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The perils of approximating fixed-horizon inflation forecasts 
with fixed-event forecasts 

 

February 2018 

 

James Yetman1 

 

Abstract 

A common practice in studies using inflation forecasts is to approximate fixed-horizon forecasts with 

fixed-event ones. Here we show that this may be problematic. In a panel of US inflation forecast data 

that allows us to compare the two, the approximation results in a mean absolute approximation error 

of around 0.2–0.3 percentage points (around 10% of the level of inflation), and statistically significant 

differences in both the variances and persistence of the approximate inflation forecasts relative to the 

actual forecasts. To reduce these problems, we propose an adjustment to the approximation, consistent 

with a model where longer-horizon forecasts are more heavily “anchored”, while shorter-horizon 

forecasts more closely reflect current inflation levels. 
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1. Introduction 

Macroeconomic forecasts can be characterised as either “fixed event” or “fixed horizon”. With fixed-

event forecasts, the outcome being forecast remains fixed while the forecast horizon changes from one 

forecast to the next – eg forecasts of 2017 inflation made in consecutive months. By contrast, with 

fixed-horizon forecasts, the timing of the outcome and the forecast move together, so that the period 

between them remains constant – eg forecasts of inflation over the coming 12 months made at 

different points in time. 

Fixed-event and fixed-horizon forecasts are each better suited for different purposes. Fixed-event 

forecasts provide an effective means to assess how expectations are changing in response to 

developments: since the outcome being forecast is unchanged from one forecast to the next, forecast 

changes must be due to changed expectations of the outcome. However, because the forecast horizon 

varies from one forecast to the next, other properties of the forecasts (such as the degree of forecaster 

disagreement, or the persistence of forecasts) may not be readily comparable. 

In contrast, fixed-horizon forecasts are generally preferable when using forecasts as a proxy for 

expectations in estimation exercises. For example, when estimating a forward-looking Phillip’s curve,2 

there is presumably an optimal forecast horizon for expected inflation for which the model will fit best. 

Using fixed-event forecasts in this context without adequately controlling for the varying horizons 

would compromise econometrics performance. Perhaps not surprisingly, when central banks collect 

inflation forecasts, they generally focus on fixed-horizon forecasts.3 

Given the relatively limited availability of high-quality surveys of fixed-horizon forecasts, especially 

outside some major advanced economies, researchers have employed several different approaches to 

use fixed-event forecasts in their place: 

(i) Group forecasts by horizons and treat those in each group as having the same properties 

– for example, grouping all forecasts for “next year” versus “this year” as in Johnson (2002). 

Along similar lines, Capistrán and Ramos-Francia (2010) group all forecasts made in a given 

year in their study of forecast dispersion and, apart from adding fixed effects for each 

month, assume that the data-generating process is the same across horizons. Especially at 

 
2  See Mavroeidis et al (2014), especially Section 3.1.3, for a summary of this approach. 

3  Moreno and Villar (2010) and Sousa and Yetman (2016) discuss the inflation forecast surveys collected by emerging market 
central banks. In their survey responses, where central banks indicated the nature of the forecasts they were collecting, 
these were generally fixed-horizon rather than fixed-event. In 2011 the Reserve Bank of New Zealand switched from 
collecting fixed-event to fixed-horizon inflation forecasts (Lees (2016)). 
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shorter horizons, this is likely to be problematic. Forecasts made in January for the outcome 

in that calendar year are likely to be very different from forecasts made in December for 

the same year, given that most of the information for the current year are likely to be 

known by the forecaster at the time of the shortest-horizon forecasts. 

(ii) Model the evolution of the forecasts across the different horizons explicitly. An early paper 

taking this approach was Davies and Lahiri (1995), who model forecast errors as being 

made up of bias, monthly shocks and idiosyncratic errors, where the monthly shocks 

accumulate across horizons and the distribution of the errors depends on the forecast 

horizon. Another approach is to allow forecasts to be more heavily influenced by a long-

run anchor of inflation expectations, or endpoint, the longer is the forecast horizon (eg 

Kozicki and Tinsley (2012), Mehrotra and Yetman (2014) and Yetman (2017)). Modelling 

the evolution of forecasts across horizons may be computationally demanding compared 

with other options, however. 

(iii) Approximate fixed-horizon forecasts based on fixed-event forecasts. In this category, see 

Dovern et al (2012) and Siklos (2013, 2017), in studies of forecast disagreement; Johnson 

(2003), in a study of the effect of inflation targeting on the level of expected inflation; 

Gerlach (2007), who uses the approximation to construct a measure of inflation 

expectations when estimating the monetary policy reaction function of the European 

Central Bank; Kortelainen et al (2011), who generate approximations of expected inflation 

and GDP to use in estimating a three-equation New Keynesian model; and Davis (2014), 

who assesses the responses of inflation expectations to various shocks. Some authors cite 

Dovern and Fritsche (2008) in defence of this approach. They compare approximate fixed-

horizon forecasts, constructed from fixed-event forecasts, with actual fixed-horizon 

forecasts constructed from quarterly forecasts made by the same panel of forecasts. They 

argue that the approximation results in levels of dispersion across forecasters that are 

highly correlated with the true level of dispersion. 

This third approach involves an approximation error. One objective of this paper is to assess how 

large the approximation error is likely to be, and what it implies for other properties of the forecasts. 

This is generally difficult to determine because, while there are panels of fixed-horizon and fixed-event 

forecasts for the same variables, they generally differ along many dimensions (eg the timing of the 

forecasts and the composition of the forecaster panel) such that they cannot be readily compared. 

However, there is one panel of forecaster-level inflation forecasts that we can use to construct both 

fixed-event and fixed-horizon forecasts from the same underlying data. This data set is the “Survey of 

Professional Forecasters” (SPF), collated by the Federal Reserve Bank of Philadelphia. It is the same data 
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set as Dovern and Fritsche (2008) explored.4 The quarterly SPF includes forecasts of inflation for six 

quarters (the previous quarter, the current quarter and each of the following four quarters) as well as 

up to three calendar years (defined as the fourth-quarter-over-fourth-quarter growth rate; for the 

current year as well as the following two years).5 We use this data to construct both actual “fixed-event” 

12-month inflation (based on the quarterly inflation forecasts) and approximate 12-month inflation 

(based on the fixed-horizon annual inflation forecasts), and then compare their behaviour. 

Using data beginning in 1990, we find that the approximation introduces distortions into the 

inflation measures that are often quantitatively large and statistically significant. The mean absolute 

approximation error is around 0.2–0.3 percentage points, or around 10% of the level of inflation. The 

approximation error also leads to statistically significant changes in the variance of the resulting 

inflation measures. Further, the persistence in the annual inflation forecast series is often statistically 

significantly different when the approximation is used, a problem that appears to be worse in the 

second half of our sample period than in the first. 

We illustrate a possible partial fix for the approximation bias, drawing on the idea that inflation 

forecasts are more heavily “anchored” as the forecast horizon increases, as discussed in Kozicki and 

Tinsley (2012), Mehrotra and Yetman (2014) and Yetman (2017). The “fix” reduces the mean absolute 

error by 13% (and the mean squared error by 21%), and results in fewer significant differences between 

the actual and approximate inflation rates in terms of their variances and persistence as well. Further, 

higher order moments – skewness and kurtosis – of the resulting panel of approximate forecasts are 

more alike the actual data when our adjustment to the standard approximation is implemented. 

In the next section, we briefly outline the most common approximation used to translate fixed-

event forecasts into fixed-horizon ones. Section 3 summarises how we can use the SPF to produce both 

actual and approximate inflation forecasts. Section 4 then compares the resulting “approximate” and 

actual fixed-horizon forecasts. Section 5 discusses one way to improve on the standard approximation, 

 
4  Additionally, it would be possible to examine the effect of using the approximation using data from Consensus Economics, 

but based on average forecasts across a panel. For the 27 economies included in their “Consensus Forecasts” or “Asia-
Pacific Consensus Forecasts” publications, average quarterly inflation forecasts are published for each of the following 
seven to eight quarters on a quarterly basis. Under the assumption that the composition of the annual fixed-event and 
quarterly forecasts are the same, the quarterly forecasts could be used to compute actual average 12-month inflation 
forecasts which should be comparable with approximate forecasts based on average fixed-event annual forecasts. In their 
eastern European and Latin American publications, Consensus Economics includes average forecasts of monthly inflation 
for each of the following six months, so no such comparison with annual inflation is possible. However, in no cases could 
published Consensus Economics data be used to examine the effects of the approximation at the level of the individual 
forecaster, unlike the SPF forecast data examined here. 

5  Forecasts from the SPF are all available at www.philadelphiafed.org/research-and-data/real-time-center/survey-of-
professional-forecasters/. 
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and compares the performance of the “improved” approximation with the standard approximation. 

Section 6 then concludes. 

2. Approximating 12-month inflation forecasts 

When approximating fixed-horizon forecasts with fixed-event ones, the most common approach is as 

follows. Let |ˆt k t   denote the forecast of annual inflation for the year ending k -months-ahead based 

on information available at time t . Some forecast surveys, such as from Consensus Economics,6 include 

a pair of forecasts | 12 |,  ˆ ˆt k t t k t    for each month, with horizons  1, 2, ,1 2k  . The value of k  

shortens as the year progresses, as all forecasts are for years ending in December, so in January 

12k  , in February 11k  , and so on. 

Fixed 12-month horizon forecasts are then approximated in the studies listed in the introduction 

as averages of the forecasts for the current and next calendar years, weighted by their shares in the 

forecast period: 

 
12| | 12 |

12
12 1

ˆ
2

ˆ ˆt t t k t t k t
k k     


 

.   (1) 

This approach implies that the 12-month-ahead forecast for inflation made in October 2012 is 

approximated by the sum of 2012 12|2012 10ˆ M M  and 2013 12|2012 10ˆ M M , with weights 3 /12  and 9 /12  

respectively, for example. 

3. Calculating actual and approximate forecasts 

The SPF provides us with quarterly and annual inflation forecasts at a quarterly frequency that we can 

use to construct both actual and approximate 12-month inflation forecasts for each quarter. For 

example, in the first quarter of each year, the available forecasts include the following: 

 
6  http://www.consensuseconomics.com/. 
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(Forecasts one-through-six indicate forecasts of quarterly inflation, while A and B indicate forecasts of 

annual inflation. There is also a forecast C for two years ahead, but we do not make use of this.) 

 We use these forecasts in two ways. First, we confirm that the quarterly forecasts are approximately 

consistent with the annual forecasts: that is, annual forecast A is consistent with quarterly forecasts 2–

5, linked by the following formula: 

 
1/4

3 52 4ˆ ˆˆ ˆˆ 100 1 1 1 1 1
100 100 100 100A

  
                              

.  (2) 

Second, we compare the behaviour of actual four-quarter inflation implied by quarterly forecasts 

labelled 3–6 with approximate four-quarter inflation for the same period using the approximation 

outlined in Section 2. Based on the approximation were to hold, we would expect that: 

 
1/4

3 5 64ˆ ˆ ˆˆ 3 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 4 4A B
    

                            
.  (3) 

 For the second quarter, the relevant available forecasts are: 

 

For this quarter, our test that the annual and quarterly forecasts are consistent is that: 

 
1/4

31 2 4ˆˆ ˆ ˆˆ 100 1 1 1 1 1
100 100 100 100A

  
                           

,  (4) 

while we also have two possible tests of the approximation, based on the quarterly forecasts 2–5 and 

3–6, as follows: 
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1/4

3 52 4ˆ ˆˆ ˆ 3 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 4 4A B

    
                               

;  (5) 

 
1/4

3 5 64ˆ ˆ ˆˆ 1 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 2 2A B
    

                            
.  (6) 

 For quarter three, no tests of consistency are possible (since we do not have all four quarterly 

forecasts of any given calendar year), but we can consider three tests of the approximation, based on 

quarterly forecasts 1–4, 2–5 and 3–6 respectively, as follows: 

 
1/4

31 2 4ˆˆ ˆ ˆ 3 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 4 4A B

    
                            

;  (7) 

 
1/4

3 52 4ˆ ˆˆ ˆ 1 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 2 2A B

    
                               

;  (8) 

 
1/4

3 5 64ˆ ˆ ˆˆ 1 3ˆ ˆ100 1 1 1 1 1
100 100 100 100 4 4A B
    

                            
.  (9) 

Finally, for the fourth quarter, consistency requires that forecasts 3-6 correspond to forecast B: 

 
1/4

3 5 64ˆ ˆ ˆˆˆ 100 1 1 1 1 1
100 100 100 100B
  

                           
,  (10) 

while the two available tests of the approximation are: 

 
1/4

31 2 4ˆˆ ˆ ˆ 1 1ˆ ˆ100 1 1 1 1 1
100 100 100 100 2 2A B

    
                            

;  (11) 

 
1/4

3 52 4ˆ ˆˆ ˆ 1 3ˆ ˆ100 1 1 1 1 1
100 100 100 100 4 4A B

    
                               

.  (12) 

Combining all horizons, then, we have three observations in each year for each forecaster where the 

annual forecasts and the quarterly forecasts should be consistent with each other (based on equations 

2, 4 and 10). In addition, we have eight observations in each year for each forecaster where we can 

compute both approximate and actual 12-month inflation to compare (based on equations 3, 5–9 and 

11–12).7 

 
7  The panel is not balanced, with forecasters entering and leaving the panel and some quarterly forecasts missing, affecting 

the number of total number of observations. 
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In our analysis of the SPF forecasts, we focus on the Q1 1990–Q1 2017 period. We avoid earlier 

forecasts, given that the behaviour of inflation forecasts during relatively high inflation periods may be 

a poor guide to forecast performance today.8 We construct the measures outlined above for each 

forecaster, in each period. We examine all observations for which both comparable measures are 

available. 

 
Notes: the panels display annual inflation forecasts and their equivalent made up from quarterly 
inflation forecasts. Deviations between the dots and the 45-degree line are a result of rounding 
errors and inconsistencies and inconsistencies between the quarterly and annual forecasts. 

 

Graph 1 displays the three tests of consistency outlined above (in equations 2, 4 and 10). If the 

annual and quarterly forecasts were perfectly consistent, then we would expect them to lie on a 45-

degree line drawn through the origin. Even allowing for rounding error (given that the forecasts are 

typically given as percentages to one decimal place), there are clearly some inconsistencies: in 4.5% of 

cases, the difference exceeds 0.4 percentage points, and in 1.4% of cases 1.0 percentage points. In the 

 
8  In addition, the period we study roughly coincides with the period during which the survey was conducted by the 

Philadelphia Fed. Before Q2 1990, the survey was conducted by the American Statistical Association (ASA) and National 
Bureau of Economic Research (NBER). Background information on the survey available online notes that “in the surveys 
conducted by the NBER/ASA, the same identification number could represent different forecasters. In these surveys, we 
have noticed some occurrences in which an individual participates, suddenly drops out of the panel for a large number of 
periods, and suddenly re-enters, suggesting that the same identifier might have been assigned to different forecasters. 
Unfortunately, we cannot investigate the historical record of these individuals because we do not have hard-copy historical 
records from the early surveys.” 
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following analysis, we will consider dropping all forecasts where the inconsistency is large as a 

robustness check. 

4. Comparing actual and approximate forecasts 

Our next step is to compare the actual and approximate 12-month inflation forecasts under each of 

the cases outlined above, and to highlight the differences between then. Some key results are 

summarised in Table 1 below, both for the full sample and dropping those forecasts where quarterly 

and annual inflation forecasts are inconsistent.9 Shaded rows represent results where there is no 

approximation involved, and any difference is due to measurement or rounding error, or underlying 

inconsistency between the quarterly and annual forecasts. We use these as a benchmark to indicate 

the level of variation that attributable to random noise, as opposed to approximation error. 

Column (3) contains the mean absolute difference between the approximation and the actual 12-

month inflation forecasts. For (shaded) quarters in which the only source of difference is measurement 

and rounding error, these differences are less than 0.1 percentage points (and around 0.03 percentage 

points once we drop observations with larger inconsistencies from the sample). By contrast, these 

average differences are three to 12 times as large for other quarters, or around 0.2–0.3 percentage 

points, which is approximately 10% of the average inflation rate during the sample period. This increase 

in average error is highly statistically significant (p-value < 0.01 in all cases). The results in column (4) 

illustrate the same message based on mean squared differences. 

Columns (5–7) display the variance of forecasts across the two measures of annual inflation, and 

the p-value from an F-test of equal variance. For (shaded) cases, in quarters where the only difference 

is rounding and measurement error, this difference is small and never statistically significant. However, 

for other cases, the difference is often statistically highly significant, with p-values smaller than 0.05 in 

nine out of the 16 cases examined. Note, however, that there is no simple pattern of differences: in 

some cases the approximation results in a significantly larger variance, and in others in a significantly 

smaller variance. 

  

 
9  We define inconsistent as any time the difference displayed in Graph 1 exceeds 0.2 percentage points. For this exercise, we 

drop forecasts for a given forecaster for all quarters in any year where at least one of the three consistency checks is 
violated. (We use this condition because there are no consistency checks for quarter-3 forecasts.) We also examined 
alternative cut-off rules as robustness checks, such as excluding all forecasters if the largest inconsistency exceeds either 
0.4 or 1.0 percentage points, and results are similar in each case. 
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Table 1. Errors and moments 
(1) 

Forecast 
quarter 

(2) 
Obs. 

(3) 
MA 
diff. 

(4) 
MS 
diff. 

(5-7) 
Variance 

(8-9) 
Skewness 

(10-11) 
Kurtosis 

Approx. Actual p-val. Approx. Actual Approx. Actual 

Approximation c.f. actual based on 1̂  - 4̂  

 Full sample 
1 0          
2 1012 0.09 0.05 1.03 0.98 0.47 -0.44 -0.62 3.83 3.74 
3 904 0.31 0.17 0.85 0.74 0.04 0.01 -0.02 3.11 3.46 
4 1022 0.36 0.22 0.75 0.95 0.00 0.91 1.03 5.36 7.58 
 Drop forecasters in years with larger inconsistencies 
1 0          
2 805 0.03 0.00 0.92 0.93 0.88 -0.65 -0.65 3.70 3.66 
3 724 0.29 0.15 0.77 0.74 0.51 0.00 0.09 2.78 3.48 
4 808 0.36 0.23 0.52 0.63 0.00 0.21 0.06 3.46 6.50 

Approximation c.f. actual based on 2̂  - 5̂  

 Full sample 
1 1021 0.08 0.05 0.90 0.83 0.17 -0.21 -0.29 4.68 4.38 
2 923 0.29 0.16 0.86 0.69 0.00 -0.27 -0.24 3.65 3.91 
3 904 0.29 0.16 0.67 0.68 0.81 0.10 0.08 3.45 3.87 
4 1021 0.26 0.22 0.71 1.06 0.00 1.00 -0.03 6.10 7.01 
 Drop forecasters in years with larger inconsistencies 
1 833 0.03 0.00 0.69 0.69 0.94 -0.51 -0.52 4.64 4.63 
2 722 0.26 0.14 0.74 0.61 0.02 -0.48 -0.33 3.56 4.29 
3 724 0.30 0.16 0.57 0.60 0.43 0.07 0.07 3.15 4.42 
4 807 0.27 0.24 0.46 0.79 0.00 0.16 -0.89 4.06 7.56 

Approximation c.f. actual based on 3̂  - 6̂  

 Full sample 
1 891 0.22 0.13 0.79 0.66 0.01 0.06 0.22 4.15 4.33 
2 923 0.28 0.15 0.73 0.69 0.48 -0.01 0.22 3.89 4.17 
3 895 0.20 0.09 0.59 0.66 0.09 0.15 0.02 3.83 3.61 
4 1024 0.08 0.04 0.78 0.71 0.19 0.71 0.37 6.07 4.77 
 Drop forecasters in years with larger inconsistencies 
1 724 0.19 0.10 0.58 0.52 0.11 -0.22 0.00 4.30 4.64 
2 722 0.28 0.15 0.59 0.56 0.51 -0.22 0.15 4.05 5.24 
3 718 0.20 0.08 0.47 0.56 0.03 0.13 -0.03 3.72 4.46 
4 809 0.03 0.00 0.53 0.53 0.92 -0.09 -0.08 4.57 4.51 

Notes: MA diff. (MS diff.) is the average mean absolute difference (mean squared difference) between the forecasts 
based on annual data (using the approximation in equation (1)) and quarterly data. Shaded rows are those where 
there is no approximation error involved. 

 

Columns (8–9) illustrate differences in the degree of skewness across the two measures, and the 

final two columns display kurtosis. Here there is a pattern: kurtosis is nearly always greater in the 12-

month forecasts constructed from quarterly forecasts than in the approximate measure based on 

annual forecasts. 
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We also illustrate the differences for one particular case, corresponding to the third row of results 

in the table, visually in Graph 2. For these forecasts, of inflation for the year ending in the fourth quarter 

that were made in the second quarter, we take the distribution of forecasts for each year and calculate 

the median (solid line) and quartiles (dotted lines) of the approximate (red) and actual (blue) inflation 

forecasts separately. The graph shows that the two distributions are very different at times. For example, 

for forecasts of 2001 inflation, the median approximate forecast is 0.6 percentage points higher than 

the actual forecast, and there is no overlap between the interquartile ranges of the two series. Similar 

sized gaps also exist in 2007–09, with the approximate forecasts much higher than the actual for the 

first two of those years, and then much lower for the third. Given that these years with the largest gaps 

all correspond to periods where the United States was in recession, it appears that the approximation 

is especially poor during economic downturns. 

 

Taking these results together, the approximation results in a non-trivial amount of noise in the 12-

month inflation forecasts, relative to forecasts constructed from quarterly data where no approximation 

is involved. In addition, it often results in a statistically significant change in the variance of the 

distribution and reduces the thickness of the distribution’s tails. Given that the variance and kurtosis 

are potential measures of forecaster disagreement, which in turn is commonly interpreted as a measure 

of central bank credibility (eg Dovern et al (2012); Siklos (2013, 2017)), the approximation may lead to 

biased empirical analysis. 
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Another aspect of the forecasts that we assess is the degree of persistence. In particular, we 

estimate: 

 , 1, ,
i i i i
y n y n y n      ,  (13) 

on a panel where forecasters are indexed by i , and compare the estimates of   between actual and 

approximate forecasts of 12-month inflation. This regression is estimated on data for each quarter  

( n ) separately, so that there is one observation for each forecaster, per year in each regression. 

 
Table 2. Persistence

(1) 
Forecast 
quarter 

(2) 
Obs. 

(3-5) 


Approx. Actual p-value 

Approximation c.f. actual based on 1̂  - 4̂  

 Full sample
1 0    
2 741 0.14 0.15 0.84 
3 603 0.23 0.26 0.52 
4 749 0.32 0.15 0.00 
 Drop forecasters in years with larger inconsistencies 
1 0    
2 534 0.12 0.12 0.95 
3 437 0.21 0.22 0.84 
4 533 0.30 0.06 0.00 

Approximation c.f. actual based on 2̂  - 5̂  

 Full sample
1 766 0.18 0.22 0.25 
2 646 0.19 0.30 0.01 
3 603 0.32 0.29 0.50 
4 747 0.37 0.21 0.00 
 Drop forecasters in years with larger inconsistencies 
1 558 0.18 0.18 0.99 
2 455 0.16 0.21 0.31 
3 437 0.28 0.16 0.03 
4 531 0.36 0.09 0.00 

Approximation c.f. actual based on 3̂  - 6̂  

 Full sample
1 624 0.26 0.35 0.02 
2 646 0.29 0.41 0.00 
3 594 0.42 0.44 0.60 
4 750 0.37 0.42 0.08 
 Drop forecasters in years with larger inconsistencies 
1 453 0.24 0.29 0.35 
2 455 0.23 0.30 0.20 
3 432 0.36 0.31 0.33 
4 532 0.34 0.34 0.97 

Notes: Based on regressing inflation forecasts on a constant and 
lagged inflation forecasts. Shaded rows are those where there is no 
approximation error involved. 
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 The results are contained in Table 2. For the quarters where the differences are only due to 

measurement and rounding error (the shaded rows), there is generally no statistically significant 

difference in the degree of persistence, especially once we remove observations in years with 

inconsistent forecasts. However, in other quarters, the differences are statistically significant in about 

half of all cases. There is no clear pattern to the differences: in some cases, the persistence is greater in 

the approximate forecasts, while in other cases it is smaller. 

 High levels of persistence in forecasts are commonly interpreted as indicators of poorly anchored 

expectations, since they imply that any departure from an inflation target is likely to self-perpetuate. 

Studies of central bank credibility sometimes focus on changes in the persistence of inflation forecasts 

over time (eg Corbo et al (2001)). Even more important than any bias in the level of persistence, 

therefore, would be changes in the amount of bias over time. To check for this, we divide the sample 

approximately in half and estimate the above equation on each subsample. Graph 3 displays the point 

estimates below. 

 
Notes: The vertical axis is the difference in estimated persistence between actual and 
approximate data based on regressing inflation forecasts on a constant and lagged inflation 
forecasts on subsamples of the data. The horizontal axis is the quarter. Solid lines are based 
on the first half of the sample, and dashed lines on the second half. 

 

 We calculate the persistence in the actual forecasts less that in the approximate forecasts, for each 

of the first (solid lines) and second (dashed lines) halves of the sample. In most cases, this difference is 

negative, indicating that the approximate forecasts are more persistent than the actual forecasts. 

However, there is also a visible difference between the two subsamples. On average, the dashed lines 

lie below the solid lines of the same colour, indicating that the degree of bias in the estimates of 
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Graph 3. Perisistence bias:
Actual less approximation, subsamples
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persistence based on approximate forecasts in the latter subsample is more severe than in the earlier 

subsample. The magnitude of this difference (as much as 0.3) is roughly the same magnitude as the 

underlying persistence in the forecasts themselves, suggesting that any studies of changing forecast 

persistence based on approximate data may be misleading. 

5. Improving on the approximation 

We have highlighted some problems with approximating fixed-horizon inflation forecasts using fixed-

event forecasts. Now we offer a partial fix that improves on the standard approximation in terms of 

better matching the statistical properties of the actual forecast data. 

 Kozicki and Tinsley (2012), Mehrotra and Yetman (2014) and Yetman (2017) have suggested 

models of inflation forecasts where these are increasingly “anchored” as the forecast horizon increases. 

One formulation of this is the following: 

 *
| 1(1ˆ )t k t k k t

k
t         ,  (14) 

where *  is the inflation anchor and 1t   is the latest available inflation outcome at the time that the 

forecast is made (lagged by one month to allow for publication lags). We model k  as a simple 

exponential function ( 1 exp( / )k k b     for some value of b , where k  is the forecast horizon), and 

estimate *  and b  for each of the forecasters who appear frequently in our panel, across the available 

calendar-year inflation forecasts (labelled A and B in section 3), for all time periods. We then use these 

estimates to determine the appropriate weights to combine the calendar-year inflation forecasts to 

produce a 12-month fixed-horizon forecast. To be more precise, we have forecasts for two calendar 

years, |ˆt k t   and 12|ˆt k t   , but we require forecasts for a fixed horizon of 12 months, 12|ˆt t  . We wish 

to approximate the latter as: 

 12| | 12|ˆ ˆ ˆ(1 )t t k t k t k t k tx x       ,  (15) 

for some value of kx . Note that this can be viewed as a generalisation of the standard approximation 

given in equation (1). Now, by substituting from equation (14), we can rewrite equation (15) as: 

 

 
 

*
12| 12

12

12

1

ˆ (1

(1

(1

)

(1 )

)

)(1

.

)
k

t t k k k

k
k t k t

k

k k k k t

x x

x x

x x 

   

  
 

 



 







 

 

  

   (16) 

From equation (14), we can also rewrite 12|ˆt t   as: 
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 *
12 1

1
| 2 12

2
1 (1 )ˆ tt t t          .  (17) 

Equating the coefficients on *  (or 1t  ) in (16) and (17), we obtain: 

 12 12

12

exp( [ 12] / ) exp( 12 / )
exp( [ 12] / ) exp( / )

k
k

k k

k b bx
k b k b

 
 





    
 

    
.  (18) 

 Note that for 12k  , 1x   so that the full weight goes on the shorter duration annual forecast, 

and for 0k  , 0x   so that the full weight goes on the longer duration annual forecast. These 

extreme cases are analogous to the shaded rows in the previous tables of results, where there is no 

approximation error involved. More generally, 0 1kx   for all values of 0b  . And for the limiting 

case of 0b , (12 ) /x k k  , which is the standard approximation given by equation (1) that we 

examined in the previous section. 

 To implement this adjustment to the approximation, we focus on the 65 forecasters who provided 

forecasts to the SPF at least 20 times within our sample. While these represent only 37% of the 174 

forecasters in the SPF panel, their forecasts constitute 79% of the total forecast panel, as many of the 

other forecasters only enter a very limited number of times.10 We then estimate equation (14) for each 

forecaster, obtaining estimates of b that range from 1.4 and 76.8.11 Then, based on these estimates, we 

construct kx  for each forecaster, and use this to compute an “adjusted” approximate fixed-horizon 

forecast, using equations (15) and (18), that we can then compare with the standard measure. We also 

re-compute our standard measure for this comparison based on the same sample of forecast data (ie 

eliminating those forecasters who contribute fewer than 20 observations to the panel from our previous 

results). 

 The results for the first and second moments are given in Table 3, and for higher moments and 

persistence in Table 4. In comparing the adjustment with the standard approximation, we focus only 

on the unshaded portions of the table- ie the elements where (i) there is an approximation error 

inherent in the data and (ii) for 0b  , our adjusted approximation differs from the standard 

approximation. For each statistic, we are therefore comparing eight elements in our discussion. 

Columns (3) and (4) of Table 3 display the mean absolute differences between the actual and 

approximate measures of inflation for the standard and the adjusted approximation, respectively. We 

can see that the adjustment results in a systematic improvement in the performance of the 

 
10  18 forecaster codes are associated with only one forecast, for example. 

11  For this exercise, 1t  is the year-on-year change in the quarterly CPI (where quarterly CPI is the three-month average of 

monthly CPI) lagged by one quarter, where monthly CPI is taken from https://fred.stlouisfed.org/series/CPIAUCSL. 
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approximation: in seven of the eight cases, the difference declines, and the average decline in the mean 

absolute difference is by 13%. Columns (5) and (6) repeat the exercise for the mean squared difference, 

where there is some improvement across all eight cases, by an average of 21%. 

Table 3. Comparison between standard and adjusted approximation: errors and variance 
(1) 

Forecast 
quarter 

(2) 
Obs. 

(3-4) 
MA difference 

(5-6) 
MS difference 

(7-12) 
Variance 

 
Stand. 

 
Adjust. 

 
Stand. 

 
Adjust. 

Stand. Adjust. 
Approx. Actual p-val. Approx. Actual p-val. 

Approximation c.f. actual based on 1̂  - 4̂  

1 0           
2 790 0.08 0.08 0.03 0.03 0.96 0.94 0.76 0.96 0.94 0.76 
3 712 0.30 0.31 0.16 0.16 0.84 0.75 0.16 0.72 0.75 0.51 
4 813 0.36 0.32 0.24 0.19 0.65 0.81 0.00 0.63 0.81 0.00 

Approximation c.f. actual based on 2̂  - 5̂  

1 816 0.07 0.07 0.04 0.04 0.78 0.72 0.27 0.78 0.72 0.27 
2 723 0.28 0.25 0.16 0.12 0.77 0.63 0.01 0.67 0.63 0.37 
3 712 0.31 0.25 0.17 0.13 0.64 0.66 0.77 0.60 0.66 0.21 
4 812 0.27 0.25 0.24 0.20 0.60 0.96 0.00 0.64 0.96 0.00 

Approximation c.f. actual based on 3̂  - 6̂  

1 725 0.21 0.19 0.12 0.09 0.66 0.55 0.01 0.59 0.55 0.32 
2 723 0.29 0.23 0.16 0.11 0.62 0.59 0.47 0.57 0.59 0.69 
3 706 0.21 0.16 0.10 0.08 0.56 0.64 0.09 0.58 0.64 0.19 
4 815 0.06 0.06 0.02 0.02 0.68 0.65 0.55 0.68 0.65 0.55 

Notes: MA difference (MS difference) is the average mean absolute difference (mean squared difference) between 
the forecasts based on annual data (generally involving an approximation) and quarterly data. Stand. indicates the 
standard approximation for converting fixed-event to fixed-horizon forecasts given in equation (1); Adjust. 
indicates the adjusted approximation given in equations (15) and (18). Shaded rows are those where there is no 
approximation error involved. Results are based on data for all forecasters who contribute to the SPF panel at least 
20 times during the sample period. 

 

The remainder of Table 3 compares the performance of the variance across the panel of 

forecasters. Once again, our adjusted approximation generally outperforms the standard 

approximation: in six of the eight cases, the variance is closer to the actual variance using our 

adjustment in place of the standard approximation, and the average decline in this gap across all eight 

cases is by 22%. Moreover, the difference between the variances is statistically significant in only two 

cases (at the 95% level) using our adjustment, versus four cases using the standard approximation. 

Moving on to higher moments, here improvements are also evident (Table 4). The gap between 

the skewness of the distribution of approximate and actual forecasts (columns 3–6) declines using the 

adjusted approximation in five of the eight cases, and by an average of 9% overall. Moreover, the gap 

in the case of kurtosis (columns 7–10) decreases in all but one case, by an overall average of 23%. 
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Finally, we compare the estimated persistence, in a manner analogous to the discussion of Table 

2. Here the results are more modest. The gap between the persistence of the approximate inflation 

forecast and the actual inflation forecast declines by 5% with our adjustment. Further, the difference in 

persistence between the approximation and the actual data is statistically significant (at the 95% level) 

in three cases with the adjustment versus five cases without it. However, the level of the gap actually 

increases in more cases (five) than it decreases (three).  

Taken together, our results indicate that our proposed adjustment improves the performance of a 

standard approximation that researchers have used to convert fixed-event inflation forecasts into fixed-

horizon forecasts.  

 

We can explain the effectiveness of our adjustment in the following way. Equation (17) implies that 

the weight on the inflation anchor varies with the forecast horizon in the manner displayed in Graph 4. 

Suppose that we wish to have a 12-month fixed-horizon forecast, but only have annual inflation 

forecasts, for two calendar years that each partially overlap with the 12-month horizon, indicated by 

f  and 12f   on the graph, at our disposal. For the 12-month horizon inflation forecast, the weight 

on the anchor would be consistent with the displayed function where 12h   – ie at point l . Taking 

the standard approximation, the two annual forecasts are weighted by how far away f  and 12f   

are from 12. This results in the weight on the anchor indicated by m , on a straight line between the 

function evaluated at horizons f  and 12f  , evaluated at a horizon of 12 months. But because the 
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function is concave, this lies below l , which is the correct level for a 12-month horizon forecast. That 

is, the standard approximation results in too little weight on the anchor compared with what a 12-

month fixed-horizon forecast would entail.  

The effect of our adjustment is to use the estimate of the curvature of function (based on b ) to 

move the weight on the anchor along the chord on the graph from point m  to point n . That is, to 

increase the weight on the longer-horizon forecast (which is more heavily influenced by the anchor) 

and correspondingly decrease the weight on the shorter-horizon forecast. By doing so, we can remove 

the systematic bias present in the standard approximation. Our empirical example above illustrates 

how we can implement such an approach to improve the performance of the approximation, using real 

inflation forecast data. 

Note, however, that this is not a complete fix for the problem of using the approximation, especially 

in terms of estimates of the persistence of inflation expectations. Clearly, our simple model of forecasts 

underlying the adjustment to the approximation is incomplete, and so our correction is only partial. 

One possibility for further work would be to model the error process in the expectations formation 

process, which might provide scope for further improvements. Additionally, our correction may be less 

effective if expectations are poorly anchored. In our model, that would be characterised by a low value 

of b  and less curvature in the function in Graph 3, so that the gap between the standard approximation 

(point m ) and our adjusted approximation (point n ) would be more limited. 

6. Conclusions 

In this paper, we have shown that approximating fixed-horizon forecasts using fixed-event forecasts is 

problematic. In the SPF data that we examined, it results in a mean absolute approximation error of 

around 0.2–0.3 percentage points, or about 10% of the level of inflation. In addition, it results in 

statistically significant changes in both the variances and persistence of the resulting inflation forecast 

measures. 

 So what should researchers who desire a fixed-horizon forecast, but only have fixed-event 

forecasts available, do? We have shown one path to improve on the performance of the approximation, 

based on a model where inflation forecasts are a weighted average of an anchor and the latest available 

inflation forecast at the time that the forecasts are made, with the weight on the anchor declining as 

the forecast horizon shortens. Our model implies placing a relatively higher weight on the longer-

horizon forecast than is the case using the standard approximation. Our proposed correction reduces 

the mean absolute error and means squared error of the approximation (by 13% and 21% respectively). 
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It also reduces the number of statistically significant differences between the approximate and actual 

inflation forecasts in terms of the variance and persistence. Further, the skewness and kurtosis of the 

distribution of adjusted approximate forecasts is more like that for the distribution of actual forecasts 

than when the standard approximation is used. 
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