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Abstract

This paper brings together two seemingly unrelated branches of the literature that
focuses on different aspects of a bank’s interaction with its borrowers: the relative
priority of bank debt, and the role of banks as “relationship lenders”. Specifically,
we show that bank seniority plays an important role in encouraging the formation
of ongoing bank/firm relationships. Because the bank is senior, it is more able to
reap the benefits from its relationship with the firm; because the firm has a
relationship with a bank, it is more willing to exert effort, thus reducing the impact
of a recession on its prospects. As a result, the firm’s ex ante value is enhanced
when the bank’s debt is senior to that of the firm’s other creditors.

The intuition behind our model lies in the fact that, when the firm’s prospects
deteriorate, the most senior claimant first benefits from helping the firm improve
its quality, and it is in such states that the true value of relationship lending comes
to light. If banks are made junior to other creditors, they may benefit little in bad
states from additional investment in the firm, and hence will have little incentive to
build relationships that might allow them to determine the value of such an
investment. As a result, making the bank senior improves its incentives to build a
relationship with the firm, thereby fulfilling an important function of intermediated
debt.
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1. Introduction

Banks lie at the centre of many studies of debt contracting. Typically, these financial

intermediaries are thought to be special because they can perform special certification and monitoring

services. One fundamental issue at the heart of much of banking research is how these functions are

furthered by the typical structure of bank loan agreements.

Our paper brings together two seemingly unrelated branches of this literature that focus

on different aspects of a bank’s relationship with its borrowers: the relative priority of bank debt, and

the importance of banks as “relationship lenders”. Specifically, we show that bank seniority plays an

important role in encouraging the formation of ongoing bank/firm relationships. When a recession

occurs, a senior bank is more able to reap the benefits from its relationship with the firm. Furthermore,

because the firm has a relationship with a bank, it is more willing to exert effort to offset possible

negative shocks to its value. As a result, the firm’s ex ante value is enhanced when the bank’s debt is

senior to that of the firm’s other creditors.

Central to our model is the idea that banks are important to small business borrowers

because they can develop ongoing relationships with such firms, relationships that are valuable

because they help banks understand a firm’s true quality in bad states of nature. In good states of the

world, having a relationship with a bank is not particularly important to a firm, because it is less likely

to need additional financing. In contrast, during a recession firms that have ongoing relationships with

a bank are better able to obtain additional financing, allowing them to weather the recession with

minimal loss. Firms that do not have bank relationships, however, may find the terms of such

supplemental financing too onerous. Consequently, their prospects diminish.

Our paper builds on two branches of the banking literature. The first focuses on the role

of banks as relationship lenders.1  Early in its development, a firm may have little ability to

demonstrate its worth to outsiders and hence find it difficult to obtain financing for its projects. Banks

fill this void by incurring the costs of gathering relevant information about the firm and its investment

opportunity before making a funding decision. Upon granting a loan, banks continue this information

acquisition process by monitoring the firm, ensuring that it observes the covenants included in the loan

agreement, and in the process learning even more about the firm’s true quality.2

                                                     

1 Berlin (1996) provides a very nice expositional introduction to the notion of relationship lending we discuss here.

2 Slovin, Sushka and Polonchek (1993), Petersen and Rajan (1994), and Berger and Udell (1995), among others, find
results supporting the claim that a close relationship with a bank is valuable to small firms. Other empirical work on
bank/firm relationships includes Berlin and Mester (1997a), Ongena and Smith (1997), and Degryse and van Cayseele
(1997). Boot and Thakor (1994) show that, even without learning, a long-term bank/borrower relationship is still welfare
improving because it allows the bank to reduce the use of (costly) collateral in the financing contract over time.
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Our model is consistent with this overall view of bank relationship lending. In our model,

having an ongoing relationship with a bank is valuable because it allows high-quality firms to obtain

supplemental financing more readily when they face a liquidity crisis. In contrast, firms without bank

relationships are easily mistaken for “bad” firms when they seek additional financing.

Our paper differs from some of the literature on relationship lending, however, in that we

abstract from the negative lock-in effects that can arise with bank relationship lending. Instead, we

accept it as given that firms find bank relationships desirable.3  We then focus on how the relative

seniority of bank debt is important to the formation of these (desirable) relationships.4

This paper also draws on the literature dealing with the relative priority of bank loans

with respect to the firm’s other creditors. It has become a generally accepted fact that bank debt is

typically senior to that of other creditors, particularly for small business borrowers. Mann (1997) and

Schwartz (1997) paint pictures of banks as not only taking a senior claim over other creditors, but also

collateralising as much of their debt as possible and incorporating protective covenants that restrict the

firm’s ability to undertake additional debt without the bank’s permission.5  In addition, Carey (1995)

finds that a large majority of bank-debt loan agreements with large firms contain a senior priority

clause, regardless of whether or not the borrower has public debt outstanding.

Several authors have provided different rationales for the seniority of bank debt. Building

on Diamond (1993a), Diamond (1993b) argues that by making short-term (bank) debt senior relative

to long-term (public) debt improves the bank’s incentives to monitor and liquidate the borrower if it

gets into financial distress. Park (1997) and Repullo and Suarez (1998) arrive at similar conclusions.

Welch (1997) argues that banks are typically senior vis-à-vis the firm’s other creditors because they

are better negotiators in financial distress. In general, Welch argues, a bank is better organised than

other creditors, and has more to gain from developing a reputation as a tough negotiator in bankruptcy

proceedings. By making the “stronger” creditor (the bank) senior, the firm is able to reduce costly

conflicts among creditors that arise in financial distress.

In contrast to these papers, we argue that bank debt is typically senior for small

businesses because it increases the chance that the bank will develop a valuable relationship with the

firm. In bad states of the world, it is the most senior claimant that first benefits from improving the

quality of the firm, and it is in such states that the true value of relationship lending comes to light. If

                                                     

3 For models of this lock-in effect, see Greenbaum, Kanatas and Venezia (1989), Sharpe (1990), Rajan (1994), von
Thadden (1995), Detragiache, Garella and Guiso (1997), and Padilla and Pagano (1997). For analyses of how competition
among banks affects relationship lending, see Petersen and Rajan (1995), Boot and Thakor (1996), and Berlin and Mester
(1997b).

4 We do not consider here the two other frequently used devices to alter debt claim priority: collateral and maturity.

5 Mann argues, however, that banks’ use of collateral with small businesses is declining. Nevertheless, his evidence is
consistent with the overall conclusion that banks overwhelmingly take senior positions in their small business loans.
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banks are made junior to other creditors, they may benefit little in bad states from additional

investment in the firm, and hence will have little incentive to build a relationship that might allow

them to determine the value of such an investment.6  As a result, making the bank senior improves its

incentives to build a relationship with the firm, thereby fulfilling an important function of

intermediated debt.

Our model is similar to Diamond (1993b) in that the bank and the firm have a better

incentive to make Pareto-preferred decisions when the bank is senior. In contrast to Diamond,

however, the relevant decisions in our model take place before the onset of financial distress. Indeed,

one of the advantages of making the bank senior in our model is that it reduces the likelihood that the

firm will fail in the first place. This difference in the timing of bank monitoring also explains why our

results differ from Rajan (1994), who concludes that bank debt should be made junior to arms-length

debt. In our paper, bank seniority is not used to ensure the proper liquidation/continuation decision.

Instead, it is intended to increase the likelihood that a socially desirable relationship equilibrium exists.

The remainder of our paper is organised as follows. The next section introduces a model

of bank relationship lending. In Section 3, we define a relationship equilibrium and derive plausible

conditions under which such an equilibrium exists only when the bank is senior. Section 4 discusses

alternative equilibria and demonstrates that our relationship equilibrium Pareto dominates these other

alternatives. Section 5 concludes. Proofs of all results are found in the Appendix.

2. A model of relationship lending

We consider the problem of a firm that must borrow funds in order to invest in a project.

Before its maturity, however, outside shocks may occur that can affect the “quality” of this project.

The precise impact of these shocks depends on the effort the entrepreneur has exerted before the onset

of the shock and on whether the bank advances additional funds to the firm.

For firms whose entrepreneurs have exerted a great deal of effort, a recession only leads

to a liquidity crunch. In this case the firm must receive additional financing or its project will

deteriorate. If it does receive this funding, however, its project continues as if no recession had

occurred.

In contrast, if the entrepreneur does not exert effort, additional investment has no effect

on the expected value of the firm’s project. Instead, a low-effort firm that invests during a recession

                                                     

6 This result is somewhat different from the more typical assumption that junior creditors have a better incentive to monitor
the firm. The distinction here lies in our assumption that the bank’s monitoring becomes valuable only in a recession,
when junior creditors may have incentives more closely aligned with those of the firm’s owner. We discuss this further in
Section 5.
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actually makes its project more risky. We think of this as a “going for broke” strategy: since the firm

did not exert any effort, there is no way for it to regain its high-return, low-risk status.

The final element of our story is the bank’s decision to build a relationship with the firm.

We assume that this relationship is important in that it allows the bank to determine whether the

entrepreneur exerted effort. As a result, when the bank has a relationship with a firm, it is able to tell

whether that firm is requesting additional investment because of a liquidity shock (a high-effort

entrepreneur) or whether it will use these added funds to go for broke (a low-effort entrepreneur).

Without a relationship, however, the bank is unable to tell which type of firm is requesting additional

funds and is hence less willing to advance these funds.

To this end, consider a two-period model in which an entrepreneur can invest I in a

project in period 0 that will provide a random return in period 2. Since the entrepreneur has no initial

endowment, he must obtain funds from outside sources in order to undertake his project. Figure 1

depicts the order of events in our model.

We assume that the entrepreneur obtains funds from two different sources. The first is a

bank. In our model, banks are special in that they are able to develop relationships with entrepreneurs,

relationships that are valuable in a way to be specified below. In addition, banks are the only lenders

able to provide financing for the firm’s general liquidity needs on an ongoing basis. The second lender

can be thought of as a trade creditor, and is notable in that it is unable to provide the firm with such

general cash infusions. For example, if a firm requires a working-capital loan to meet its payroll

during a recession, such funds would come from its bank, not its trade creditors. Both lenders provide

the entrepreneur with funds in period 0 with the promise that they will be repaid with the revenue

earned in period 2. Let IB denote the funds borrowed from a bank and IT the funds borrowed from a

trade creditor, where IB + IT = I.7

Immediately after these loans are made, the bank decides whether or not to invest in

building a relationship with the borrower; if it does so, the bank incurs a cost cB. We think of building

a relationship as involving regular visits with the entrepreneur to learn about his business and his

customers. Since relationship building is a “hands-on” process, we assume that entrepreneurs can

observe whether or not this relationship is being developed. Based on this information, the

entrepreneur then decides whether or not to exert effort in his firm; doing so costs him cE.

                                                     

7 In this paper, we simply take it as given that the entrepreneur borrows funds from two different sources. In another paper
(in progress), we show how differences in the valuation of a firm’s various assets can endogenously lead firms to borrow
from multiple sources.
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Figure 1

Order of events and game tree
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The expected return of the firm’s project in period 2 depends on several factors. First, it is

affected by aggregate market factors, the “state of the world”, which is realized in period 1. With

SUREDELOLW\� �WKH�JRRG�VWDWH�RFFXUV��DQG�WKH�ILUP¶V�SURMHFW�FRQWLQXHV�ZLWK�QR�PRGLILFDWLRQ��ZH�ZLOO�FDOO

the project in this state of the world project G. Note that in the good state, neither the entrepreneur’s

effort nor the bank’s relationship has any effect on the project.

In contrast, in the bad state of the world (which occurs with probability θ−1 ) additional

investment can affect the project’s outcome. We think of this event as a “recession”, and it affects

high-effort and low-effort firms differently.8  If the entrepreneur exerted effort, he can retain his

original project G only if he can raise an additional I1 from the bank.9  Otherwise, his project

deteriorates to project B. We assume that project B has the same risk as project G, but that its expected

return is lower.10

If the entrepreneur does not exert effort in period 0, additional investment in the bad state

has a different effect. In this case, if the entrepreneur invests an additional I1, the project’s risk

increases, while its mean remains low, as in project B. We will denote this project as project R.

In either case, when the entrepreneur raises additional funding from the bank, we assume

that all the firm’s debt is renegotiated at a “fair” price. That is, given the bank’s beliefs about the

firm’s project, the face value of the debt is set so that the bank’s expected return is equal to IB + I1 plus

compensation for any relationship-building costs it may have incurred.11

In period 2 the project matures. We distinguish among projects G, B and R using two

SDUDPHWHUV�� �DQG� ��7KH�SDUDPHWHU� �PHDVXUHV�GLIIHUHQFH�LQ�WKH�H[SHFWHG�UHWXUQ�DFURVV�SURMHFWV��ZKLOH

�LV�D�PHDVXUH�RI�D�SURMHFW¶V�ULVN��$�SURMHFW�LV�DVVXPHG�WR�EH�VXFFHVVIXO�ZLWK�SUREDELOLW\�p� ���LQ�ZKLFK

FDVH�LW�SURGXFHV� �X��� ���ZLWK�SUREDELOLW\���±�p� ��LW�³IDLOV´��SURGXFLQJ� �x�±� ���ZKHUH�X ≥ x.

:H�DVVXPH�WKDW�LQFUHDVHV�LQ� �DUH�PHDQ�SUHVHUYLQJ��VR�WKDW�IRU�DQ\� 1�DQG� 2:

   ))]((1[))(())]((1[))(( 22221111 σ−σ−+σ+σ=σ−σ−+σ+σ≡Γ xpXpxpXp (1)

                                                     

8 We use the word recession for expositional convenience. Our paper does not consider any aggregate implications and the
use of this term is not intended to suggest otherwise.

9 Hart and Moore (1998) model a situation in which a borrower may wish to obtain excess financing in period 0 in order to
avoid refinancing concerns in period 1. Such a strategy would be sub-optimal in our model, since the firm would never
exert effort with this initial financing. As we show later, this outcome is Pareto dominated by our relationship
equilibrium.

10 Project B (and project R that follows) may have a positive or negative net present value.

11 We intentionally abstract from the bank’s holdout problem in this paper, since we want to focus on the beneficial aspects
of relationship lending. In principle, we could set the bank’s reservation return to some positive constant and all our
results would continue to hold. The crucial feature for our model is that the firm remains the residual claimant after
renegotiation.
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Figure 2

Effect of an increase in risk on the distribution of project returns

An increase in the risk of the project from 1σ  to 2σ  has two effects. First, it lowers the likelihood that the project is

successful, from )( 1σp  to )( 2σp . Second, it increases the project’s payoff when successful (to 2σ+X ) and decreases its

payoff when unsuccessful (to )2σ−x .

,Q� WKLV� VSHFLILFDWLRQ�� D� SURMHFW� ZLWK� D� ODUJHU� � KDV� PRUH� ULVN�� WKDW� LV�� ZH� DVVXPH

0)( <σ′p .12  Notice that an increase in the risk of a project has two effects. First, it reduces the

probability that the project succeeds (thereby increasing the chance that the project fails). Second, it

increases the payoff of the project when it is successful and reduces its payoff when it fails. Figure 2

VKRZV� WKH� LPSDFW� RI� D� FKDQJH� LQ� � RQ� WKH� SUREDELOLW\� GHQVLW\� IXQFWLRQ� RI� D� SURMHFW¶V� UHWXUQ�� 7KH

advantage of this specification is that it allows us to independently examine the impact of changes in

the net present value of the project and its risk.

Given this notation, our prior assumptions about the relative means and risks of projects

G, B and R imply that:13

RBG µ=µ>µ  and RBG σ<σ=σ (2)

                                                     

12 This implies that the firm’s probability of success, p� ���LV�JUHDWHU�WKDQ�ò�

13 Although tedious to prove, with some additional technical assumptions all our results continue to hold under the more
general condition that RBG µ≥µ>µ  and GBR σ≥σ>σ .

)( 1σp

)( 2σp

)(1 2σ− p

)(1 1σ− p

2σ−x 1σ−x 1σ+X 2σ+X
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We assume that )(},min{ GGTB xII σ−µ≥ , so that the project’s profit when it fails is

insufficient to pay off whichever lender is senior.

It is important to keep in mind that the state of the world (which is revealed in period 1) is

distinct from the outcome of the project (which is realised in period 2). Notably, the state of the world

only helps determine the likelihood that the project will be successful. As a result, the firm’s project

may fail even in the good state of the world and may succeed following a recession.

Because we want to examine the role of seniority in the outcome of our model, we will let

�EH�D�SDUDPHWHU�WKDW�LQGLFDWHV�WKH�UHODWLYH�VHQLRULW\�RI�WKH�EDQN��:KHQ� � ����WKH�EDQN�LV�VHQLRU��DQG�LW

UHFHLYHV�DOO�WKH�ILUP¶V�OLTXLGDWLRQ�YDOXH�LQ�GHIDXOW��2Q�WKH�RWKHU�KDQG��ZKHQ� � ����WKH�EDQN�LV�MXQLRU�WR

the trade creditor, and the trade creditor receives the firm’s entire revenue when its project fails.

,QWHUPHGLDWH�YDOXHV�RI� �UHSUHVHQW�YDU\LQJ� OHYHOV�RI�SURSRUWLRQDWH�SULRULW\�� ,Q�RWKHU�ZRUGV��ZKHQ� WKH

firm’s project fails, the bank receives )( σ−δµ x , while the trade creditor receives )()1( σ−µδ− x .

Many of the results that follow depend on the idea that project R is the consequence of

risk-shifting behaviour on the part of the entrepreneur. Consistent with this idea, we assume that the

firm’s total expected return when the project is successful is higher for project R than it is for project

G:14

)()( GGGRRR XpXp σ+µ>σ+µ (3)

This is a standard risk-shifting assumption and it implies that, given any fixed interest

payment L, the firm will always prefer the risky project.15

Our final assumption ensures us that the firm still prefers project G to project B even if it

has to make the additional investment I1 in the bad state of the world:

[ ] BEGGBG ccIXp +≥−σ+µ−µθ− 1)()()1( . (4)

Intuitively, this assumption simply tells us that the expected marginal profit from the

additional investment is sufficiently large to compensate the firm for the cost of relationship building

and the cost of effort necessary to make the good project attainable in the bad state of the world.

                                                     

14 To reduce notational requirements, we define )( kk pp σ≡  for all projects k.

15 Note that this assumption does not necessarily imply that project R has a negative net present value. This assumption is
sufficient for the results that follow to hold. It is not necessary, however, and our results would still hold true with
weaker, albeit less-intuitive, assumptions about the relative payoffs from projects G and R.
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3. A relationship equilibrium

In this section, we use the model developed above to derive an equilibrium consistent

with the idea that bank relationships are valuable for firms. In the first subsection, we define a

“relationship equilibrium” as one in which the bank builds a relationship with the firm and the firm’s

entrepreneur exerts effort. We then calculate the firm’s expected profit in this equilibrium. In the

second subsection, we derive the conditions under which this relationship equilibrium exists. We

conclude the section by proving our primary result that the relationship equilibrium is more likely to

exist when the bank is senior to the trade creditor.

Defining the equilibrium

We begin by defining what we mean by a relationship equilibrium.

Definition:  A relationship equilibrium is a sequential equilibrium in which

1) The bank develops a relationship with the firm

2) The firm exerts effort if and only if it observes the bank building a relationship

3) In the bad state of the world, the firm acquires additional investment from the bank

From this definition, it is clear that in any relationship equilibrium, the firm always ends

up with project G, regardless of whether the good state of the world is realised. As a result, the firm’s

ex ante expected profits in equilibrium are:

EBTGGGBTGGG cLLXpLLXp −′−−σ+µθ−+−−σ+µθ ])([)1(])([ *** (5)

where *
TL  and *

BL  are the equilibrium face values of the debt negotiated in period 0 with the trade

creditor and bank, respectively, while BL′  is the face value of the debt owed to the bank after new

investment in period 1.

In equilibrium, *
TL , *

BL  and BL′  are calculated by solving the bank’s and the trade

creditor’s zero profit conditions. For the trade creditor, this is:

TGGGTG IxpLp =σ−µδ−−+ )()1)(1(* (6)

implying that:

G

GGGT
T p

xpI
L

)()1)(1(* σ−µδ−−−
= (7)

The intuition behind expression (6) is straightforward. Because the firm always ends up

with project G in equilibrium, whether the good state of the world is realised is irrelevant to the trade
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creditor. In either state, the firm’s project succeeds with probability pG, in which case the trade

creditor is repaid the full face value of its debt, *
TL . When the firm’s project fails, however, the trade

creditor only receives the proportion of the firm’s liquidation value, )( GG x σ−µ , it is due given its

relative priority position, δ−1 . In equilibrium, *
TL  is set so that this total expected return just equals

the trade creditor’s funding costs, IT.

The bank’s zero profit condition can be written as:

BBGGBGGGBG cIIxpLpxpLp +=−σ−δµ−+′θ−+σ−δµ−+θ ])()1()[1( )]()1([ 1
* (8)

In contrast to the trade creditor, the bank’s expected return is affected by the state of the

world, since in equilibrium the bank will provide additional financing to the firm in the bad state,

thereby renegotiating the face value of its debt. When the good state is realised (which happens with

SUREDELOLW\� ��� WKHUH�LV�QR�QHHG�IRU�QHZ�IXQGLQJ�DQG�WKH�ILUP¶V�SURMHFW�VXFFHHGV�ZLWK�SUREDELOLW\�pG,

allowing the firm to pay *
BL  to the bank. With probability Gp−1 , however, the firm’s project fails

and the bank receives its contractual share of the firm’s liquidation value, )( Gx σ−δµ .

:LWK� SUREDELOLW\� �� ±� �� WKH� EDG� VWDWH� RI� WKH� ZRUOG� RFFXUV�� ,Q� WKLV� VWDWH�� WKH� ILUP

renegotiates its bank debt, promising the bank BL′  in return for the additional funding I1. Upon

receiving this additional funding, the firm’s project once again succeeds with probability pG and fails

with probability 1 – pG; the bank’s payoff in each of these cases is the same as it was in the good state.

Because of our assumption that the bank does not expropriate any of the project’s rents, this total

expected return must equal the bank’s expected funding costs, 1)1( II B θ−+ , plus its costs of building

a relationship, cB.16

As it turns out, how these relationship building costs are recouped by the bank can

materially affect the outcome of our model. Because the firm has the possibility of refinancing its debt

in period 1, the bank can in principle recover cB in its original debt contract, *BL , the renegotiated

contract, BL′ , or some combination of both. To consider combinations of these two extremes, we let

]1,0[∈λ  represent the fraction of the relationship building costs that are recovered irrespective of

ZKHWKHU� WKH� FRQWUDFW� LV� UHQHJRWLDWHG� LQ� SHULRG� ��� 7KXV�� ZKHQ� �  � �� WKH� EDQN� ³EDFN�ORDGV´� LWV

relationship building costs, recovering )1( θ−Bc  in its renegotiated debt agreement, BL′ . On the other

                                                     

16 It is important to note here that our assumption that the firm retains all rents upon renegotiation in period 1 is not strictly
necessary for the results that follow to hold. Alternatively, we could assume that the bank is able to extract some fixed
rents K in its period 1 debt agreement, BL′ , without altering our fundamental conclusions.



11

KDQG��ZKHQ� � ����cB is included equally as a cost in both *
BL  and BL′ . This can be thought of as the

case where the bank recovers cB in its debt agreements irrespective of renegotiation.17

Using this notation, our assumption that period 1 contracts are set at a fair price implies

that BL′  must be set to solve:18

BBGGGBG cIIxpLp 






θ−
λθ−++=σ−δµ−+′

1

1
)()1( 1 (9)

or:

G

GGGBB

B p

xpcII

L

)()1(
1

1
1 σ−δµ−−







θ−
λθ−++

=′ (10)

Using (10), we can solve (8) to get:

G

GGGBB
B p

xpcI
L

)()1(* σ−δµ−−λ+
=

(11)

Thus, we see that the equilibrium face value of period 0 debt, *
BL , is set to equal the

bank’s period 0 funding costs plus any required relationship-building compensation, less any expected

recovery in default, all discounted by the probability that the firm’s project will be successful.

Substituting (7), (10) and (11) into (5) shows that the firm’s equilibrium expected profit

is:

EBBTG
er

i ccIII −−θ−−−−Γµ=Π 1
, )1( (12)

where r, e and i denote the strategies of the bank and the firm: build a relationship, exert effort, and

request additional investment in the bad state. Similarly, we will use nr, ne and ni to denote the

strategies of not building a relationship, not exerting effort, and not requesting additional investment.

Existence of the relationship equilibrium

Our goal in this subsection is to derive the conditions under which the relationship

equilibrium just presented exists. We do this by developing a series of lemmas that describe the

optimal out-of-equilibrium behaviour of the bank and the firm.

                                                     

17 In principle, the bank could also “front-load” its relationship building costs, recouping θBc  in *
BL  and nothing in BL′ ;

this would correspond to θ=λ 1 .

18 In the specification of (9), we assume that BL′  is priced without respect to any rents the bank earns or does not earn in the

good state of the world. As we discuss in the Appendix, this assumption is not necessary for the results that follow.
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Consider again the game tree depicted in Figure 1. At node 1, the bank decides whether to

build a relationship with the firm. At nodes 2 and 3, the firm decides whether to exert effort, given the

bank’s decision whether to build a relationship. Nature acts at nodes 4 to 7, revealing the good state

ZLWK�SUREDELOLW\� �DQG�D�UHFHVVLRQ�ZLWK�SUREDELOLW\���±� ��)LQDOO\��DW�QRGHV��� WR����� WKH�ILUP�GHFLGHV

whether to request added funding. If it does, it renegotiates its bank loan to have a new face value BL′ .

Essentially, our problem is to find the conditions under which the bank will build a

relationship with the firm and, given a relationship is built, the firm’s entrepreneur will exert effort and

request additional funding in the bad state of the world. We start by focusing on the firm’s problem (at

node 2 in Figure 1). Upon observing the bank building a relationship, the firm will be willing to follow

the equilibrium strategy of exerting effort and requesting additional investment in the bad state of the

world if:19

{ }ner
ni

ner
i

er
i

,,, ,max ΠΠ≥Π (13)

where, as noted before, ner
i
,Π  is the firm’s expected profit when the bank builds a relationship, the

firm does not exert effort, and the firm requests additional investment in period 1, while ner
ni
,Π  is the

firm’s expected profit with the relationship, no effort, no investment strategies; formal expressions for

ner
i
,Π  and ner

ni
,Π  are derived in the Appendix.20  Comparing these expected returns, we can derive the

conditions under which the firm is willing to exert effort.

Lemma 1: Conditional on observing the bank building a relationship, the firm will exert

effort if the cost of doing so, Ec , is smaller than:









δ−−−−Γµ−µθ−≡ wI

p

p
c T

G

R
BGE )1()1()()1(* (14)

where )()1()()1( RRRGGGp
p xpxpw

G
R σ−µ−−σ−µ−≡

This bound on Ec  is derived directly from the requirement that ner
i

er
i

,, Π≥Π  implied by

(13) above.21  Intuitively, *
Ec  represents the upper bound of costs that can be covered by the added

                                                     

19 In the Appendix we show that when (13) holds, the firm will always choose to request additional investment in the
relationship/effort/bad state branch of the tree (node 8).

20 Throughout this section, all payoffs are derived as deviations from the relationship equilibrium. That is, in their

derivations, *
BL  and *

TL  are defined as in (7) and (11) above, under the expectation that the firm will exert effort and

request additional funding in the bad state of the world; BL′  is set as appropriate to the case at hand.

21 In the Appendix we show that the second condition required by (13) (i.e. that ner
ni

er
i

,, Π≥Π ) is implied by our

assumption (4) above, leaving only one constraint on Ec .
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profit the firm earns from being able to maintain project G in the good state of the world, less the rents

it can extract from the trade creditor by investing in the risky project.

In this expression, w represents the additional risk-shifting revenues the firm can earn

when the trade creditor is junior.22  In general, w may be either positive or negative, indicating that the

UHYHQXH�WKH�ILUP�LV�DEOH�WR�H[WUDFW�IURP�WKH�WUDGH�FUHGLWRU�PD\�EH�HLWKHU�LQFUHDVLQJ�RU�GHFUHDVLQJ�LQ� �

On the one hand, choosing the risky project reduces the firm’s total expected liquidation value below

that expected by the trade creditor. On the other hand, the fact that project R fails more often than

project G makes risk-shifting less attractive for the firm, since the trade creditor collects these

proceeds more often. Which of these two effects is stronger determines whether the firm finds risk

shifting more or less advantageous when the trade creditor is senior (i.e. whether w is positive or

negative). Given that the latter “default recovery” effect is generally thought to be second-order to the

former “risk-shifting” effect, we assume that w > 0 so that the firm can extract more revenue from the

trade creditor when it is senior.

This assumption is also consistent with our earlier assumption that the firm finds risk-

shifting desirable (condition (3) above). It is worth noting that w is increasing in the risk of the project.

Indeed, when xR =σ  (so that project R is at its most risky), w will be positive, implying that our

assumption that w > 0 is tantamount to assuming that project R is sufficiently risky. Next, we consider

the conditions under which the bank will build a relationship. Obviously, whether the bank will

deviate and not build a relationship depends on how the bank expects the firm to respond to this

decision. To explore this reaction, we begin by noting that the only distinction between the

relationship and no relationship branches of the tree in Figure 1 is the information set comprising

nodes 10 and 11. That is, in the no relationship branch, the bank is unable to determine whether an

entrepreneur requesting additional funds has exerted effort, and must therefore charge the same BL′  to

both types of firm.

This inability of the bank to ascertain the firm’s effort when there is no relationship leads

to the following lemma:

Lemma 2: If the bank does not build a relationship, the firm will never exert effort.

The basic idea behind this lemma is straightforward. Although failing to exert effort has a

negative impact on the total value of the firm’s project (Rµ < Gµ ), it is still attractive to the firm as

long as it can shift the downside losses to its creditors (as we assumed by (3) above). If the bank does

not build a relationship with the firm in period 0, the face value of its debt following new investment

                                                     

22 The total risk-shifting revenue is given by wI
G

R
p

p
T )1()1( δ−+− , where the first term in this expression gives the risk-

shifting gain the firm can obtain regardless of the trade creditor’s seniority position.
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in period 1 cannot depend on the firm’s effort choice, and hence provides no means of forcing the firm

to internalise the costs of this risk-shifting behaviour. Not surprisingly, this discourages the

entrepreneur from exerting effort.

It follows immediately that a bank that does not build a relationship will rationally

anticipate this behaviour and charge an interest rate BL′  commensurate with the belief:

Lemma 3: The only consistent out-of-equilibrium beliefs for a bank that does not build a

relationship put probability 1 on the firm not exerting effort.

Given these results, the bank’s profit from deviating from our relationship equilibrium

depends only on whether the firm will choose to request added investment in the bad state of the

world, i.e. whether nenr
i

,Π  is greater or less than nenr
ni

,Π . Since the bank earns zero expected profit in

the relationship equilibrium, the bank will only deviate if its expected return from doing so is strictly

positive.

Lemma 4: ,I� � ����WKH�EDQN�ZLOO�DOZD\V�EXLOG�D�UHODWLRQVKLS�ZLWK�WKH�ILUP��,I� �!����WKH

bank will build a relationship with the firm if and only if }ˆ,~min{*
BBBB cccc ≡≤ , where:









δ−−−−+σ−µ−µ−

λ
θ−= wI

p

p
Ixpc T

G

R
GBGGB )1()1())()(1(

)1(~
1 (15)

and:

))()(1(
)1(

ˆ GBGGB xpc σ−µ−µ−δ
λ

θ−= (16)

The first part of this lemma tells us that the bank will only have an incentive to deviate

from the relationship equilibrium if it recoups some of its relationship building costs upfront (i.e. when

�>�����LI� � ���VR�WKDW�DOO�RI�WKH�EDQN¶V�UHODWLRQVKLS�EXLOGLQJ�FRVWV�DUH�EDFN�ORDGHG�LQWR�WKH�SHULRG��

contract, the bank will always be indifferent between building and not building a relationship. In

FRQWUDVW�� ZKHQ� � > 0, the bank’s initial contract will include some compensation for the bank’s

relationship building costs, compensation the bank will get to keep regardless of whether it actually

IROORZV�WKURXJK�RQ�WKLV�SURPLVH��$V�D�UHVXOW��ZKHQ� �> 0, the bank may be able to benefit by deviating

from its anticipated equilibrium behaviour.

Of course, the bank suffers a cost from deviating as well, since the absence of a

relationship ensures that the firm’s project will have a lower residual value in the bad state of the

world. As a result, the bank will only want to deviate if the benefit described above outweighs the

lower default recovery the bank expects when the bad state is realised.
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If nenr
ni

nenr
i

,, Π>Π so that the firm requests additional investment in the bad state of the

world, the bank will always find it profitable to deviate. The reason for this is that the bank’s debt will

always be repriced in the bad state of the world to account for the fact that the firm ends up with the

risky project. As a result, the bank suffers no loss in this state to offset the profit (cB) it earns in the

good state of the world. The first bound in lemma 4, Bc~ , is derived by comparing nenr
i

,Π  with nenr
ni

,Π .

Even if nenr
ni

nenr
i

,, Π≤Π , the bank may still choose to deviate and not build a relationship

if the costs incorporated in its initial debt agreement with the firm are sufficiently large to offset any

losses the bank expects to suffer in a recession (because the firm will have project B instead of project

G). In the Appendix, we compare these costs and benefits and derive Bĉ , the second bound in lemma

4.

Putting together lemmas 1 to 4 gives us the conditions under which a relationship

equilibrium exists.

PROPOSITION 1:��,I� � ����D�UHODWLRQVKLS�HTXLOLEULXP�H[LVWV�DV�ORQJ�DV� *
EE cc ≤ ��,I� �!����a

relationship equilibrium exists if *
BB cc ≤ .

Given the discussion above, one might be surprised that a restriction on cE is not

QHFHVVDU\�ZKHQ� �> 0. In fact, there is an upper bound on cE in this case as well. Whenever 0~ >Bc

(which must hold if the bank is to build a relationship), however, this *
Ec  must be greater than

[ ]1)()()1( IXp GGBG −σ+µ−µθ−  (the cE intercept of (4)�LQ�)LJXUH�����$V�D�UHVXOW��ZKHQ� �!����WKH

conditions necessary to ensure that the bank is willing to build a relationship with the firm are

sufficient to ensure that the firm is also willing to exert effort.

Relationship lending and bank seniority

In the last subsection, we defined and characterised a relationship equilibrium in which

the bank builds a relationship with the firm, and the firm’s entrepreneur exerts effort in its project after

observing the bank build this relationship. Our task now is to analyse how the bank’s relative seniority

position affects the conditions under which this relationship equilibrium exists.

PROPOSITION 2:  A relationship equilibrium is (weakly) more likely to exist when the bank

is senior.

$V� VXJJHVWHG� E\� SURSRVLWLRQ� ��� WKH� HIIHFW� RI� WKH� EDQN¶V� VHQLRULW\� GHSHQGV� RQ� �� WKH

fraction of the relationship building costs that are incorporated into the bank’s initial debt contract. In
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particular, the effect of bank seniority differs based on whether the bank back-loads all its relationship

EXLOGLQJ�FRVWV�� � ����RU�LQFRUSRUDWHV�VRPH�RI�WKHVH�FRVWV�LQWR�WKH�LQLWLDO�ILQDQFLDO�FRQWUDFW�� �!�����:H

consider each of these cases in turn.

)LJXUH���LOOXVWUDWHV�ZKDW�KDSSHQV�ZKHQ� � ����,Q�WKLV�)LJXUH��WKH�GLDJRQDO�OLQH�UHSUHVHQWV

the set of ),( EB cc pairs for which (4) above is satisfied. Recall that, intuitively, this condition required

that project G’s expected return is sufficiently large compared to that of project B to justify the costs of

building a relationship and exerting effort, as well as any additional investment that is required during

a recession. Thus, the area below this diagonal line exhausts the set of ),( EB cc  pairs that we consider

in this analysis.

Figure 3

(IIHFW�RI�DQ�LQFUHDVH�LQ�EDQN�VHQLRULW\�� ��ZKHQ� � ��

The shaded region represents the area in which a relationship equilibrium exists. The dotted region gives the ),( EB cc  pairs

for which the firm is unable to commit to exerting effort, causing the relationship equilibrium to break down. Because w > 0,
*
Ec �LV�LQFUHDVLQJ�LQ� ��$V�D�UHVXOW��a relationship equilibrium is more likely to exist when the bank is senior.

As shown in the previous section, when all of the bank’s relationship building costs are

UHFRYHUHG� LQ� WKH� SHULRG� �� GHEW� FRQWUDFW� �L�H�� ZKHQ� �  � ���� WKH� EDQN� ZLOO� QHYHU� GHYLDWH� IURP� WKH

relationship equilibrium. Thus, this equilibrium breaks down only if the firm chooses not to exert

effort after observing the bank building a relationship, i.e. when *
EE cc > , which is represented by the

Bc

Ec

[ ]1)()()1( IXpcc GGBGBE −+−−=+ σµµθ

0
*

>
∂
∂

δ
Ec

*
Ec

Relationship
equilibrium
region
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vertical line in Figure 3. Examination of (14) shows that since we have assumed w > 0, *
Ec  is an

LQFUHDVLQJ�IXQFWLRQ�RI� ��,Q�RWKHU�ZRUGV��DV�WKH�EDQN¶V�UHODWLYH�VHQLRULW\�SRVLWLRQ�LQFUHDVHV��WKH�VHW�RI

),( EB cc  pairs for which a relationship equilibrium exists gets larger.

Intuitively, as the bank’s relative seniority position increases, the trade creditor becomes

less exposed to the firm’s risk shifting. As a result, as the bank is made more senior, the firm finds it

less and less desirable to shift risk onto the trade creditor, i.e. to deviate by not exerting effort and

investing in the risky project in the bad state of the world.

Figure 4

(IIHFW�RI�DQ�LQFUHDVH�RQ�EDQN�VHQLRULW\�� ��ZKHQ� �!��

In this figure, the shaded region represents the area in which a relationship equilibrium exists. The dotted region gives the
),( EB cc  pairs for which the bank is unable to commit to building a relationship, causing the relationship equilibrium to

break down. Because both Bĉ  and Bc~  are increasing in , *
Bc  is likewise increasing in . As a result, a relationship

equilibrium is more likely to exist when the bank is senior.

)LQDOO\�� QRWH� WKDW� ZKHQ� �  � ��� WKH� EDQN¶V� UHODWLYH� VHQLRULW\� RQO\� PDWWHUV� LI� WKH� ILUP¶V

optimal strategy is to request additional investment upon reaching node 11 in Figure 1. This is true

whenever ])())[(1( 1
* IXpc GGBGE −σ+µ−µθ−< , the intercept of condition (4) with the Ec  axis.

This matches our intuition from above. If the firm has no incentive to risk-shift onto the trade creditor,

then it will have no incentive to deviate from the relationship equilibrium. As a result, a relationship

equilibrium will always exist regardless of the bank’s relative seniority position.

Bc

Ec

0
*

>
∂
∂

δ
Ec

*
Ec

Relationship
equilibrium
region

[ ]1)()()1( IXpcc GGBGBE −+−−=+ σµµθ

Bc~

Bĉ

0
~

>
∂
∂

δ
Bc

0
ˆ

>
∂
∂

δ
Bc
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&RQVLGHU� QRZ�ZKDW� KDSSHQV�ZKHQ� �!���� ,Q� WKLV� FDVH�� LW� LV� WKH� EDQN� WKDW�PD\� KDYH� DQ

incentive to deviate from the relationship equilibrium. As noted in the discussion following lemma 4,

two conditions must simultaneously hold for the bank to be willing to build this relationship. First, the

firm cannot have an incentive to request additional investment to fund project R in the bad state of the

world (i.e., nenr
ni

,Π  must be greater than or equal to nenr
i

,Π ). If this condition were violated, the bank

could earn a positive expected return by not building a relationship and pocketing the compensation

Bcλ  when the good state of the world is revealed.

Even if nenr
ni

nenr
i

,, Π≤Π , however, the bank will build a relationship only if this upside

gain from deviating is more than offset by the lower expected liquidation value associated with project

B. This will be true if BB cc ˆ≤ , giving us the second condition that must hold for the bank to build a

relationship.

These effects are illustrated in Figure 4, where the bounds Bc~  and Bĉ  are given by the

two horizontal lines. Which of these two conditions is binding depends on the particular parameters of

the problem. Regardless of whether Bc~  or Bĉ  is greater, however, since each of these bounds is

LQFUHDVLQJ�LQ� �� *
Bc �LV�OLNHZLVH�LQFUHDVLQJ�LQ� ��,Q�RWKHU�ZRUGV��WKH�VWURQJHU�WKH�EDQN¶V�UHODWLYH�VHQLRULW\

position, the more willing it is to build a relationship with the firm in the face of high relationship-

building costs.

7KH�LQWXLWLRQ�EHKLQG�WKLV�UHVXOW�LV�VLPLODU�WR�WKDW�IRU�WKH�ILUP�ZKHQ� � ����$V�WKH�EDQN�LV

made more senior, it suffers more severely from the firm’s failure to retain project G in the bad state of

the world. That is, since it is the senior lender that suffers when the firm’s expected liquidation value

is reduced, a senior bank has more of an incentive to make sure that this doesn’t happen by building a

UHODWLRQVKLS�ZLWK�WKH�ILUP��,Q�DGGLWLRQ��DV� �LQFUHDVHV��WKH�WUDGH�FUHGLWRU¶V�UHODWLYH�VHQLRULW\�GHFUHDVHV�

reducing the firm’s incentive to shift risk by investing in project R in the bad state of the world. As a

result, the bank has a better incentive to actually build its promised relationship.

4. Alternative equilibria and efficiency

In the previous section, we defined and characterised a relationship equilibrium in which

the bank builds a relationship with the firm and the entrepreneur exerts effort in his firm. In addition,

we demonstrated that this relationship equilibrium is more likely to exist when the bank is made senior

over the firm’s trade creditor.

Now we extend the analysis to consider other potential equilibria. In particular we

demonstrate that the relationship equilibrium described above Pareto dominates the most natural
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alternative, a no relationship equilibrium. As a result there is a measurable welfare loss when the bank

and/or the firm are unable to commit to their relationship equilibrium strategies.

Given the discussion in Section 3, it should not be surprising that the relationship

equilibrium described there is not unique. In particular, a no relationship equilibrium may also exist, in

which the bank does not build a relationship with the firm and the firm does not exert effort.

Definition:  A no relationship equilibrium is a sequential equilibrium in which

1) The bank does not develop a relationship with the firm

2) The firm does not exert effort

Strictly speaking, there are two such no relationship equilibria that may exist: one in

which the firm requests additional investment in the bad state of the world and one in which it does

not. For the purposes of our analysis, both these outcomes are qualitatively similar, in the sense that

the bank does not build a relationship with the firm, so we will treat them as one equilibrium.23

In addition to the no relationship equilibrium, there are three other potential equilibria

that one might wish to consider. The first is an autarkic equilibrium, in which no lending occurs. This

equilibrium is always dominated by our relationship equilibrium because of assumption (4) above. The

second is one in which the bank does not build a relationship with the firm, but the firm nevertheless

exerts effort; lemma 2, however, implies that this can never be an equilibrium. The final possible

equilibrium is a “no effort” equilibrium in which the bank builds a relationship with the firm, but the

firm chooses not to exert effort. Although it is possible that these strategies can be supported as an

equilibrium for some set of beliefs, it will always be dominated by the no relationship equilibrium just

defined.

The question we ask, then, is under which of these potential equilibria is the firm better

off. That is, when the relationship equilibrium fails to exist, is there a social loss that results from the

inability to commit to building a relationship and exerting effort?

PROPOSITION 3: The firm’s expected profit (and hence social welfare) is higher under the

strategies associated with the relationship equilibrium than it is under the strategies associated with

any other equilibrium.

                                                     

23 The key difference between this equilibrium and the deviations from the relationship equilibrium described in the
previous section is the underlying beliefs. In the no relationship equilibrium, the bank and the trade creditor both price
their initial period 0 debt contracts under the belief that no relationship will be built and that the firm will not exert effort.
In contrast, the deviations in the last section were derived under the assumption that the bank would build a relationship
and the firm would exert effort. Given these differing beliefs, it is possible that both the relationship equilibrium and the
no relationship equilibrium exist for the same sets of parameters.
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It is important to note that this result is not dependent on the existence of any particular

equilibrium. As a result, there is a tangible welfare loss associated with the breakdown of the

relationship equilibrium. In other words, for any ),( EB cc  pair that satisfies (4) but for which the

relationship equilibrium does not exist, firm profit (and hence social welfare) would be higher if the

bank and the firm could commit to their relationship equilibrium strategies.

The intuition behind proposition 3 is reasonably straightforward. When the relationship

equilibrium breaks down (either because *
BB cc >  or *

EE cc > ), one of three alternatives results. The

first is an autarkic equilibrium in which no lending takes place; this is dominated by the relationship

equilibrium by assumption (4) above.

The second possible outcome is a no relationship equilibrium. In the Appendix, we show

that the firm’s profit in the relationship equilibrium always exceeds that in the no relationship

equilibrium, as long as the higher expected return associated with project G is sufficient to compensate

the firm for the costs of exerting effort, building a relationship and the added investment that is

required in a recession. In other words, as long as project G is profitable for the firm, the relationship

equilibrium dominates the no relationship equilibrium. Once again, condition (4) above assures us that

this must be true. As a result, the firm always earns higher expected profit when the bank builds a

relationship and the firm exerts effort.

Finally, it is possible that when the relationship equilibrium breaks down, the firm and the

bank will end up in a no effort equilibrium. As discussed above, however, the firm’s expected profit is

always lower in this equilibrium than it is under the strategies associated with the no relationship

equilibrium. As a result, firm profit would again be higher if the bank and firm could commit to

building a relationship and exerting effort.

When combined with proposition 2, proposition 3 provides a strong justification for

giving the bank seniority over the firm’s trade creditors. By making the bank senior, the bank and the

firm are more readily able to commit to their relationship equilibrium strategies, thus minimising the

conditions under which less desirable outcomes such as the no relationship equilibrium and autarky

occur. Thus, it is clear that bank seniority can play a valuable role in encouraging the formation of

valuable bank/firm relationships.
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5. Concluding thoughts

This paper has brought together two seemingly unrelated branches of the banking

literature: relationship lending and bank priority. In our model, bank relationships are valuable in that

they allow the bank to distinguish between good and bad firms in times of economic distress. As a

result, firms with bank relationships are more willing to exert the effort necessary to ensure the quality

of their projects. Our paper shows that this good relationship lending equilibrium is more likely to

exist when the bank is senior than when it is junior.

The basic intuition underlying our results lies in the fact that a failure to exert effort is, in

essence, risk-shifting behaviour by the firm. When the bank is senior, not only does it have a better

incentive to build a relationship with the firm, it also forces the firm to internalise more of the effects

of its risk-shifting behaviour when it asks for additional financing during a recession. In contrast, the

junior bank has less incentive to control the firm, because it is less affected by this behaviour.

Our conclusion that banks should be senior stands in contrast to the typical view that

junior lenders have a better incentive to control firm risk-shifting, since they are the first to suffer

when the firm’s prospects diminish. Although this is a common view, our model demonstrates that it is

not always correct. More generally, the proper priority for a “monitoring” lender differs depending on

the financial condition of a firm.24

To see this, note that a senior creditor will have little incentive to control the behaviour of

a highly solvent firm, since any risk-shifting done by such a firm is likely to have a substantial impact

only on the firm’s trade creditors. In this case the bank would likely make better monitoring decisions

if it were junior. On the other hand, if the firm is close to financial distress, a junior lender will face

similar risk-shifting incentives as those of the firm’s shareholders. Thus, once the firm is in trouble,

the bank will have a better incentive to monitor if it is senior.

In our model, the benefits from relationship lending only arise during a recession, when

the bank must determine whether the firm’s entrepreneur exerted effort. In other words, the bank’s

“monitoring” effectively takes place only after the firm is relatively close to financial distress.

Accordingly, banks in our model have a better incentive to build relationships when they are granted

priority over the firm’s other creditors.

Although not the primary focus of our paper, our model also highlights the role of

relationship-building or monitoring costs in the efficiency of debt contracts. A standard result in much

of the banking literature is that banks exist because of their unique ability to monitor the firm’s project

                                                     

24 Longhofer (1998) makes this point in the slightly different context of optimal bankruptcy rules.
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and its ongoing operations.25  This result is often used as a justification for financial intermediaries in

the theoretical literature, but the costs associated with this monitoring are frequently left unanalysed.

In particular, little consideration is given to the manner in which such monitoring costs are

incorporated into debt agreements.26

Our model, however, suggests that the way in which monitoring (relationship building)

costs are modeled can materially affect the existence and efficiency of equilibrium in such models. In

particular, whether the bank has an incentive to engage in this monitoring is affected by whether it is

partially compensated for these relationship building costs in its initial financial contract (i.e. whether

� ���RU� �!�����$V�D�FRQVHTXHQFH��RXU�PRGHO�VXJJHVWV�WKDW�PRUH�FDUHIXO�DWWHQWLRQ�VKRXOG�EH�SDLG�WR�WKH

way in which banks are compensated for their monitoring efforts in models of financial

intermediation.

Our paper must be considered with one final caveat. In it, we have abstracted from bank

lock-in effects that are sometimes associated with relationship lending, in order to focus more directly

on the positive attributes of bank relationships. As a consequence, our model is more directly relevant

to the problem of small business borrowers who are unlikely to have access to public capital markets.

A more complete analysis might integrate both benefits and the costs of relationship lending to study

the role of bank seniority. Nevertheless, we believe our basic conclusions would remain robust to such

a generalisation of the model.

                                                     

25 Diamond (1984) pioneered this approach.

26 For example, Detragiache, Garella, and Guiso (1997) assume that banks have access to a cost-free monitoring
technology, and therefore do not study the implications such costs have for the efficiency of financial contracts. Haubrich
(1989) considers a multi-period version of Diamond’s (1984) delegated monitoring model, but he does not consider how
outcomes in his model might change if monitoring costs could be shifted from one period’s debt agreement to another’s.
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6. Appendix

Proof of lemma 1: er
i

,Π  is given by (12) in the text. Upon observing the bank building a

relationship, if the firm chooses to not exert effort and not request added investment in the bad state of

the world, its expected return is:

][                                                                   
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Direct comparison shows that ner
ni

er
i

,, Π≥Π  if:
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which must hold as long as (4) is true.

In the same manner, we can derive:
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Direct comparison with er
i

,Π  gives *
Ec  as defined in the text.

Finally, note that:

][                                             
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σ−µ−+σ+µθ−+σ+µθ=Π

(20)

which is less than er
i

,Π  by (4).♠

Proof of lemma 2: Let LB and LT denote any arbitrary initial face values of the debt owed

to the bank and the trade creditor respectively. Given this debt and the bank’s decision not to build a

relationship with the firm, let e
iπ  and ne

iπ  denote the firm’s expected return from exerting effort and

not exerting effort respectively, when it will request additional investment in the bad state of the

world, and let e
niπ  and ne

niπ  denote these expected returns when the firm will not request this added

investment. (Note that these expected returns are for any arbitrary values of LB and LT, and are thus
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distinct from the expressions er
i

,Π , etc.) When the firm will not request additional investment in the

bad state of the world, it must be the case that e
ni

ne
ni π>π , because exerting effort is costly for the firm

(i.e. 0>Ec ). On the other hand, if the firm does request added investment, our risk-shifting

assumption (3) ensures us that e
i

ne
i π>π . Combining these results gives us:

{ } { }e
ni

e
i

ne
ni

ne
i ππ>ππ ,max,max (21)

In other words, when the bank does not build a relationship, the firm’s optimal response

is to not exert effort. ♠

Proof of lemma 3: Immediate from lemma 2 and the discussion in the text. ♠

Proof of lemma 4: The bank’s expected return from deviating and not building a

relationship with the firm is:
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where Rι  is an indicator function that takes the value of 1 when the firm’s optimal out-of-equilibrium

behaviour is to request additional investment when it did not exert effort, and BL ′′  is the face value of

the renegotiated bank debt when the firm requests additional funding to invest in the risky project.27

When 1=ιR , this simplifies to:

Bcθλ (23)

while when 0=ιR , it simplifies to:

))()(1)(1( GBGGB xpc σ−µ−µ−θ−δ−λ (24)

                                                     

27 Note that, as with all period 1 debt contracts in this paper, TL ′′  is derived under the assumption that the bank prices this

debt so that it earns zero expected profits given the prevailing conditions at the time the contract is written. That is, TL ′′

will ensure that the bank is just compensated for the investments it provided the firm, plus any relationship building costs
it has yet to recover. In particular, the bank does not price TL ′′  in such a way to offset any ex ante rents that may have

been earned in the period 0 contract. That is, the bank will never price TL ′′  so as to earn negative profit from this contract,

irrespective of whether the bank would have earned positive expected profit if the good state of the world had been
realised. Alternatively, if we were to assume that BL ′′  is priced to ensure that the bank earns zero ex ante (period 0)

expected profits, our primary results would still hold.
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Examinations of (23)�DQG������YHULI\� WKDW�ZKHQ� � ���� WKH�EDQN�ZLOO� �ZHDNO\��SUHIHU� WR

EXLOG�D�UHODWLRQVKLS�ZLWK�WKH�ILUP��7KLV�SURYHV� WKH�ILUVW�FODLP�RI� WKH�OHPPD�� ,I� �!����(23) is always

positive, so that the bank always deviates when it expects the firm to request additional investment in

the bad state of the world. In contrast, (24) will be negative as long as:

))()(1(
)1(

GBGGB xpc σ−µ−µ−δ
λ

θ−< (25)

giving us 2
Bc  in the text. 1

Bc  is derived from the condition that ensures that the firm prefers to request

additional funds in the bad state of the world at node 11 in Figure 1. ♠

Proof of proposition 1: Immediate from lemmas 1 to 4 and the discussion that follows

proposition 1 in the text. ♠

Proof of proposition 2: Immediate from the differentiation of expressions (14), (15) and

(16)�ZLWK�UHVSHFW�WR� ��♠

Proof of proposition 3: If the relationship equilibrium does not exist, there are only three

other potential outcomes. The first is an autarkic equilibrium in which no lending occurs. The firm’s

expected profit in this equilibrium is 0, which is less than er
i

,Π  by (4).

The second possible outcome is the no relationship equilibrium. Letting bars denote

values associated with the no relationship equilibrium, it is straightforward to show that:
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when the firm requests additional funding in the bad state, while:
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when the firm does not request this funding in the bad state.

Substituting these into the firm’s profit function demonstrates that:

[ ]
[ ] 1
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TBBG
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TBBG
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ni

θ−−−−Γµθ−+θµ≡Π

>−−Γµθ−+θµ≡Π
(31)

Direct comparison of this with (12) in the text verifies that nenr
ni

er
i

,, Π>Π  whenever:

[ ]1)()1( Icc BGEB −Γµ−µθ−<+ (32)

which is implied by condition (4) in the text.

The last possible outcome is the no effort equilibrium in which the bank builds a

relationship with the firm but the firm nonetheless chooses not to exert effort. Since the end project

choices in each of the states of the world are the same under this equilibrium as they are under the no

relationship equilibrium, the fact that relationship building is costly means that the firm’s profit is

higher in the no-relationship equilibrium (and hence the relationship equilibrium) than it is in the no

effort equilibrium. ♠
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