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	billion	thousand million

	e	estimated

	lhs, rhs	left-hand scale, right-hand scale

	$	US dollar unless specified otherwise

	…	not available

	.	not applicable

	–	nil or negligible




Differences in totals are due to rounding.

The term “country” as used in this publication also covers territorial entities that are not states as understood by international law and practice but for which data are separately and independently maintained.
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A paradoxical tightening?

Markets and the real economy continued their year-long honeymoon during the period under review, which started in early September. Amid further synchronised strength in advanced economies (AEs), mostly solid growth in emerging market economies (EMEs) and, last but not least, a general lack of inflationary pressures, global asset markets added to their year-to-date stellar performance while volatility stayed low. This “Goldilocks” environment easily saw off the impact of two devastating hurricanes in the United States, a number of geopolitical threats, and further steps taken by some of the major central banks towards a gradual removal of monetary accommodation.

Central banks’ actions, on balance, reassured markets. Their varied moves reflected their different positions in the policy cycle. Following its September meeting, the Federal Open Market Committee (FOMC) announced that it would initiate its balance sheet normalisation programme in October, after careful and prolonged communication with markets about strategies and approaches. After 10 years on the sidelines, the Bank of England at its November meeting raised its policy rate by 25 basis points to 0.50%, while keeping the bond purchasing programmes unchanged – which market participants described as a “dovish hike”. In October, the ECB extended the Asset Purchase Programme (APP) at least until September 2018 while halving the monthly purchases, starting in January 2018. The central bank also confirmed that it would stand ready to expand the APP again if macroeconomic conditions deteriorated. The Bank of Japan kept its policy stance unchanged.

Even as the Federal Reserve implemented its gradual removal of monetary accommodation, financial conditions paradoxically eased further in the United States and globally. Only exchange rates visibly priced in the Fed’s relatively tighter stance and outlook, which helped stop and partially reverse the dollar’s year-long slide.

As long-term yields remained extremely low, valuations across asset classes and jurisdictions stayed stretched, though to different degrees. Near-term implied volatility continued to probe new historical lows, while investors and commentators wondered when and how this calm would come to an end. Ultimately, the fate of nearly all asset classes appeared to hinge on the evolution of government bond yields.

Markets in a sweet spot

Global stock markets continued the strong rally that had started in the aftermath of the November 2016 presidential election in the United States (Graph 1, first panel). They appeared to gain further momentum in early September, in the wake of the ECB’s September meeting and Federal Reserve officials’ comments which were taken to confirm that an announcement on balance sheet normalisation would be made later that month. By late November, the S&P 500 had risen almost 14% since the beginning of the year, and more than 5% from early September. After falling sharply following the US presidential election, EME stocks outperformed their AE peers, surging almost 30% in the year to date, and more than 4% in the period under review. Japanese equities staged a rally of almost 15% from early September. European stocks lagged their peers with increases of almost 7% in the year to date, most of which were recorded during the fourth quarter.

The ebullient mood coincided with renewed declines in implied volatility for equities, bonds and exchange rates (Graph 1, second panel). The implied volatilities of bond and equity markets in the United States, the euro area, Japan and the United Kingdom have been significantly below post-Great Financial Crisis (GFC) averages all year. In fact, they have touched the all-time troughs previously reached briefly in mid-2014 and before the start of the crisis in mid-2007. Implied volatility in exchange rate markets is also compressed, nearing the lows recorded during the summer of 2014. For all these series, the 2016 US presidential election appears to have been the turning point.

[image: Stock prices buoyed by sentiment and economic conditions]

[image: Solid growth and moderate inflation herald further tightening in the US]

This remarkable performance was once again underpinned by strong economic data. Consumer confidence reached new highs in Germany, Japan and the United States, and stabilised in the United Kingdom (Graph 1, third panel). Growth continued to match or surpass expectations in both AEs and EMEs, and was broad-based. Consumption was strong, and capital expenditure picked up. A revival in trade contributed to the rebound in EME stock markets that had been under way since mid-2016 (Graph 1, fourth panel). Labour markets strengthened further in AEs, helped by the sustained expansion in both manufacturing and services (Graph 2, left-hand panel). Manufacturing activity was also solid, if not as buoyant, in EMEs.

Despite stronger activity, inflationary pressures remained remarkably subdued in most AEs. Inflation rose further above target in the United Kingdom, in the wake of last year’s large currency depreciation, and edged up slightly in Japan while still remaining below target (Graph 2, centre panel). Core inflation continued to be weak in the euro area, even though headline inflation moved closer to target. The change in headline personal consumption expenditure stayed close to 2% in the United States, although the core measure softened as the year went by.

Against this backdrop, the Federal Reserve decided at its September meeting to start implementing in October the balance sheet normalisation plan it had announced in June. As a result, futures markets pointed with near certainty to an additional policy rate hike in December. At the same time, investors appeared to remain sceptical about the Federal Reserve’s resolve to pursue the pace of policy rate increases implied by the median of FOMC members’ “dot plot” forecasts. That said, the gap between those forecasts and market expectations narrowed (Graph 2, right-hand panel).

The triggering of balance sheet normalisation, combined with firming expectations of US corporate tax cuts, appeared to halt the US dollar’s year-long slide. The currency appreciated almost 2% in trade-weighted terms from early September to end-November (Graph 3, left-hand panel). The dollar’s gains were more sustained against EME currencies, while the remaining major currencies rebounded slightly towards the end of the period.

Subsequent moves by other central banks reinforced the dollar’s strength. In October, the ECB extended the APP through September 2018 and reiterated that it expected policy rates to stay unchanged well past the end of net asset purchases. The ECB’s Governing Council also announced it would scale down the pace of asset purchases from €60 billion to €30 billion a month, starting next January. But it declined to set an end date for the programme, and retained the option to increase its size and/or duration if macroeconomic conditions deteriorated. Finally, it emphasised that reinvestments would continue for an extended period after the net purchases ended. Markets took this set of decisions as a signal that the ECB intended to maintain an accommodative policy stance. The Bank of England raised its policy rate by 25 basis points to 0.50% on 2 November, as anticipated. Market commentary read the decision as a dovish signal, as the central bank revised its economic outlook downwards.

Major long-term government bond yields traded mostly sideways over the quarter (Graph 3, centre panel). The 10-year Treasury yield received a boost in early September when the beginning of balance sheet normalisation appeared certain, but its momentum fizzled out as the quarter progressed. The response was stronger at shorter tenors, with the two-year Treasury yield increasing about 50 basis points from early September (right-hand panel). Yields at both ends of the term structure barely moved in the euro area and Japan, underlining the overall stability of policy expectations. Only UK gilt yields shifted significantly upwards in late September, with term spreads staying roughly unchanged as short and long yields moved in lockstep.

[image: Balance sheet normalisation helps stop the dollar’s year-long slide]

[image: Spreads continue to decline in high-yield credit markets and EME sovereigns]

Corporate credit spreads continued to narrow, reinforcing the bullish message of equity markets. European high-yield corporate spreads widened the discount over comparable US spreads, helped by mid-November jitters in US high-yield. Before that, the US high-yield market had been plumbing spreads in the low 300s, a level breached only in the run-up to the 1998 Long-Term Capital Management crisis and again almost 10 years later just before the outbreak of the GFC. On the other side of the Atlantic, European high-yield spreads had been lower only occasionally during the period prior to 2007 (Graph 4, left-hand panel). The compression in investment grade spreads was less sharp but equally steady.

Sovereign spreads in EMEs (Graph 4, centre panel) had also been narrowing further until they were buffeted by the same anxieties that affected the US high-yield sector late in the period. Nevertheless, sovereign credit default swap (CDS) spreads were the lowest since the end of the GFC. The resilience in sovereign spreads and strength in equity markets have been buttressed throughout 2017 by sustained capital inflows (Graph 4, right-hand panel).

Overall, global financial conditions paradoxically eased despite the persistent, if cautious, Fed tightening. Term spreads flattened in the US Treasury market, while other asset markets in the United States and elsewhere were buoyant. We explore the potential reasons for this pattern in the next section.

An elusive tightening

Financial conditions have conspicuously eased in US markets over the last 12 months, despite the Federal Reserve’s gradual removal of monetary accommodation. After raising the federal funds rate target range for the first time in almost 10 years in December 2015, the FOMC has taken several further steps in that direction. Since last December, it has raised the target range another three times, amounting to 75 basis points. Finally in October, it started the process of trimming its $4.5 trillion balance sheet, in a move for which it had been preparing financial markets at least since its March meeting.

Yet investors essentially shrugged off these moves. Two-year US Treasury yields have indeed risen by more than 60 basis points since December 2016, but the yield on the 10-year Treasury note has traded sideways (Graph 5, first panel).1 Moreover, the S&P 500 has surged over 18% since last December, and corporate credit spreads have actually narrowed, in some cases significantly. Overall, the Chicago Fed’s National Financial Conditions Index (NFCI) trended down to a 24-year trough, in line with several other gauges of financial conditions.

In many respects, the current tightening cycle has so far been reminiscent of its mid-2000s counterpart. During the first year of that cycle, stock markets rose, while long-term Treasury yields and credit spreads dropped in the face of slightly more forceful Fed action (Graph 5, second panel). That said, the broad NFCI did see at least a small tightening then. At the time, Federal Reserve Chair Alan Greenspan had characterised the fall in long-term yields as a “conundrum”.

The experience of these two episodes contrasts markedly with previous tightening cycles. In 1994, for example, the Fed’s actions triggered sharply higher long-term yields, moderate stock market losses, wider credit spreads and a corresponding surge in the NFCI, pointing to a significant tightening of financial conditions (Graph 5, third panel).

The current market response in EMEs has also been more similar to the mid-2000s episode than to that of 1994. As the Fed removed accommodation this time round, financial conditions remained calm in EMEs. From December 2016, sovereign EME spreads (as measured here by the EMBI index) narrowed and EME currencies, on balance, appreciated moderately vis-à-vis the US dollar (Graph 5, fourth panel). Similar patterns had appeared in the first year of the mid-2000s tightening (fifth panel). In contrast, in 1994 the EMBI spread had widened by almost 800 basis points on the back of massive EME currency depreciation (sixth panel).

In all three cases, the dollar depreciated against major AE currencies, reflecting developments in the United States relative to those in other AEs. In the most recent episode, the dollar weakened for much of 2017 as economic prospects brightened in other regions (especially the euro area), recouping a portion of its previous losses in the past few weeks.

[image: Market shifts following recent Fed action resemble the 2004–05 “conundrum”]

The evolution of the term premium underlies the different market outcomes across tightening episodes. A decomposition of 10-year US Treasury yields into a future rate expectations component and a term premium suggests that declining term premia drove long-term rates lower both now and during the mid-2000s “conundrum” episode. In both cases, the drop in estimated term premia more than offset the upward revision in expectations about the future path of short-term interest rates (Graph 5, seventh and eighth panels). In contrast, in 1994 the term premium initially increased very swiftly before stabilising and gradually declining later in the year. Nevertheless, the rising rate expectations component predominated (ninth panel). The recent decline in term premia is even more puzzling than in 2005, as the current balance sheet run-off process is specifically aimed at decompressing term premia that were squeezed by the large-scale asset purchases (LSAPs).

The difference between the last two episodes and that of 1994 reflects shifts towards greater gradualism and predictability in the Fed’s tightening strategies. The Fed’s moves in 1994 were steep and less thoroughly communicated to markets. By contrast, gradualism and predictability have characterised the current tightening cycle, with respect to both the policy rate and balance sheet adjustment.

Since December 2016, on average, market participants have been expecting policy rates to rise 40 basis points over the subsequent 12 months (Graph 6, yellow bars in the left-hand panel). While the mid-2000s hiking cycle also featured gradual expectations for rate increases, the 1994 tightening was rather aggressive. On average, the market expected the Fed to raise interest rates at a pace of 100 basis points a year starting in 2004 and 160 basis points in 1994.

Gradualism also defined the programme announced in June for the balance sheet run-off. The planned reduction in Treasury securities holdings is less than $18 billion a month on average till the end of 2018. The pace at which holdings will fall is thus likely to be substantially slower than the pace of net Treasury purchases during the LSAP programmes, which ranged from $45 billion to $75 billion a month (Graph 7, left-hand panel). Investors also expected that the resulting increase in duration supplied to the private sector would be modest, at least initially. Some market participants have estimated that the instruments issued by the Treasury to offset the Fed’s reduced reinvestments would have shorter maturities than those that the LSAPs had originally taken out of the market (centre panel).2 In addition, there is a growing consensus among market participants that the Fed’s ultimate balance sheet target size will be much larger than before the GFC. For instance, primary dealers surveyed in June by the Federal Reserve Bank of New York forecasted a balance sheet size of around 15% of GDP as of 2025, compared with the 6% prevailing pre-crisis (right-hand panel).3

[image: Market reaction shaped by gradualism, predictability and policy divergence]

[image: Fed’s balance sheet reduction expected to be gradual]

In addition to being perceived as gradual, policy decisions in the current cycle were well anticipated. Little or no additional market information was transmitted by the actual policy rate decisions. Measured by the absolute value of daily change in short-term interest rates on policy rate decision days, the surprise was less than 1 basis point on average (Graph 6, red bars in the left-hand panel). Consistent with this, uncertainty about future interest rates, as measured by the MOVE index, was well contained and actually decreased during the course of tightening (blue bars in the left-hand panel). The balance sheet policy was also carefully and extensively communicated. For example, before the Fed announced the effective beginning of the normalisation process at the September 2017 FOMC meeting, 87% of primary dealers surveyed in September by the New York Fed had already anticipated the announcement.

While rate hikes in 2004 featured similar predictability, the Fed took market participants by surprise in 1994. In the 2004 episode, short-term interest rates moved only around 1 basis point on average on days when the Fed raised the interest rate. The MOVE index declined accordingly. In comparison, short-term interest rates moved by more than 8 basis points on decision days; and the MOVE index rose further as the Fed proceeded with tightening in 1994.

Gradualism and predictability may have contributed to the easing of financial conditions. In the absence of imminent inflationary pressures, such as those prevailing in 1994, in the two more recent episodes the Fed’s gradual approach may have supported investors’ beliefs that the central bank would not risk impairing growth and damaging valuations. That may have compressed risk premia by reducing perceived downside risks. Moreover, research has investigated the various ways in which predictable central bank actions, by removing uncertainty about the future, can encourage leverage and risk-taking.4 Indeed, while investors cut back on the margin debt supporting their equity positions in 1994, and stayed put in 2004, margin debt increased significantly over the last year (Graph 6, purple bars in the left-hand panel).

The relatively accommodative stance of other major central banks may also have supported easier financial conditions in the current cycle. Central bank balance sheets have continued to expand while yields and term premia have remained low in most of the major AEs (Graph 6, centre panel). As a result, despite the Fed’s move towards tightening, the global search for yield has supported buoyant asset prices in the United States. For instance, the growth in the share of US long-term securities held by foreigners, notably corporate debt and federal agency securities, increased in the second quarter of 2017, after a respite earlier in the year (right-hand panel).

High valuations: market complacency?

Tentative moves towards monetary policy normalisation have revived long-standing concerns about asset valuations. Market commentary has increasingly focused on the degree of asset price inflation that unconventional monetary policies may have instilled in different asset classes. Stock market valuations have come under particularly close scrutiny. As the mid-November sell-off illustrated, the spreads on corporate high-yield and sovereign EME bonds have also become more vulnerable to sudden swings in market sentiment. At the root of these uncertainties are questions about how the compression of term premia in core sovereign bond markets may affect other asset valuations. There is also significant uncertainty about the levels those yields will reach once monetary policies are normalised in the core jurisdictions.

According to traditional valuation gauges that take a long-term view, some stock markets did look frothy. At its recent levels in excess of 30, the cyclically adjusted price/earnings ratio (CAPE) of the US stock market exceeded its post-1982 average by almost 25%, comfortably sitting in the highest quartile of the distribution (Graph 8, top left-hand panel). Admittedly, this is still short of the extraordinary peak of 45 reached during the dotcom bubble of the late 1990s. But it is almost twice the long-term average computed over the period 1881–2017. While the available series do not stretch as far back for European and UK equities, their CAPEs were at their post-1982 averages. Meanwhile, the CAPE for Japanese equities was less than 50% its available long-term average. Price/dividend ratios conveyed a similar message.

At the same time, dividends per share of US equities have been growing at a much faster rate since the GFC, giving rise to questions about long-term sustainability (Graph 8, red line in the top right-hand panel). This is because the faster growth was supported in part by a significant shift in corporates’ dividend policy. The share of net income paid out in dividends has increased by more than half over the last five years (blue line in the top right-hand panel). The dividend payout ratio is back to the relatively high levels observed in the 1970s, and thus may be approaching an upper bound. High dividends per share were also supported by stock repurchases. Except for a short interlude in 2008–09, share repurchases have been very large since the early 2000s (bottom left-hand panel). When and if interest rates begin to rise, corporates may have the incentive to tilt their capital structure back to equity, or at least to reduce stock repurchases, which could raise further questions about stock market valuations.

[image: Stretched multiples in stock markets]

[image: Investors are sanguine despite compression in fixed income markets]

Moreover, the upward potential for dividend growth may be limited. Listed corporates’ net income has grown rapidly, in fact much more rapidly than US GDP, since the mid-1990s: the ratio of corporate net income to GDP rose from an average of 1.5% in the 1980s to 5.5% by the mid-2000s, and has fluctuated around that level ever since (Graph 8, bottom right-hand panel). If net income continued growing at this more modest pace, in lockstep with nominal GDP, corporations would not be able to continue growing dividends at current rates while keeping payout ratios constant.

Stock market valuations looked far less frothy when compared with bond yields. Over the last 50 years, the real one- and 10-year Treasury yields have fluctuated around the dividend yield (Graph 9, left-hand panel). Having fallen close to 1% prior to the dotcom bust, the dividend yield has been steadily increasing since then, currently fluctuating around 2%. Meanwhile, since the GFC, real Treasury yields have fallen to levels much lower than the dividend yield, and indeed have usually been negative. This comparison would suggest that US stock prices were not particularly expensive when compared with Treasuries.


Can central counterparties (CCPs) reduce repo market inefficiencies?

Iñaki Aldasoro, Torsten Ehlers and Egemen Eren

Repo markets have taken on an increasingly important role in global money markets since the Great Financial Crisis as unsecured borrowing has dwindled. But repo markets remain segmented. In the United States, there has been a persistent spread between general collateral financing (GCF) and triparty repo rates. Ultimate borrowers that cannot access the triparty market face higher costs. Money market funds (MMFs) that cannot access the delivery-versus-payment (DvP) or GCF markets to lend cash increase their take-up of the Federal Reserve’s overnight reverse repurchase (ON RRP) facility, which pays a lower rate. Moreover, the retreat of dealers from repo markets at quarter-ends generates spikes in both prices and volumes: both GCF rates and the take-up of repos by MMFs under the ON RRP increase at quarter-ends (Graph A, left-hand panel).

Against this background, an important recent development is a rule change by The Depository Trust & Clearing Corporation (DTCC), approved by the Securities and Exchange Commission in May. This change allows DTCC’s subsidiary, the Fixed Income Clearing Corporation (FICC), to expand the availability of clearing in the repo market to a broader set of institutional investors. Through this rule change, MMFs can provide cash or securities in the DvP markets through a dealer sponsor.

Some MMFs have already started clearing repos through the FICC. The total amount of centrally cleared repos stood at $13 billion at end-October 2017 (Graph A, centre panel). The volumes are still small compared with the total volumes in the triparty market or even compared with other funds belonging to the same fund family. But they have been growing rapidly. Centrally cleared repos made up close to 6% of the total repo volumes of the three fund families that cleared repos through the FICC in October 2017.

[image: Cleared repos replace reverse repos with the Fed]

The initial response by the MMFs that clear repos through the FICC suggests that central clearing could potentially reduce market segmentation. There are already signs of convergence of prices, as centrally cleared repo trades earned up to 12 basis points more than the triparty rate index.[image: icon] Furthermore, funds that cleared trades through the FICC reduced their end-of-quarter take-up of the ON RRP compared with their peer funds (Graph A, right-hand panel). If these funds had instead increased their reverse repos with the Fed at the same rate as their peers, Fed RRPs at end-September 2017 would have been around $35 billion instead of the actual and much lower volume of $21 billion.

[image: icon] Source: SEC N-MFP filings.



Some froth was also present in corporate credit markets even in relation to core sovereign bonds. Credit spreads appeared to be rather compressed, especially in the high-yield space. Looking at the last 20 years of data, both US and European investment grade corporate spreads were below their long-term averages (Graph 9, centre panel). In the high-yield segment, European spreads almost touched their all-time lows, whereas US spreads were only at the door of the lowest quartile of the distribution. The US dollar-euro spread differential, which is itself near its maxima outside stress situations, has contributed to the recent expansion in issuance of euro-denominated paper by US corporates.5

In contrast, EME sovereign bond markets looked to be within their historical average ranges. Spreads in both local currency and the US dollar were relatively closer to their historical averages, going back to the early 2000s (Graph 9, centre panel). Spreads on local currency-denominated government debt are actually above the 15-year average. Compression is more visible in US dollar-denominated issues, with EMBI Global spreads sitting about 65 basis points below the long-term mean, in the second lowest quartile of the distribution. In the past, very low spreads in US high-yield and EME dollar sovereign bond spreads were a harbinger of stress.

In spite of these considerations, bond investors remained sanguine. The MOVE index suggested that US Treasury volatility was expected to be very low, while the flat swaption skew for the 10-year Treasury note denoted a low demand to hedge higher interest rate risks, even on the eve of the inception of the Fed’s balance sheet normalisation (Graph 9, right-hand panel). That may leave investors ill-positioned to face unexpected increases in bond yields.

 

 

1In fact, after the Fed’s December hike and during most of 2017, the 10-year Treasury yield had been slowly drawing away from the level reached after the post-US election jump, reflecting in part the fading expectations of fiscal stimulus. The response to the anticipated start of the balance sheet run-off somewhat reversed that fall.

2The Treasury’s recent announcement that it would keep the size of its auctions of notes and bonds unchanged up to the end of the first quarter of 2018 appeared to validate such expectations. To compensate for the lost funding from the Fed’s diminished rollover, the Treasury would change the auction sizes of bills and/or cash management bills, which have maturities of up to one year.

3The forecasted size is conditional on not hitting the zero lower bound (ZLB) again at any point between now and the end of 2025. Given the non-negligible chance of moving back to the ZLB, as perceived by the primary dealers, the unconditional forecasted size is likely to be even larger.

4See C Borio and H Zhu, “Capital regulation, risk-taking and monetary policy: a missing link in the transmission mechanism”, Journal of Financial Stability, vol 8, issue 4, December 2012, pp 236–51; and V Bruno and H S Shin, “Cross-border banking and global liquidity”, Review of Economic Studies, vol 82, April 2015, pp 535–64.

5This is one of the factors that appear to underlie the persistent breakdown of covered interest rate parity. See C Borio, R McCauley, P McGuire and V Sushko, “Covered interest parity lost: understanding the cross-currency basis”, BIS Quarterly Review, September 2016, pp 45–64.
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Risk transfers in international banking1

Credit risk transfers shift a bank’s country exposures from one counterparty country to another. Risk transfer patterns can shed light on how creditor banking systems assess and manage credit risks across counterparty countries. These patterns are closely linked to the business models and international footprint of global banks and corporates. Global banks have taken on more credit risks vis-à-vis some major emerging market economies – in particular in Asia. This points both to the enlarged international footprint of corporates and banks from these countries, and to the willingness of global banks to retain these country exposures on their balance sheets instead of seeking guarantees or hedging them.

International risk transfers shift a bank’s exposure from one counterparty country to another. They include parent and third-party guarantees, credit derivatives (protection purchased) and collateral.2 Risk transfers are therefore conditional claims, which materialise when an immediate borrower cannot service its debts.3

Risk transfers reallocate banks’ exposures from the immediate counterparty country to the country where the ultimate obligor is located. They can be either outward risk transfers, which result in a reduction in banks’ risk exposures to a given counterparty country, or inward risk transfers, which increase them. However, the underlying risk does not disappear, but is merely reallocated, since an outward risk transfer vis-à-vis one country is an inward risk transfer vis-à-vis the country that becomes the ultimate obligor. Claims in the BIS consolidated banking statistics (CBS) are reported on both an immediate counterparty (IC) and an ultimate risk (UR) basis.

Net risk transfers (NRTs), defined as the difference between inward risk transfers and outward risk transfers, introduce a wedge between a reporting country’s banking system claims on an IC and a UR basis (box).

This feature assesses the size, scope and evolution of international risk transfers. The use of risk transfers by BIS reporting banks is mainly determined by the riskiness of counterparty countries. Therefore, risk transfers can shed light on how creditor banking systems assess and manage credit risks across counterparty countries. This is closely linked to the business models and international footprint of global banks and corporates.

There have been a number of important structural shifts in risk transfers in the past decade. To be sure, some patterns have remained unchanged. Banks have continued to transfer credit risks out of international financial centres and riskier countries, and into advanced economies.4 Even so, there has been a significant change in patterns vis-à-vis emerging market economies (EMEs), as banks have increased credit exposures to emerging Asia. This has been driven in part by the expanding international footprint of EME corporates and banks. It may also reflect creditor banks’ growing willingness to retain risk exposures to these countries as their economic strength and creditworthiness have improved.


Interpreting risk transfers in the BIS consolidated banking statistics

The BIS consolidated banking statistics (CBS) record net risk transfers, as well as gross inward and outward risk transfers. Inward risk transfers increase the credit risk exposures vis-à-vis a given counterparty country, whereas outward risk transfers reduce them, by passing them on to another counterparty country. Net risk transfers (NRTs) are defined as inward risk transfers minus outward risk transfers.

There are three types of eligible risk transfers for a creditor bank: parent and third-party guarantees, credit derivatives (protection purchased) and collateral transfers (see examples A–D in Graph A). A major share of risk transfers occurs either between internationally active banks or between a bank and a non-bank financial institution. For instance, in a collateralised borrowing transaction between banks, such as a repurchase agreement (example B), a creditor bank transacts with another bank to transfer the credit risk exposure vis-à-vis the counterparty country to the country of the collateral issuer (eg the United States in the case of US Treasury collateral).[image: icon]

Internationally active banks and other financial institutions also commonly buy and issue credit derivatives, such as credit default swaps (CDS, example A). If a creditor bank purchases a CDS from an entity located in country A to hedge an exposure to country B, the bank records an inward risk transfer vis-à-vis country A and an outward risk transfer vis-à-vis country B, both equal to the notional amount of protection purchased. Analogously, explicit guarantees transfer risk to the guarantor (example C). A special case in the CBS are credit exposures vis-à-vis foreign branches of banks. Consistent with standards set out by the Basel Committee on Banking Supervision, claims on bank branches are assumed to be guaranteed by the headquarters, even if no explicit guarantees are in place. In all other cases, guarantees need to be explicit.

In all of the above examples, credit exposures vis-à-vis a foreign counterparty may also be transferred to another institution in the home country (home country risk transfer). Home country risk transfers are typically driven by globally active firms in the home country (example D). Another example would be export or foreign direct investment credit guarantees provided by the government of the home country. Risk transfers vis-à-vis the home country therefore provide a measure of the share of foreign credit exposures that are ultimately against counterparties in the home country of the creditor bank. As risk transfers merely reallocate risks, but do not reduce or increase overall credit risk from the point of view of the creditor country, net risk transfers across all counterparty countries sum to zero.[image: icon] Risk transfers vis-à-vis foreign countries and home country risk transfers therefore mirror each other.

[image: Types of eligible risk transfers]

[image: icon] The treatment of collateral, however, varies across reporting countries. Risk transfers are likely to be underreported, as some countries do not report risk transfers related to repos or exchanges of collateral. On the other hand, inward and outward risk transfers may overstate cross-border transfers because some reporting countries include risk transfers between counterparties within the same country. [image: icon] The sum of risk transfers vis-à-vis foreign countries and the home country can deviate from zero due to reporting errors and omissions.



The global reallocation of banks’ credit risks

The spectrum of banks’ credit risk transfers across a wide range of counterparty countries illustrates how differences in global banks’ business models, the international footprint of corporates and the riskiness of counterparty countries drive global reallocations of banks’ credit risks.

Banks transfer a large amount of credit risk out of financial centres, such as the United Kingdom or the Cayman Islands. This is reflected in large negative NRTs vis-à-vis these jurisdictions (Graph 1, grey bars). Large banks from advanced economies as well as EMEs maintain branches in European and offshore financial centres. Guarantees from the parent bank5 transfer the risk out of the financial centre where the branch is located and into the home country of the parent bank. Analogously, risk is transferred out of an offshore financial centre if a corporate issues bonds through a financial holding company domiciled there, and the parent company guarantees the bonds.6

Risk transfers out of financial centres are the largest negative NRTs globally. For instance, at end-June 2017 credit risks with a notional value of close to $200 billion (16% of foreign claims on an IC basis) were transferred out of the Cayman Islands on a net basis. For European financial centres (including Belgium, Luxembourg, the Netherlands, Switzerland and the United Kingdom) NRTs amounted to around –$220 billion.

At the other end of the spectrum are those advanced and emerging market economies where international banking business primarily reflects the activity of locally headquartered banks, such as China, Germany, Japan, Korea or the United States. To some extent, this is a mirror image of risk transfers out of financial centres: one driver of the large positive NRTs are advanced economy parent banks’ guarantees to their branches located in financial centres. Further, these economies are home to large globally active non-financial firms. If bank claims on the foreign operations of these firms are guaranteed by the parent or third parties in the home country (eg through government export or investment guarantees), banks’ credit risks are transferred back into those countries. Indeed, home country risk transfers are also significant for the large economies mentioned above (Table 1). For some major economies, such as the US or Germany, a relevant share of positive (inward) risk transfers results from the use of their government securities as collateral in secured borrowing transactions (Graph A, example B).
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The other key determinant of banks’ international risk transfers is the perceived riskiness of counterparty countries. For instance, NRTs vis-à-vis countries in the Middle East and Africa, as well as most countries in Latin America, are negative (Graph 1). At the same time, risks are transferred into advanced economies on a global level. The ratio of outward risk transfers to foreign claims on an IC basis (a kind of “hedge ratio”) best captures the degree to which global banks hedge risks vis-à-vis certain counterparty countries (Graph 1, blue triangles). Whether these hedges are effective, however, depends on the probability of double default of the borrower and the ultimate obligor.

The evolution of international risk transfers

While NRTs vis-à-vis advanced economies and financial centres have been largely stable since the Great Financial Crisis (Graph 2, left-hand panel),7 banks’ risk transfers vis-à-vis EMEs – in particular emerging Asia – have changed substantially (right-hand panel). In early 2007, reporting banks transferred around 5.7% of their net exposures out of emerging Asia; by mid-2017, they reported net transfers into the region equalling 6.5% of their foreign IC claims on the region. Underlying the shift in NRTs vis-à-vis emerging Asia is a change in the composition of creditor banking systems. As European banks retreated, banks from Chinese Taipei, Hong Kong SAR, Japan and Singapore increased their exposures to emerging Asia. In Latin America and other emerging market regions, outward risk transfers have continued to exceed inward risk transfers, as reporting banks, in aggregate, choose to offload their exposures vis-à-vis countries in these regions.

To better understand the drivers of NRTs, Graph 3 decomposes net risk transfers vis-à-vis selected EMEs into the different contributions of BIS reporting banking systems, and plots both outward and inward risk transfers as a percentage of foreign claims on an IC basis.

Different forces have driven these developments in NRTs vis-à-vis EMEs. For countries such as China and Korea, they can be largely explained by the strong rise in inward risk transfers. This probably reflects the increased global footprint and international role of both banks and corporates from these countries.8 The case of Brazil is quite similar, though outward risk transfers have also grown. Most likely this can be attributed to Brazil’s recent economic downturn, which led to a deterioration in its sovereign credit rating and thus a search for non-Brazilian entities willing to guarantee exposures to Brazilian borrowers. Finally, the decline in NRTs for Saudi Arabia is largely accounted for by greater outward risk transfers. Given the decline in oil prices since 2014 and the associated economic challenges, such as a weakening of external positions, creditors may have been seeking to lower their risk exposures vis-à-vis oil-exporting countries in the Middle East.9
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Graph 4 examines in more detail the relationship between banks’ risk transfers to EMEs and the creditworthiness of the counterparty country. Changes to the riskiness of the counterparty are proxied by changes in the country’s sovereign credit rating. From 2006 to 2016, NRTs as a share of foreign claims on an IC basis tended to increase for major EMEs with improved ratings (Graph 4, left-hand panel). Likewise, outward risk transfers (also as a share of foreign IC claims) decreased vis-à-vis those countries with improved ratings, ie transfers fell as the perceived strength of the country improved (Graph 4, centre panel). The same relationship is apparent when we compare total NRTs vis-à-vis major EMEs with the riskiness of a broad EME portfolio, as measured by a claims-weighted average rating across 22 large EMEs (Graph 4, right-hand panel).

 

 

1Starting with this issue of the BIS Quarterly Review the regular chapter on “Highlights of global financial flows” will be replaced with a short essay on structural or cyclical trends in the global financial system, drawing on the BIS international banking, derivatives and securities statistics. Commentary on quarter-to-quarter changes in the statistics can be found in the statistical releases posted on the BIS website at www.bis.org/statistics/index.htm. Statistical support was provided by Zuzana Filkova. The views expressed in this article are those of the authors and do not necessarily reflect those of the BIS.

2For examples of how different risk transfers are recorded in the BIS consolidated banking statistics, see the box and “Highlights of the BIS international statistics”, BIS Quarterly Review, March 2011, pp 16–17.

3See BIS, Potential enhancements to the BIS international banking statistics: report submitted by a Study Group established by the BIS, March 2017. The eligibility criteria for risk transfers within the BIS consolidated banking statistics are similar to those in the Basel Committee on Banking Supervision’s risk mitigants for calculating risk-weighted exposures. The main difference concerns the treatment of collateral, which under Basel Committee standards is deducted from claims.

4See Committee on the Global Financial System, Improving the BIS international banking statistics, CGFS Papers, no 47, November 2012; and S Avdjiev, P McGuire and P Wooldridge, “Enhanced data to analyse international banking”, BIS Quarterly Review, September 2015, pp 53–68.

5Claims on branches are assumed to be guaranteed by the parents, generating outward (negative) risk transfers vis-à-vis the country where the branch is located. See also the box.

6For example, consider a corporate from an EME that issues bonds in an offshore financial centre. If the bonds are held by an advanced economy reporting bank, this will be reflected in an IC claim of the advanced economy’s banking system on the offshore centre. However, provided there is a parent guarantee, the ultimate obligor is the EME in which the corporate is headquartered: on a UR basis the claim is vis-à-vis the EME and not the offshore centre.

7Banks did shift risk out of euro area countries around the time of the European sovereign debt crisis, but this abated towards the end of 2013.

8For example, if BIS reporting banks have large and growing exposures to the branches and subsidiaries of Chinese banks located all over the world, and if these exposures (as is likely) benefit from a guarantee from the Chinese bank parent, this would show up as gross inward risk transfers to China.

9See “Highlights of the BIS international statistics”, BIS Quarterly Review, June 2017, pp 5–7. Graph 3 presents data for only Saudi Arabia for illustrative purposes. However, a similar pattern emerges in terms of NRTs for other oil-exporting countries such as Egypt, Oman and the United Arab Emirates.
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Is there a debt service channel of monetary transmission?1

Previous research has explored the impact of private sector debt service ratios (DSRs), ie debt payments relative to income, on medium-term macroeconomic outcomes. This special feature, based on a study of 18 economies, finds that monetary policy shocks, in turn, have a significant impact on DSRs. We show that a monetary tightening leads to a significant and persistent increase in DSRs, with higher effective lending rates on the stock of debt outweighing a decline in the debt-to-income ratio. Moreover, the impact of monetary policy shocks on DSRs, as well as on economic activity, the price level, house prices and credit, turns out to be significantly larger in high-debt economies. These findings point to the existence of a debt service channel of monetary transmission.

JEL classification: E52.

There is growing evidence that high and rising debt is associated with sub-par medium-term growth (Jordà et al (2013), Mian et al (2017), Lombardi et al (2017)). Drehmann et al (2017) find that this effect is mainly attributable to changes in the debt service ratio (DSR), defined as the ratio of total debt payments (principal and interest) to the income of the private non-financial sector.2

Changes in the DSR can have aggregate macroeconomic effects, not only redistributive effects, if debtors and creditors differ in terms of their marginal propensities to consume and invest. Since debtors are typically credit- or liquidity-constrained, they are likely to have greater propensities to consume or invest out of changes in disposable income than creditors (Tobin (1982), Eggertsson and Krugman (2012), Kaplan and Violante (2014), Auclert (2017)). This notion is supported by empirical evidence (eg Mian and Sufi (2014), La Cava et al (2016) and Cloyne et al (2016)). Accordingly, an increase in the aggregate DSR, by transferring income from debtors to creditors, could reduce aggregate output because the decline in spending by debtors is only partially compensated by a rise in spending by creditors. Conversely, a lower DSR could boost economic activity because of the income transfer from creditors to debtors.

These observations suggest that the DSR might also be an important channel in the transmission of monetary policy. Indeed, the extraordinary monetary accommodation provided by the leading central banks in the wake of the Great Financial Crisis (GFC) was in part motivated by a desire to reduce the debt service burdens of households and firms through lower interest rates. And an oft-heard argument in the current debate about the appropriate pace of monetary policy normalisation is that high debt makes the economy more interest rate-sensitive, so that normalisation in highly indebted countries should proceed very cautiously.

Conceptually, however, the impact of monetary policy on the DSR is not clear a priori. In particular, the DSR depends on the debt-to-income ratio of the private sector, as well as on the effective lending rate that has to be paid on the debt. While there is a positive link between changes in the stance of monetary policy and the effective lending rate that is likely to dominate in the short term, the impact on the debt-to-income ratio that kicks in over medium-term horizons typically goes in the opposite direction. Put differently, a policy easing lowers the interest rate that debtors have to pay, but also raises the stock of debt relative to income, and vice versa for a policy tightening. Moreover, the evolution of the policy rate itself, ie the persistence of the policy tightening or easing, also matters for the dynamic response of the DSR to the monetary policy impulse. How monetary policy affects debt service burdens over different horizons is hence ultimately an empirical question.

In this special feature, we explore the transmission of monetary policy through the DSR in the context of an otherwise standard vector autoregression (VAR) for monetary policy analysis. Specifically, extending the approach in Hofmann and Peersman (2017), we analyse the impact of a monetary policy shock (ie a conventional interest rate shock) on the private non-financial sector DSR and its components in a panel of 18 economies over a sample period from the mid-1980s to the onset of the GFC.

There are two main findings. First, a monetary policy tightening triggers a significant and persistent increase in the DSR. Higher policy rates increase effective lending rates, and this effect dominates a fall in debt-to-income ratios, a finding that is consistent with the results of Juselius et al (2017). Second, monetary policy has a stronger impact on DSRs, as well as on economic activity, the price level, house prices and credit, in economies where private sector debt is higher. Although there might be alternative explanations, the stronger effects of monetary policy in high-debt countries may reflect the presence of a debt service channel of monetary transmission. Specifically, a higher debt-to-income ratio mechanically boosts the impact of a change in interest rates on DSRs, and through this channel possibly also on the wider economy.3

The remainder of the article is organised as follows. Section 1 discusses the impact of monetary policy on DSRs in general terms. Section 2 presents the empirical analysis, while Section 3 analyses the role of the level of debt in the transmission of monetary policy.

Monetary policy and the debt service ratio

The DSR is defined as the ratio of interest and principal payments to income. Unfortunately, few countries collect consistent data on total debt service. Figures are often available on interest payments, but data on amortisation are less common. However, by using the standard formula for the per-period cost of an instalment loan and dividing it by income, the aggregate DSR at time t can be approximated as follows:

[image: image]

where D is total stock of debt, Y quarterly income, i the average interest rate on the existing stock of debt per quarter and s the average remaining maturity in quarters (see Drehmann et al (2015) for a derivation).4

Monetary policy could affect the DSR in several ways. The most direct effect works through the interest payable on the stock of debt (hereafter referred to as the effective lending rate). This effect is unambiguously positive: higher policy rates raise lending rates. Its magnitude depends on the strength and speed of interest rate pass-through, which in turn depends on interest rate adjustability and the average debt maturity. In addition, a change in monetary policy rates could affect the debt-to-income ratio, but the direction of this impact is unclear. Specifically, a policy tightening typically reduces both credit volumes and income. The ratio of debt to income may therefore fall or rise, with the empirical evidence pointing to a fall over medium-term horizons (Bauer and Granziera (2016), Hofmann and Peersman (2017)).

Overall, the impact of monetary policy on the DSR is thus not clear a priori. The effect will depend on the structural features of credit markets, such as the adjustability of lending rates, on other aspects of monetary policy transmission, which are likely to vary across economies, and on the time horizon. Furthermore, the impact at longer horizons will depend on the persistence of the monetary policy impulse. In particular, the policy rate itself will typically respond to the macro-financial dynamics triggered by the initial shock, which will in turn affect the evolution of the DSR. How monetary policy affects DSRs over different horizons is therefore ultimately an empirical question.

Empirical analysis

In order to assess monetary transmission through the DSR, we estimate a panel VAR for 18 economies over the period Q1 1985–Q4 2008.5 The sample starts in the mid-1980s because the monetary policy regimes and financial systems of most economies underwent substantial changes in the late 1970s and early 1980s. It ends in 2008 in order to exclude the post-2008 period, when interest rates hit the zero lower bound in a number of economies.6 That said, running our panel VAR including data for the period 2009–16 yields very similar results.

The specification of the VAR follows that of Hofmann and Peersman (2017), but it includes the DSR as an endogenous variable, and excludes commodity prices, as that variable is not needed to avoid a significant “price puzzle” over our sample period.7 The benchmark VAR therefore includes the following variables: (log) real GDP, (log) GDP deflator, (log) real house prices, the monetary policy rate, (log) real private non-financial credit, and the DSR of the private non-financial sector.8

We identify monetary policy shocks using a standard Cholesky decomposition with the ordering of variables as listed in the previous paragraph. In particular, monetary policy shocks are assumed to have no contemporaneous impact on output, the price level and real house prices, but are allowed to affect real credit flows and the DSR in the same quarter. The policy interest rate, in turn, is assumed to respond to contemporaneous changes in all variables except for credit and the DSR. This ordering is consistent with previous benchmark studies (eg Christiano et al (1996, 1999)). It reflects the notion that real output, goods prices and house prices are rather sluggish and do not respond within a quarter to monetary impulses, while financial flows as well as lending rates, and hence the DSR, are more flexible, so that an immediate response cannot be ruled out. That said, changing the ordering of credit and house prices has little or no effect on the results.9 We normalise monetary policy shocks so that the results reflect an increase in the policy rate of 1 percentage point.

Panel impulse responses are derived using a mean group procedure, by calculating the averages of the impulse responses of the individual economies. This approach allows for country-specific patterns in monetary transmission. The following graphs show the mean group impulse responses, together with one- and two-standard error confidence intervals.10

Graph 1 reports the impulse response functions (IRFs) from the baseline panel VAR. A 1 percentage point shock to the policy rate causes real GDP and the GDP deflator to fall by a maximum of 0.6% and 0.4% after 12 and 22 quarters, respectively (first two panels). House prices and credit respond more strongly, dropping by up to 1.7% and 1.2% after 13 and 17 quarters (third and fifth panels). The policy rate gradually returns to baseline and turns significantly negative eight quarters after the shock (fourth panel), reflecting the monetary policy response to the negative macro-financial effects triggered by the initial shock. These results are reasonable and are consistent with recent evidence for the United States documenting relatively strong effects of monetary policy on housing and credit markets since the mid-1980s (Hofmann and Peersman (2017)).

[image: Tighter monetary policy boosts debt service]
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The impact of a monetary policy shock on the DSR is sizeable and significantly positive. A 1 percentage point shock to the policy rate raises the DSR on impact by 0.2 percentage points and by a maximum of 0.4 percentage points after three quarters (Graph 1, sixth panel). Subsequently, the impact starts to decline and becomes significantly negative after about 12 quarters. Qualitatively, the DSR response tracks that of the policy rate, with a lag of about three quarters. Quantitatively, the pass-through of the policy rate shock to the DSR is incomplete, ie the DSR rises at the peak by less than half of the initial shift in the policy rate.

In order to shed more light on how monetary policy affects the DSR, we re-estimate the benchmark model replacing the DSR with its components, namely the effective lending rate on the stock of debt and the debt-to-income ratio. The IRFs of these two variables are shown in Graph 2.

These results suggest that the DSR response is mainly shaped by that of the effective lending rate. In particular, the positive impact of the monetary policy shock on the effective lending rate dominates its negative impact on the debt-to-income ratio in the short term. In the wake of a 1 percentage point tightening shock to the policy rate, the effective lending rate increases by a maximum of 0.4 percentage points after three quarters and then gradually returns to baseline (Graph 2, centre panel), turning moderately negative after about 16 quarters. Thus, the response of the lending rate, like that of the DSR, closely tracks that of the policy rate, with a lag of about three quarters, and the pass-through is incomplete at up to 40% of the initial shift of the policy rate.

Meanwhile, the debt-to-income ratio gradually falls after a tightening, by as much as 1.3 percentage points after 18 quarters (Graph 2, right-hand panel). To some extent, the decline counteracts the impact of the increase in the lending rate on the DSR. The medium-term decline in the debt-to-income ratio ultimately translates into a decline in the DSR beyond the three-year horizon.

The role of debt

The results of the previous section are based on combined data for 18 economies. They reveal that a higher monetary policy rate tends to increase the DSR over a horizon of two years, because of its impact on the lending rate. Similar results hold at the individual economy level (Appendix Graph A1). However, the size of this effect differs across economies. Similarly, while tighter monetary policy almost always slows real GDP growth, this effect is stronger for some economies than for others (Appendix Graph A2).

One potential reason for these differences is the cross-country variation in private non-financial sector indebtedness.11 By construction, the magnitude of the impact of a change in policy rates on the DSR should, for a given pass-through to lending rates, depend on the (initial) debt-to-income ratio. In other words, when the private sector is more leveraged, a given change in the lending rate should have a larger effect on the DSR. If there is a debt service channel of monetary transmission, this could also strengthen the consequent effects on the macroeconomy.

To analyse this hypothesis in more detail, we divide our sample into two groups of nine economies, according to their average private non-financial sector debt-to-GDP ratios over the sample period.12 We then estimate panel VARs for the high- and low-debt groups and compare the IRFs.13 Graph 3 shows the IRFs of the two groups, while Appendix Graph A3 shows the estimated differences between these IRFs.

The data confirm our intuition. The peak impact on the DSR is around 0.2 percentage points higher for the high-debt economies, and the difference is statistically significant (Graph 3 and Appendix Graph A3, sixth panel). By contrast, the impact on the effective lending rate and the debt-to-income ratio is quite similar across both groups. The difference between the impulse responses of the DSR components is statistically also not significant (Appendix Graph A3). This implies that the stronger response of the DSR to monetary policy in the high-debt economies is driven by the higher initial debt level, rather than by the changes in the DSR components following the monetary policy shock.

[image: Monetary transmission is stronger in economies where debt is high]

We also observe much stronger effects on economic activity and the price level in economies where private non-financial sector debt levels are higher. The peak responses of both real GDP and the GDP deflator are more than 0.4 percentage points larger in high-debt economies. The estimated differences are economically meaningful, ie the effects on real GDP are roughly double, and statistically highly significant (Graph 3 and Appendix Graph A3, first two panels). The impacts on house prices and credit are also significantly larger. In the high-debt economies, the drop in house prices is 1.3 percentage points larger than in the low-debt group, while that of credit is 0.6 percentage points larger (Graph 3 and Appendix Graph A3, third and fifth panels).14

Graph 4 confirms that monetary policy has a stronger impact in economies where private debt is high. This graph compares the maximum impact of tighter policy on real GDP in the individual economies (on the vertical axis) with their average private non-financial sector debt-to-GDP levels during the sample period (on the horizontal axis). The correlation is negative and significant: GDP decreases more after a contractionary monetary policy shock in economies with high debt.

A possible explanation for the stronger effects of monetary policy when debt is high is the larger change in the DSR following a monetary policy shock. Specifically, a larger shift in the DSR implies a larger shift in the disposable income (that is, the income that remains after servicing debt) of debtors, who typically have a higher marginal propensity to consume than savers. Put differently, there might be a debt service channel of monetary transmission at play that enhances the effectiveness of monetary policy in countries with higher debt levels.

The analysis comes with caveats. The correlations between the strength of monetary transmission and the level of debt-to-GDP are obviously based on relatively few observations (economies). Moreover, these correlations do not control for the role of other factors that may be relevant for monetary transmission, such as differences in financial structure or the degree of economic and financial openness. That said, it is a first cross-country analysis of the role of debt in monetary transmission that could be developed further in future research.

[image: Higher debt coincides with a larger impact of monetary policy on GDP]

Conclusions

Our results confirm that a potentially important, and underappreciated, channel through which monetary policy may affect the economy is its impact on private sector debt service ratios, as previously suggested by Juselius et al (2017). A change in the monetary policy stance, measured here as a monetary policy shock identified in a standard vector autoregression, triggers a significant and persistent change in the DSR in the same direction. A monetary tightening increases the DSR; an easing lowers it. This effect is the result of the positive impact of monetary policy on effective lending rates, which dominates a negative effect on debt-to-income ratios.

We also find that the effects of monetary policy on DSRs, as well as on economic activity, the price level, credit and housing markets, are significantly larger in countries with high private non-financial sector debt. The level of debt and the corresponding response of the DSR might therefore be important for the transmission of monetary policy. Potentially fruitful areas for future research include the precise nature of these effects as well as how they differ across countries, states of the economy, or tightening and easing episodes.

These findings suggest that the extraordinary monetary accommodation engineered by leading central banks in the wake of the Great Financial Crisis may have alleviated debt service burdens in highly indebted countries. This might have played an important role in dampening the after-effects of the crisis and in supporting the recovery. At the same time, our results also suggest that persistent high debt levels may represent a complicating factor in the ongoing or prospective normalisation of monetary policy in many economies. We find that economies with high debt are more interest rate-sensitive, so that a policy tightening could have stronger adverse macroeconomic effects than otherwise. Some observers argue that this could induce central banks to pursue the normalisation in a more cautious way, which could in turn raise the risk of a “debt trap” (eg Borio and Disyatat (2014) and Juselius et al (2017)): high debt makes it harder to raise rates, but keeping rates low induces further debt accumulation. A deeper analysis of these normative considerations is, however, beyond the scope of this special feature and is left for future research.
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1The authors would like to thank Bruno Albuquerque, Claudio Borio, Stijn Claessens, Benjamin Cohen, Selien De Schryder, Mathias Drehmann, Mikael Juselius and Hyun Song Shin for helpful comments and Matthias Lörch for assistance with the graphs. The views expressed are those of the authors and do not necessarily reflect those of the BIS.

2Previously, Juselius and Drehmann (2015) have documented a key role for DSRs in driving expenditures. DSRs have also been shown to be a useful short-term early warning indicator for financial distress (Drehmann and Juselius (2012, 2014)).

3Recent studies have focused on a possible weakening of monetary transmission when there is a debt overhang in the private sector as a consequence of the attenuating effects of deleveraging motives. In such situations, borrowers decide to lower expenditures in order to cut their debt burdens and restore their wealth through higher saving (Mian and Sufi (2014)). Giving priority to balance sheet repair over intertemporal expenditure smoothing could then dampen the impact of lower rates on economic activity (eg Koo (2009) and Di Maggio et al (2017)). For example, Alpanda and Zubairy (2017) find for the United States that monetary transmission is weaker in periods of debt overhang, measured as the deviation of debt from its long-term trend. Note that our results suggest that a higher level of debt can strengthen monetary transmission across economies and over time through the DSR, which is not necessarily incompatible with a possibly weaker transmission in periods of large debt overhang. On the other hand, our results are at odds with Albuquerque (2017), who finds that the long-run effects of monetary policy on real GDP and household debt are weaker in US states with higher household debt ratios.

4The BIS publishes estimated DSRs for the household sector, the non-financial corporate sector and the total private non-financial sector using standardised data inputs for 17 countries beginning in 1999. Total DSRs are also available for 15 additional countries, using alternative income and interest rate measures, reflecting differences in data availability at the national level. The data and more detailed information are available on the BIS website at http://www.bis.org/statistics/dsr.htm. The historical data used in the analysis here are from Drehmann and Juselius (2014).

5The economies are Australia, Belgium, Canada, Denmark, Finland, France, Germany, Hong Kong SAR, Italy, Japan, the Netherlands, Norway, South Africa, Spain, Sweden, Switzerland, the United Kingdom and the United States.

6Over this period, many central banks provided additional monetary policy stimulus through other policy tools, in particular large-scale asset purchases, rendering the policy rate an inaccurate summary indicator of the monetary policy stance.

7The “price puzzle” refers to a counterintuitive initial increase in the price level following a contractionary monetary policy shock. Sims (1992) first uncovered this anomaly and showed that it tends to disappear when commodity prices are included in a VAR. He suggested that the anomaly arises because central banks respond to commodity prices as an indicator of future inflation, so that omitting this variable from the model would produce an apparent price “reaction” that in fact reflects the response of monetary policy to perceived future inflation. Note that extending the VAR with commodity prices does not alter our conclusions.

8We estimate the VAR in (log) levels with four lags, which allows for possible cointegrating relationships in the data (Sims et al (1990)).

9Results from robustness checks with different orderings of house prices and credit are available upon request.

10The confidence intervals are constructed using 10,000 replications of a recursive-design wild bootstrap procedure that accounts for possible correlation of the VAR residuals across economies.

11Another possible reason is the flexibility of the effective lending rate, determined by the maturity structure of debt contracts (short- vs long-term) and the adjustability of lending rates (fixed vs variable). We do not assess the relevance of this potential factor here because the information on lending rate flexibility is rather sketchy. For instance, information on the adjustability of lending rates is generally available only for the household sector and for specific points in time (Borio (1995), CGFS (2006)). BIS (1995) finds that the distinction between fixed and flexible lending rates was important in explaining cross-country differences in monetary transmission. More recently, Calza et al (2013) report VAR-based evidence suggesting that monetary transmission to house prices, consumption and residential investment is stronger in economies with predominantly variable rate – as opposed to fixed rate – mortgage contracts.

12Debt-to-GDP is preferred to debt-to-income of the private non-financial sector because it also accounts for the share of the private sector in total GDP. The group of high-debt economies comprises Canada, Denmark, Hong Kong SAR, Japan, the Netherlands, Norway, Sweden, Switzerland and the United States; the low-debt economies are Australia, Belgium, Finland, France, Germany, Italy, South Africa, Spain and the United Kingdom.

13The confidence intervals are constructed as before (see footnote 10). The joint estimation of the VARs allows us to construct confidence intervals for the differences between the high-debt and low-debt economies’ IRFs.

14These results also hold when we exclude individual countries from the analysis, and when we change the groupings, eg comparing the six highest and six lowest debt-to-GDP economies.
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Household debt: recent developments and challenges1

The responsiveness of aggregate expenditure to shocks depends on the level and interest rate sensitivity (duration) of household debt, as well as on the liquidity of the assets it finances. Household-level spending adjustments are more likely to be amplified if debt is concentrated among households with limited access to credit or with less scope for self-insurance. The way in which household indebtedness affects the sensitivity of aggregate expenditure matters for both macroeconomic and financial stability. Financial institutions can suffer balance sheet distress from both direct and indirect exposure to the household sector. From a macroeconomic stability viewpoint, monetary transmission is the key issue. In a high-debt economy, interest rate hikes could be more contractionary than cuts are expansionary. These considerations point to a complementarity between current macroprudential and future monetary policy.

JEL classification: E21, E24, E52, E58, D15, G01.

Ten years after breakdowns in housing finance markets plunged the financial system into crisis, household debt levels are again rising, with debt-to-GDP ratios reaching historical highs in several countries (Graph 1). Central banks are increasingly concerned that this may pose a threat to macroeconomic and financial stability (eg Reserve Bank of Australia (2017), Bank of Canada (2017), Bank of England (2017)).

After discussing key developments in household debt since the Great Financial Crisis (GFC), this special feature seeks to highlight some of the mechanisms through which household debt may threaten both macroeconomic and financial stability.

Debt lets households smooth shocks and invest in high-return assets such as housing or education, raising average consumption over their lifetimes. However, high household debt can make the economy more vulnerable to disruptions, potentially harming growth. As aggregate consumption and output shrink, the likelihood of systemic banking distress could increase, since banks hold both direct and indirect credit risk exposures to the household sector.

[image: Household debt since the Great Financial Crisis]

This special feature starts by discussing recent developments in household debt, focusing on trends, levels, and composition but also considering buffers and debt burdens. The following two sections discuss the implications for macroeconomic and financial stability, as sketched out above. They also provide evidence that high household debt can indeed slow economic growth in the medium term, possibly increasing the likelihood of systemic distress. A concluding section highlights some of the issues relevant for monetary and macroprudential policies.

How has household debt developed since the GFC?

Countries can be broadly classified into four groups, based on the level and trend of household debt as a ratio to GDP (debt ratio). An especially significant group comprises those countries with debt ratios that are both high (eg over 60% of GDP on average since the GFC) and trending higher (Graph 1, first panel).2 Among these, the debt ratio now exceeds 120% in both Australia and Switzerland. Countries in the second group also have high household debt relative to GDP, but the debt ratio trend seems to have either levelled off or declined in recent years (Graph 1, second panel). The two right-hand panels in Graph 1 relate to countries with average household debt ratios below 60% in the period since 2007. Among these, the third panel shows countries where debt ratios have been trending up during the past 10 years, while the fourth displays some where debt has fallen.

The composition of household debt is heavily skewed towards housing-related debt (Table 1, columns 1 and 2). Mortgages make up the lion’s share of debt (between 62 and 97% in the group of countries considered here), a share that has remained broadly stable since the GFC. Households may take out mortgages to buy not only a primary residence but also properties that are rented out.3

In order to assess the implications of elevated household debt levels, it is crucial to have a sense of whether households can bear the resulting debt burdens without resorting to large adjustments in consumption should circumstances worsen.

To that end, it is important to establish whether households have been accumulating buffers that can help smooth unexpected adverse changes. The left-hand panel of Graph 2 reports household “leverage”, defined here as the ratio of household debt to financial assets. Leverage is flat for countries in the first and third groups from Graph 1, suggesting that households in countries with rising debt have also seen the value and amount of their assets rise. Households in the second group, where debt is high but falling, seem to have made the most significant progress in repairing balance sheets, with leverage dropping more than 10 percentage points in the 10 years since the GFC.

[image: Household debt buffers and burdens]

[image: Household mortgage debt: key features]

The size of household debt burdens matters too. This is best measured by the ratio of interest payments and amortisation to income – the debt service ratio (DSR; Drehmann et al (2015)). In countries where household debt has been on the rise (groups 1 and 3), DSRs have consistently exceeded their long-term averages in the 10 years since the GFC (Graph 2, right-hand panel). The DSR dynamics, however, differ across the two groups. While the DSR has been on an upward trend in group 3, its level has been more volatile in group 1. As shown in Table 1, countries in group 1 are mostly “adjustable rate” countries, while countries in group 3 are mostly “fixed rate” (column 3). This observation suggests that, while DSRs in the latter group have been pushed up by credit growth, falling interest rates have played a bigger role in the former group, occasionally offsetting the effect of higher credit on debt service burdens.4 In countries where household debt has been flat or falling (groups 2 and 4), by contrast, the DSR has been trending down since 2007.

Household debt and the economy

The level and distribution of household debt affects the responsiveness of aggregate demand and aggregate supply in the wider economy to shocks. In turn, this has implications for macroeconomic and financial stability.

Household debt and macroeconomic stability

A household’s stock of debt affects its ability to deal with an unanticipated deterioration in its circumstances, such as lower income, lower asset prices or higher interest rates. In order to avoid cutting consumption too much, the household has a number of options. First, it can draw down savings. Assets such as current account balances, stocks or mutual funds can easily be converted into cash. By contrast, illiquid assets such as housing can be pledged for borrowing only in in jurisdictions where equity release products such as home equity lines are available (Table 1, column 4). In this sense, assets can work as self-insurance. Formal insurance options, whether private or public (eg unemployment insurance), may also be on hand. Second, the household can adjust its debt. It can try to reduce its existing debt burden by renegotiating or refinancing. In jurisdictions where loans are not full-recourse (Table 1, column 5), it could also default strategically. And if it retains access to markets, it could obtain additional (unsecured) credit.

Several features of a household’s indebtedness will influence the attractiveness of these options and hence the ultimate cut in consumption.5 First, a highly levered household is less likely to be able to adjust by borrowing, as lenders would be less forthcoming. These households are said to be closer to their “borrowing constraints”. Mortgage lenders, for example, typically impose loan-to-value ceilings on new loans (Table 1, column 6). Indeed, there is evidence that, after the GFC, households with higher debt-to-income ratios – a proxy for leverage – cut spending by more than those with lower ratios. Between 2007 and 2009, spending cuts by UK households with debt ratios above 400% were 10 times higher than those of households with ratios below 100% (Bunn and Rostom (2015)). In Norway the difference in response was somewhat less pronounced but households with low debt burdens actually increased spending (Fagereng and Halvorsen (2016), Bank of England (2017)).

Second, the more illiquid the wealth financed through debt, the higher the cut in consumption. Examples might be large shares of wealth in housing (ie mortgage debt) or human capital (ie student debt), as confirmed by Kaplan et al (2014). The behaviour of such households and individuals could be an important driver of aggregate expenditure where high debt levels coincide with a large share of wealth locked up in residential property, as in Sweden. Similarly, in Australia, the liquid pre-payment buffers on mortgage-offset accounts are heavily concentrated on older mortgages with less time to maturity.6 For one third of mortgages, available repayment buffers cover no more than one month’s worth of loan payments (Reserve Bank of Australia (2017)).7


Accounting for the increase in the stock of debt: credit demand vs credit supply

Rising household debt can reflect either stronger credit demand or an increased supply of credit from lenders, or some combination of the two.

Unconstrained households can borrow in order to smooth consumption before an anticipated increase in income or after an unexpected temporary drop in income (eg illness, accidents, short-term unemployment). In addition, households borrow to finance investment in illiquid assets with high long-term returns such as housing (Kaplan et al (2014)). Credit demand might rise because households are optimistic about income prospects, or because costs (interest rates) are low. The post-Great Financial Crisis period has seen extraordinary monetary accommodation, very low borrowing rates and low returns on safe assets. This combination has lifted debt-financed demand for housing, either for own use or as an investment (eg in Germany, property has recently been referred to as “concrete gold”).

Structural factors such as demographic shifts could also be playing a supporting role. Population growth could have contributed to the rise in credit in Australia and Canada. Structural factors combine with demand factors in Korea: returns on real estate investments have been especially high, encouraging households close to retirement to borrow to invest in buy-to-let properties with the aim of generating income for old age.[image: icon]

Favourable supply conditions can also boost credit to households. In Australia, for instance, heightened competition among lenders seems to have resulted in a relaxation of lending standards. There is some evidence that this may also matter for UK consumer credit (Bank of England (2017)). In Korea, solvency (loan-to-value ratios) and affordability (debt-to-income ratios) requirements on new loans have been relaxed as part of a broader easing of real estate regulation. In the United States, the government has supported the secondary mortgage market through its long-standing implicit guarantee of debt issued by government-sponsored enterprises. In addition, the post-crisis world has been marked by greater emphasis on a more traditional, retail-oriented approach to banking.

Table A presents evidence that supply factors may have been more important than demand in driving household credit in some jurisdictions. The coefficients are computed following Mian et al (2017), who estimate a proxy vector autoregression (VAR) in two steps. A negative (positive) coefficient implies that increases in credit to households that are not explained by the dynamics of GDP growth, credit to households itself and credit to non-financial firms are associated with narrow (wide) mortgage spreads, which are in turn more likely to be correlated with outward shifts in credit supply than in credit demand. The results shown in column 1 use the sample of countries listed in Table 1. These results are qualitatively consistent with the findings of Mian et al (2017), who consider a broader range of countries (column 2), although the estimates are not as precise because of the smaller sample size.

[image: Supply vs demand factors in driving credit]

[image: icon] Between 2012 and 2016, the number of households in the 60+ age group owning buy-to-let properties has grown by about 50%, and accounts for most of the growth in such investments. The investments are largely debt-financed.



Third, the interest rate sensitivity of a household’s debt service burden is likely to matter. The greater the interest rate sensitivity – or duration – of a household’s liabilities relative to that of its assets, and the shorter the maturity of these liabilities, the larger the impact on consumption (Auclert (2017)). This effect would be bigger in countries with more debt at variable rates.

Finally, high debt (relative to assets) can make a household less mobile, and hence less able to adjust by finding a new or better job in another town or region. Homeowners may be tied down by mortgages on properties that have depreciated in value, especially those that are underwater (ie worth less than the loan balance). The trend of homeownership tenure in the United States is consistent with this possibility. The median homeownership tenure there was about four years over the period 2000–07, but it has been rising steadily since and has now approximately doubled.8

These household-level observations have implications for aggregate demand and aggregate supply. From an aggregate demand perspective, the distribution of debt across households can amplify any drop in consumption. Notable examples include high debt concentration among households with limited access to credit (ie close to borrowing constraints) or less scope for self-insurance (ie low liquid balances).

Since poorer households are more likely to face these credit and liquidity constraints, an economy’s vulnerability to amplification can be assessed by looking at the distribution of debt by income and wealth. In many countries, most debt is held by households in the top quintiles of the income and wealth distribution. In Canada, for example, the two top quintiles hold approximately 50% of total and mortgage debt (Graph 3, left-hand panel). In Australia, households in the top income brackets tend to have substantially higher debt ratios than those at the bottom of the distribution (eg in 2014, the top two quintiles had debt ratios of about 200%, while the bottom two had ratios of about 50%, centre panel). This is not necessarily the case everywhere, however. In Sweden, the debt ratio is more equally distributed across the income distribution (right-hand panel).

Moreover, all else equal, one would expect the impact of indebtedness on monetary transmission to be larger in economies where household debt is high and adjustable-rate debt is more prevalent (see also Hofmann and Peersman (2017, this issue) and BIS (1995)). Monetary policy is likely to have asymmetrical effects in a high-debt economy, meaning that interest rate hikes cause aggregate expenditure to contract more than cuts would cause it to expand (Sufi (2015)). This is because credit-constrained borrowers cut consumption a lot in response to interest rate hikes, as their debt service burdens increase. However, they do not expand it as much in response to cuts of equal magnitude. They prefer to save an important fraction of their gains so as to avoid being credit-constrained again in the future (Di Maggio et al (2017)). The asymmetry is likely to increase as the duration of household liabilities shortens, as this boosts the impact of interest rate hikes on their debt service burdens.

[image: Distribution of debt]

BIS simulation analysis (BIS (2017)) provides evidence consistent with the observation that DSRs are more sensitive to rate hikes in economies where the duration of household debt is shorter (Graph 4).9 In countries where household debt has risen rapidly since the crisis, and where the majority of mortgages are adjustable-rate, DSRs are already above their historical average, and would be pushed yet further away by higher interest rates (eg in group 1, Australia and Norway; see Table 1, column 3, and Graph 4, top row). By contrast, countries where households have been actively repairing their balance sheets post-crisis (eg in group 2, Spain and the United States, see Table 1, column 3, and Graph 4, bottom row) appear less vulnerable to an increase in rates, despite the large share of adjustable-rate mortgages.

From an aggregate supply perspective, an economy’s ability to adjust via labour reallocation across different regions can weaken if household leverage grows over time. In such an economy, a fall in house prices – as may be associated with interest rate hikes – would saddle a number of households with mortgages worth more than the underlying property. A share of these “underwater” homeowners might also lose their jobs in the ensuing contraction. In turn, their unwillingness to realise losses by selling their property at depressed prices may prolong their spell of unemployment by preventing them from taking jobs in locations that would require a house move. As a result, the economy could experience a higher rate of structural unemployment. However, empirical evidence for this lock-in effect is mixed (eg Valletta (2013)).

[image: Household debt servicing burdens under different interest rate scenarios]

Household debt and aggregate demand: some evidence

A growing body of evidence points to the existence of a “boom and bust” pattern in the relationship between household debt and GDP growth (Mian et al (2017), Lombardi et al (2017), IMF (2017)). An increase in credit predicts higher growth in the near term but lower growth in the medium term.

This boom-bust pattern appears to be robust across different samples. Table 2, following Mian et al (2017), takes a first stab at exploring the relationship between household debt and GDP growth by looking at correlations. The first row presents estimates of the impact of past changes in household debt on GDP growth, both contemporaneously and in subsequent periods. The first column reports the estimate of the impact of the change in household debt between year t − 4 and t − 1 (ie the three-year change in the debt level) on GDP growth in year t − 1, the second column the impact on growth in year t (ie one year ahead) and so on, until the last column, which shows the impact in t + 5 (ie five years ahead).10

The first row confirms the existence of a boom-bust pattern. Higher debt boosts growth in the near term but reduces it over a longer horizon. This impact is both economically and statistically more meaningful further into the future. The estimates reported in the first row are consistent with those of the original study, although the precision is lower due to a smaller sample size (second row, in parentheses).

The boom-bust pattern is also robust to changes in the empirical approach. For example, Lombardi et al (2017) use a co-integrating model that can distinguish between short- and long-term effects.11 The short-term coefficients are all positive, albeit not statistically significant, while the long-term coefficients are negative and significant (Table 3).

Household debt and financial stability

Elevated levels of household debt could pose a threat to financial stability, defined here as distress among financial institutions. In most jurisdictions, this is chiefly because of sizeable bank exposures.12 These exposures relate not only to direct and indirect credit risks, but also to funding risks.

[image: Credit expansion and GDP growth]

[image: Credit expansion and GDP growth: controlling for endogeneity]

The direct exposure to credit risk associated with household debt reflects the likelihood that borrowers will default. Defaults occur when debt service costs become hard to bear because interest rates increase or incomes fall (eg in a recession). There is some evidence that this may be occurring in Australia, where high-DSR households are more likely to miss mortgage payments (Read et al (2014)).

Moreover, if higher interest rates reduce collateral values, such as house prices, (eg Aladangady (2014)), recovery values will also take a hit. In other words, banks will face a higher loss-given-default. In jurisdictions where strategic default is a possibility – because loans are less than full recourse (eg China, Brazil, India, Korea, Mexico, see column 5 in Table 1) – fire sales could depress collateral values further.

The indirect exposure to household debt arises from any increase in credit risk linked to households’ expenditure cuts. These are bound to have a broader impact on output and hence on credit risk more generally. Deleveraging by highly indebted households could induce a recession so that banks’ non-household loan assets are likely to suffer.13 This indirect channel is arguably more difficult to quantify, but it is probably more important in jurisdictions where households have relatively more limited access to credit markets and a capacity for self-insurance.

Arguments made in the previous section imply that direct and indirect risk exposures to households are positively correlated, so that mortgages are likely to perform badly just when households are cutting consumption. An important issue, then, is whether banks are equipped to deal with these risks. Bank profitability in several countries has been sluggish in the 10 years since the GFC (Graph 5, left-hand panel), limiting banks’ ability to use retained earnings to cushion unexpected losses. In addition, the concurrent expansion in mortgage credit is in large part driving a decline in average risk weights – mortgages are not seen to be as risky as, eg, corporate loans – especially in Australia and Sweden (Graph 5, centre panel). Any corresponding concentration of mortgages in banks’ portfolios implies that direct credit risk exposures to the household sector could deplete a large chunk of their capital buffers if mortgage performance deteriorates significantly. Moreover, this would happen at the same time as indirect credit risk exposures deteriorate, putting further strain on bank balance sheets. That said, bank capital positions are generally strong; Swedish and Swiss banks, in particular, appear to have ample capital cushions (Graph 5, right-hand panel).

Financial stability may also be threatened by funding risks (Table 1, column 7). In Sweden (as in much of the euro area), banks fund mortgages by issuing covered bonds, which are held primarily by Swedish insurance companies and other banks.14 This network of counterparty relationships could become a channel for the transmission of stress, as any decline in the value of one bank’s cover pool could rapidly affect that of all the others. That said, covered bonds are dual recourse, so buyers have a claim both on the collateral pool and on the issuer. This might mitigate the risk of default and contagion. Korea has recently introduced policies to develop loan securitisation as an alternative funding source.15 Plain vanilla securitisation removes credit risk from the balance sheet of banks and transfers it to investors. To the extent that the latter are less leveraged, such a transfer may mitigate financial stability risks. However, as the GFC illustrated, securitisation poses its own risks that need to be understood and managed by investors and other counterparties.

This discussion suggests that household-based credit measures could be good predictors of systemic banking distress, much like broader credit measures (eg Borio and Lowe (2002), Drehmann and Juselius (2014), Jordà et al (2016)). Among these, the credit gap – defined as the difference between total credit to GDP and its long-term backward-looking trend – and the total DSR are of special interest. While the credit gap is typically found to be the best leading indicator of distress at long horizons (eg Borio and Drehmann (2009), Detken et al (2014)), the total DSR provides a more accurate early warning signal closer to the occurrence of a crisis (Drehmann and Juselius (2014)). Going forward, establishing the predictive performance of an appropriately defined “household credit gap” and of the household DSR seems especially relevant.
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Conclusions

Central banks and other authorities need to monitor developments in household debt. Several features of household indebtedness help to shape the behaviour of aggregate expenditure, especially after economic shocks. The level of debt and its duration – as well as whether debt has financed the acquisition of illiquid assets such as housing – all play a role in determining how far an individual household will cut back its consumption. Aggregating up, the distribution of debt across households can amplify these adjustments. In turn, such amplification is more likely if debt is concentrated among households with limited access to credit or less scope for self-insurance. Since these households are also likely to be poorer households, keeping track of the distribution of debt by income and wealth can help indicate an economy’s vulnerability to amplification.

Understanding the impact of household indebtedness on the sensitivity of aggregate expenditure to shocks is relevant not only for macroeconomic stability, but also for financial stability. Distress among financial institutions with exposures to the household sector arises because of both direct and indirect exposures, and these are arguably positively correlated. If aggregate demand contracts because households adjust expenditure, the performance of both household and non-household loans could deteriorate.

From a macroeconomic stability perspective, one of the main issues for central banks is that of monetary transmission. Monetary policy could have asymmetrical effects in an economy with high levels of household debt, meaning that an interest rate hike would be more contractionary than an equally sized rate cut would be expansionary. Importantly, the asymmetry increases as the maturity of debt shortens, so that central banks in high-debt countries with a large share of adjustable rate mortgages could expect large contractions following small rate hikes, complicating post-GFC interest rate normalisation.

These considerations suggest that there could be a complementarity between current macroprudential measures seeking to dampen household credit growth and future expansionary monetary policy. Macroprudential instruments such as loan-to-value caps (on the borrower side) or credit growth caps (on the lender side) are designed to force borrowers and lenders to internalise the impact of large credit expansions on the probability of a systemic crisis, thereby aligning private and social incentives. If these measures do succeed in stemming household credit growth, thus containing debt levels, they would also afford central banks greater future room for manoeuvre in setting monetary policy.

References

Aladangady, A (2014): “Homeowner balance sheets and monetary policy“, Board of Governors of the Federal Reserve System, Finance and Economics Discussion Series, no 2014–98.

Arcand, J, E Berkes and U Panizza (2015): “Too much finance?“, Journal of Economic Growth, vol 20, no 2, pp 105–48, June.

Auclert, A (2017): “Monetary policy and the redistribution channel“, NBER Working Papers, no 23451.

Bank for International Settlements (2017): 87th Annual Report, June.

——— (1995): “Financial structure and the monetary policy transmission mechanism”, BIS Papers, no 0.

Bank of Canada (2017): Financial Stability Review, June.

Bank of England (2017): Financial Stability Report, June.

Borio, C and P Lowe (2002): “Asset prices, financial and monetary stability: exploring the nexus”, BIS Working Papers, no 114, July.

Borio, C and M Drehmann (2009): “Assessing the risk of banking crises – revisited”, BIS Quarterly Review, March, pp 29–46.

Bunn, P and M Rostom (2015): “Household debt and spending in the United Kingdom”, Bank of England Staff Working Paper, no 554.

Calza, A, L Stracca and T Monacelli (2013): “Housing finance and monetary policy”, Journal of the European Economic Association, vol 11, pp 101–22.

Cecchetti, S and E Kharroubi (2012): "Reassessing the impact of finance on growth”, BIS Working Papers, no 381, July.

Cerutti, E, J Dagher and G Dell’Ariccia (2015): “Housing finance and real-estate booms: A cross-country perspective”, IMF Staff Discussion Notes, no 15/12.

Detken, C, O Weeken, L Alessi, D Bonfim, M Boucinha, C Castro and P Welz (2014): “Operationalising the countercyclical capital buffer: Indicator selection, threshold identification and calibration options”, European Systemic Risk Board, Occasional Papers, no 5.

Di Maggio, M, A Kermani, B Keys, T Piskorski, R Ramcharan, A Seru and V Yao (2017): ”Interest rate pass-through: Mortgage rates, household consumption, and voluntary deleveraging”, American Economic Review, vol 107, no 11, pp 3550–88.

Doepke, M and M Schneider (2006): “Inflation and the redistribution of nominal wealth”, Journal of Political Economy, December 2006, vol 114, no 6, pp 1069–97.

Drehmann, M and M Juselius (2014): “Evaluating early warning indicators of banking crises: Satisfying policy requirements”, International Journal of Forecasting, vol 30, no 3, pp 759–80.

Drehmann, M and K Tsatsaronis (2014): “The credit-to-GDP gap and countercyclical capital buffers: questions and answers”, BIS Quarterly Review, March, pp 55–73.

Drehmann, M, A Illes, M Juselius and M Santos (2015): “How much income is used for debt payments? A new database for debt service ratios”, BIS Quarterly Review, September, pp 89–103.

Fagereng, A and E Halvorsen (2016): “Debt and household consumption responses”, Norges Bank Staff Memo, 1/2016.

Ghent, A and M Kudlyak (2010): “Recourse and residential mortgage default: Evidence from US states”, The Review of Financial Studies, vol 24, no 9.

Hofmann, B and G Peersman (2017): “Is there a debt service channel of monetary transmission?”, BIS Quarterly Review, December, pp 23–37.

International Monetary Fund (2017): Global Financial Stability Report, October.

James, J (2012): “The college wage premium”, Federal Reserve Bank of Cleveland, Economic Commentary, no 2012–10.

Jordà, Ò, M Schularick and A Taylor (2016): “The great mortgaging: housing finance, crises and business cycles”, Economic Policy, vol 31, no 85, pp 107–52.

Kaplan, G, G Violante and J Wiedner (2014): “The wealthy hand-to-mouth”, Brookings Papers on Economic Activity, Spring.

Lombardi, M, M Mohanty and I Shim (2017): “The real effects of household debt in the short and long run”, BIS Working Paper, no 607, January.

Mian, A, A Sufi and E Verner (2017): “Household debt and business cycles worldwide”, Quarterly Journal of Economics, forthcoming.

Read, M, C Stewart and G La Cava (2014): “Mortgage-related financial difficulties: Evidence from Australian micro-level data”, Reserve Bank of Australia, Discussion Paper, no 2014–13.

Reserve Bank of Australia (2017): Financial Stability Review, April.

Sufi, A (2015): “Out of many, one? Household debt, redistribution and monetary policy during the economic slump”, Andrew Crockett Memorial Lecture, Basel, 28 June.

Valletta, R (2013): “House lock and structural unemployment”, Labour Economics, vol 25, pp 86–97.

 

 

1This special feature draws on material prepared for the Committee on the Global Financial System. Bernadette Donovan (Reserve Bank of Australia), Alexander Ueberfeldt (Bank of Canada), Peter van Santen (Sveriges Riksbank), Gavin Wallis (Bank of England) and Seung Sik Byun (Bank of Korea) provided a wealth of useful material about their respective jurisdictions, as well as insightful comments on earlier drafts. Special thanks to Marco Lombardi for sharing code. Thanks also to Claudio Borio, Stijn Claessens, Benjamin Cohen, Dietrich Domanski, Mathias Drehmann, Gianni Lombardo, Hyun Song Shin, Kostas Tsatsaronis and Grant Turner for comments and helpful discussions. Anamaria Illes provided outstanding research assistance. Any errors and omissions are solely the author’s responsibility. The views expressed here are those of the author and do not necessarily reflect those of the BIS.

2Studies of financial development have found the existence of a tipping point in financial deepening. When aggregate credit exceeds a certain threshold (between 80 and 100% of GDP), the relationship between credit and long-term GDP growth turns from positive to negative (eg Cecchetti and Kharroubi (2012), Arcand et al (2015)). A recent analysis (IMF (2017)) suggests that a tipping point may exist also in the relationship between household credit and long-term GDP growth. The exercise finds that the maximum positive impact is when household debt is between 36 and 70% of GDP. The threshold chosen for the grouping of countries in this special feature – 60% of GDP – is roughly in the middle of this interval.

3This investment option is particularly popular in Korea, where almost 80% of rented property is owned by households. In Australia, the share of lending to investors has been rising in recent years.

4The DSR is driven by the level of debt and interest rates: the higher the level of debt, the higher the DSR, and similarly for interest rates (Drehmann et al (2015)). The maturity of debt is another important dimension. All else equal, a longer maturity reduces the debt service burden as compared with a shorter maturity.

5A household can also increase its labour supply, up to a natural limit.

6Funds deposited on an offset account are netted against the borrower’s outstanding mortgage balance for the purposes of calculating interest on the loan. A mortgage offset account works like a demand deposit account, so that accumulated funds are available for withdrawal or for purchasing goods and services.

7See Chapter 2, Graph 2.8.

8See www.attomdata.com/news/heat-maps/q2-2017-home-sales-report/.

9Cross-country evidence on monetary transmission presented by Calza et al (2013) is also consistent with the argument.

10A test of equality between the correlation of changes in household debt with GDP growth and the correlation of changes in firm debt with GDP growth (not reported) confirms that a rise in household debt has an effect that is statistically distinct from a rise in firm debt, which is negatively correlated with GDP growth both contemporaneously and into the future (estimates not reported).

11Incidentally, this model – a cross-sectional augmented autoregressive distributed lag model – can also overcome endogeneity issues (ie the fact that household debt and GDP are jointly determined).

12There are countries where a significant share of housing finance is provided by non-banks. For example, mortgage (and consumer) credit finance in the United States is heavily dependent on securitisation. In other countries (such the Netherlands and Switzerland), pension funds and insurance companies are also mortgage lenders.

13In addition, banks (and MBS holders) are exposed to the household sector through (mortgage) prepayment risk, which tends to increase when interest rates decline. Prepayment risk is more likely to be an issue in jurisdictions where early loan repayment penalties are low (eg Italy, the United States) and where the banking sector is competitive (eg the United Kingdom).

14Foreign investors hold around 35% of the outstanding volume of covered bonds.

15In March 2012, the Korea Housing Finance Corporation, a government-sponsored enterprise supporting home ownership for low- and middle-income households, introduced the Conforming Loan. This is a long-term and fixed-rate amortised loan designed for the securitisation of mortgage loans for the general public. The product is thought to have made a significant contribution to the restructuring of Korean household debt: it has encouraged commercial banks to shift from short-term, floating-rate loans subject to lump-sum repayments at maturity to long-term, fixed-rate amortised loans.
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Stock prices buoyed by sentiment and economic conditions Graph 1
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Solid growth and moderate inflation herald further tightening in the US Graph 2
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Balance sheet normalisation helps stop the dollar’s year-long slide Graph 3
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Tighter monetary policy boosts debt service!
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Monetary policy affects DSRs primarily through lending rates*
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Monetary transmission is stronger in economies where debt is high*
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Higher debt coincides with a larger impact of monetary policy on GDP*
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Risk transfers into and out of BIS reporting banking systems
At end-June 2017, in billions of US dollars

Table 1

Banking system Vis-a-vis all countries Vis-a-vis foreign countries Vis-a-vis home country
Claims® NRTs? Claims® NRTs? Claims® NRTs?

Austria 703 0 341 -4 362 4
Belgium 530 0 215 -1 314 1
Canada 3,440 1 1,494 1 1,946 0
Chile 180 0 12 0 169 0
Chinese Taipei 1,446 0 305 -23 1141 23
France 6,955 1 2,832 -9 4,123 10
Germany 7,406 0 2,256 -305 5151 305
Greece 334 0 84 0 250 0
Japan 18,864 0 3,992 -158 14,872 158
Korea 1,865 0 168 -7 1,697 7
Singapore 824 0 466 12 359 -12
Spain 3323 0 1,602 -12 1721 12
Sweden 1570 0 847 -9 723 9
Switzerland 2,837 0 1425 54 1411 54
United Kingdom 5709 0 3172 25 2,537 -25
United States 13,962 0 3,165 -30 10,797 30

* Claims on an immediate counterparty basis. 2 Net risk transfers: inward minus outward risk transfers.

Sources: BIS consolidated banking statistics; authors’ calculations.
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Credit expansion and GDP growth Table 2

Dependent variable: three-year GDP growth, Ay 4y k = o
Oneyearago Thisyear ~ Oneyear Twoyears Threeyears Fouryears Five years
ahead ahead ahead ahead ahead
k= k=1 k=2 k=3 k=4 k=5
3-year change in credit to 0124 0128 0,066 0065  -0.208™*  -0.287*  -0.259*
households, Asd!, (-009%)  (-0091)  (0073)  (0056)  (-0.069)  (-0.088)  (-0.098)
R 0018 0051 0057 0048 0076 0108 0089
Observations 504 504 485 466 447 428 409

Notes: this table presents results from estimating the following specification: Aqy,,, = a + f"AdM, +B" A, +ugy for
k=-1,0,...,5 where A,d}’, denotes the three-year change in credit to non-financial firms. Each column gradually leads the left-hand-side
variable by one year. Reported R? values are from within-country variation. Standard errors in parentheses are dually clustered on country
and year, ***/**/* indicates significance at the 1/5/10% level, respectively. The sample is an (unbalanced) panel of the following countries:
Australia, Belgium, Brazil, Canada, Germany, France, Hong Kong SAR, Italy, Japan, Korea, Mexico, the Netherlands, Singapore, Spain, Sweden,
Switzerland, the United Kingdom, the United States and the euro area. The data are yearly, covering the period from 1985 to 2016.
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Credit expansion and GDP growth: controlling for endogeneity Table 3

Dependent variable: GDP growth, A,y

CS-ARDL model with 1 lag CS-ARDL model with 2 lags  CS-ARDL model with 3 lags

Short-run effects

A household debt, A,d/, (Ist lag) 0011 0.020 0016
(0.011) (0.014) (0.013)

A household debt, 4,d!", (2nd lag) 0.012 0.010
(0.010) (0.014)

A household debt, A,d!", (3rd lag) —017
(0.015)

Observations 1487 1485 1483

Long-run effects

Household debt, d/f -0.0122** -0.108** -0.096**
(0.023) (0.024) (0.025)

Observations 1489 1487 1485

Notes: this table presents results from estimating the co-integrating relationship ,y,, = 8! + a(L)A,d}} + u;,, where 4,y is GDP growth
and df is household debt as a share of GDP (see equation (8) in Lombardi et al (2017)), pooling across countries. The first three rows above
the line report estimates of the short-run coefficients, (L), estimated as in Table 4 in Lombardi et al. The first row below the line reports
estimates of the long-run coefficient, 6, estimated as in Table 2 in Lombardi et al, that s, correcting for cross-sectional serial correlation using
cross-sectional averages in an autoregressive distributed lag model (CS-ARDL approach). Standard error in parentheses. The sample is an
(unbalanced) panel including the following countries: Australia, Belgium, Brazil, Canada, Germany, France, Hong Kong SAR, Italy, Japan, Korea,

Mexico, the Netherlands, Singapore, Spain, Sweden, Switzerland, the United Kingdom, the United States and the euro area. The data are
quarterly, beginning in Q1 1995.

© Bank for International Settlements






OPS/images/tab4-1.jpg
Household mortgage debt: key features

Table 1

Country Mortgage share Main interest Equity release Full recourse  Max LTV:  Retail funding?
(in per cent) rate type products
2007 2017

Group 1: High and rising
Australia 86 92 Variable Used Yes 100 Other
Canada 76 75 Mixed Used Yes 95 Retail deposit
Korea 76 Variable No 70 Retail deposit
Norway 97 97 Variable Used Yes 85 Retail deposit
Sweden 83 87 Variable Used Yes 95 Other
Switzerland Fixed Not used Yes 80 Other
Group 2: High and flat/falling
Netherlands 94 97 Fixed Used Yes 125 Retail deposit
Spain 95 96 Variable Limited use Yes 100 Retail deposit
United 80 78 Variable Used Yes 110 Retail deposit
Kingdom
United States 80 72 Mixed Used Varies by state® 100 Other
Group 3: Low and rising
Belgium 78 83 Fixed Not used Yes 100 Retail deposit
Brazil Fixed No 90 Retail deposit
China Variable No 80 Retail deposit
France 82 86 Fixed Not used Yes 100 Retail deposit
Singapore Variable Yes 80 Other
Group 4: Low and flat/falling
Germany 95 97 Fixed Not used Yes 80 Retail deposit
India Mixed No 110 Retail deposit
Italy 91 92 Variable Not used Yes 80 Retail deposit
Japan 62 67 Mixed Not used Yes 80 Retail deposit
Mexico Variable No 100 Other

' Maximum observed LTV, often coincident with legal limit.
markets). * See Ghent and Kudlyak (2011).

Sources: Calza et al (2013); Cerutti et al (2015); Ghent and Kudlyak (2011); national data.

2 Main funding model (ie retail deposit, securitisation, covered bonds, wholesale
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Cleared repos replace reverse repos with the Fed Graph A
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2 Bank of New York Mellon Treasury Tri-Party Repo Index (Treasury "TRIP").
For the three major fund families. Other cleared repo volumes are small.

3 DTCC GCF Repo Index (Treasury Weighted
5 Share of FICC repos cleared through a

CCP. ° Includes the funds “Financial Square Government Fund" and “Financial Square Treasury Obligations”. 7 Includes the funds “Federated

Goverment Reserves Fund” and “Federated Capital Reserves Fund"
Portfolio”, "Premier U.S. Government Money Portfolio”, INVESCO Money Market Fund” and "INVESCO V.I. Money Market Fund”.
repos with the Federal Reserve by funds that invest with the FICC (footnotes 5-7).  **
belonging to the same fund families but which do not clear repos with the FICC.

® Includes the funds “Government & Agency Portfolio”, “Treasury

¢ Reverse

Reverse repos with the Federal Reserve by funds
11 Counterfactual reverse repos with the Federal Reserve

by funds that trade with the FICC, had they grown their trades with the Fed in the same way as non-CCP funds of the same fund families.
Sources: Federal Reserve Bank of St Louis FRED; DTCC; Bank of New York Mellon; Office of Financial Research; BIS calculations.
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Supply vs demand factors in driving credit Table A

Dependent variable: Household debt

(6%} 2
Mortgage-sovereign spread 0217 0341+
(0.153) (0.101)

Observations 358 580

Notes: this table presents results from the second step of the following procedure. First, OLS is used to estimate the reduced-form VAR
residuals of a three-equation VAR in GDP, credit to households and credit to non-financial firms. Then the residuals of the household debt
equation are regressed on the mortgage/sovereign spread (treated as instrument). See Mian et al (2017), Table V1. The sample in column (1)
is an (unbalanced) panel of the following countries: Australia, Belgium, Brazil, Canada, Germany, France, Hong Kong SAR, Italy, Japan, Korea,
Mexico, the Netherlands, Singapore, Spain, Sweden, Switzerland, the United Kingdom, the United States and the euro area. The VAR is
estimated on the full sample (annual data ranging from 1966 to 2012), but the credit supply shock is identified on the subsample where the
instrument (the mortgage spread) is not missing. Column (2) is repeated from Mian et al (2017).
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Risk transfers vis-a-vis selected foreign counterparty countries’
At end-June 2017 Graph 1
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Share in foreign claims (lhs): 4 Inward risk transfers v Outward risk transfers ~ Rhs: B Net risk transfers

! Inward and outward risk transfers do not necessarily sum up to net risk transfers as not all reporting countries provide data for inward and
outward risk transfers. 2 FC = European financial centres: BE, CH, GB, LU and NL. * OF = offshore financial centres excluding HK, KY, SG.
The amount of net risk transfers for all offshore financial centres equals ~$507 billion. ~ * ME = emerging Africa and Middle
East. ° CE = emerging Europe. © LA = emerging Latin America and Caribbean. 7 AS = emerging Asia and Pacific. ® AE = advanced
economies excluding European financial centres.
Sources: BIS consolidated banking statistics; authors’ calculations,
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Evolution of net risk transfers, by counterparty region

As a percentage of foreign claims® Graph 2
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Further information on the consolidated banking statistics is available at www.bis.org/statistics/consstats.htm.

! At quarter-end. Amounts for the respective period are reported already converted to US dollars. There are 27 banking systems reporting
risk transfers. German, Norwegian, Swiss and US banks are excluded due to changes in reporting or for confidentiality reasons.

Sources: BIS consolidated banking statistics (immediate counterparty basis); authors' calculations.
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Accounting for risk transfers in selected counterparty countries*

As a percentage of foreign claims Graph 3
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Further information on the consolidated banking statistics is available at www.bis.org/statistics/consstats.htm.

1 At quarter-end. Amounts for the respective period are converted to US dollars. Each panel decomposes, for a given counterparty country,
net risk transfers across 27 reporting countries’ banking systems. Banks headquartered in Austria, Germany, Hong Kong SAR, Norway and
Switzerland are excluded. The difference between inward risk transfers and outward risk transfers (shown as negative numbers) may not be
equal to net risk transfers, as not all reporters provide data on inward and outward risk transfers. 2 Sum for banks headquartered in reporting
countries in the euro area (nine banking systems, after excluding Austrian and German banks due to changes in reporting), the UK and
Sweden. * Remaining reporting countries’ banking systems.

Sources: BIS consolidated banking statistics (immediate counterparty basis); authors’ calculations.
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Household debt since the Great Financial Crisis

As a percentage of GDP Graph 1
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Source: BIS.
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Risk transfers and rating changes in emerging market economies® Graph 4

NRTS rise when ratings improve? ORTs fall when ratings improve? More NRTs when EMEs are less risky*
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1 EMEs = AR, BR, CL, CN, CO, CZ, HU, ID, IN, KR, MX, MY, PH, PL, QA, RU, SA, TH, TR, TW, UA and ZA. There are 27 banking systems reporting
risk transfers. Austrian banks are excluded due to reporting changes. Rating is an average of the ratings of Moody's, Standard & Poor's and
Fitch taken from Bloomberg, transformed to a numerical scale; higher numbers indicate a better rating. Ratings were available from two
agencies (Standard & Poor's and Fitch) for India, and one (Standard & Poor's) for Chinese Taipei. 2 For each EME: change in the ratio of net
risk transfers (NRT) to foreign claims on an immediate counterparty (IC) basis between Q4 2006 and Q4 2016 versus change in country rating
over the same period. * For each EME: change in the ratio of outward risk transfers (ORT) to foreign IC claims between Q4 2006 and Q4 2016
versus change in country rating over the same period. * For each quarter in the period Q4 2006 to Q4 2016 for the entire group of EMEs:
total dollar value of all NRTs versus weighted average rating of EME portfolio. * IC foreign claims-weighted average rating of the group of

EMEs.

Sources: Bloomberg; BIS consolidated banking statistics (IC basis); authors’ calculations.
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Household debt buffers and burdens Graph 2
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High and rising = Australia, Canada, Korea, Norway, Sweden and Switzerland; high and flat/falling = the Netherlands, Spain, the United
Kingdom and the United States; low and rising = Belgium, Brazil, China, France and Singapore; low and flat/falling = the euro area, Germany,
India, Italy, Japan and Mexico.

1 Household sector financial assets as a share of household debt. Simple average across groups. Data for Korea start Q1 2008 and end
Q4 2016, data for Switzerland end Q4 2015; no data available for BR, CN, IN, MX and SG. ? Difference of DSRs for the household sector
from country-specific long-run averages since 1999. No data available for BR, CH, CN, EA, IN, MX and SG.

Sources: Datastream; national data; BIS; BIS calculations.
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The data in the centre panel are obtained from the Household, Income and Labour Dynamics in Australia (HILDA) Survey. The HILDA Survey
was initiated and is funded by the Australian Government Department of Social Services (DSS), and is managed by the Melbourne Institute of
Applied Economic and Social Research (Melbourne Institute). The findings and views based on these data should not be attributed to either
DSS or the Melbourne Institute.

Sources: Reserve Bank of Australia; Bank of Canada; Sveriges Riksbank.
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Household debt servicing burdens under different interest rate scenarios*

In percentage points, deviations from long-run average Graph 4
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1 Projections for debt service ratios for the household sector given four interest rate scenarios: market-implied (three-month money market
rates evolve in line with market-implied rates); constant rates (three-month money market rates remain constant); 2004 tightening (absolute
changes in three-month money market rates follow the 2004 tightening episode); rapid tightening (three-month money market rates rise to
end-2007 levels within eight quarters and remain fixed thereafter). Projections are based on a country-specific VAR containing as endogenous
variables the credit-to-income ratio for the household sector, interest rates on the stock of household debt, real residential property prices
and real GDP. The three-month money market rate is included as an exogenous variable. The VAR is estimated on quarterly data for the
period 1990-2016; projections start in Q4 2016 for Australia and the United States, and in Q1 2017 otherwise.

Sources: National data; BIS calculations.
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Monetary policy impact on real GDP in individual economies®

Impulse responses to a 1 percentage point increase in the policy rate Graph A2
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! The panels show impulse responses with one- and two-standard error bootstrapped confidence bands.
Source: Authors’ calculations.
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! The panels show impulse responses with one- and two-standard error bootstrapped confidence bands.

Source: Authors’ calculations.
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Differences in impulse responses to a 1 percentage point increase in the policy rate Graph A3
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! The panels show differences between the impulse responses of high- and low-debt economies with one- and two-standard error
bootstrapped confidence bands that are robust to correlation across countries.

Source: Authors’ calculations.
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