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Foreword

Regulators need accurate and timely information to assess emerging risks and to make informed supervisory decisions. Technology can help supervisors by giving them access to more data, structured and unstructured, with greater predictive insights than ever before.

Project Ellipse shows how authorities could use a single platform for "on demand" access to timely and integrated sources of data to help support and inform their supervisory assessments.

This project showcases our strong partnership and collaboration with the Monetary Authority of Singapore and we wish to also thank our project partners at the Bank of England, the International Swaps and Derivatives Association and Financial Network Analytics.

I am confident that Project Ellipse will inspire authorities around the world to further consider, explore and collaborate on common solutions that can future-proof the data and analytical capabilities of supervisors.

Technological advancements in recent years mean that there is scope to significantly improve supervisory effectiveness and outcomes by leveraging on data and technology.

Project Ellipse is a prototype that shows how technology can be used to help supervisors undertake more real-time risk surveillance, and conduct pre-emptive supervision. It demonstrates how data analytics techniques like natural language processing and sentiment analysis can help supervisors to collate and analyse vast volumes of data from disparate sources to gain more timely situational awareness of adverse events that could impact our financial institutions or system.

I want to thank the BIS Innovation Hub for collaborating closely with the Monetary Authority of Singapore, to envision how technology can transform the way we supervise regulated institutions. Project Ellipse is an excellent example of what we can achieve together through collaboration, and MAS is adapting the prototype for our own supervisory needs. I hope other supervisors will similarly find it useful, and look forward to further initiatives to develop common technological solutions for supervisors.
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# Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>API</td>
<td>Application programming interfaces</td>
</tr>
<tr>
<td>BIS</td>
<td>Bank for International Settlements</td>
</tr>
<tr>
<td>BoE</td>
<td>Bank of England</td>
</tr>
<tr>
<td>CDM</td>
<td>Common Domain Model</td>
</tr>
<tr>
<td>CET1</td>
<td>Common Equity Tier 1 (capital)</td>
</tr>
<tr>
<td>CRM</td>
<td>Credit risk mitigation</td>
</tr>
<tr>
<td>EAD</td>
<td>Exposure at default</td>
</tr>
<tr>
<td>EBIT</td>
<td>Earnings before interest and tax</td>
</tr>
<tr>
<td>FNA</td>
<td>Financial Network Analytics</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross domestic product</td>
</tr>
<tr>
<td>ICR</td>
<td>Interest coverage ratio</td>
</tr>
<tr>
<td>ISDA</td>
<td>International Swaps and Derivatives Association</td>
</tr>
<tr>
<td>MAS</td>
<td>Monetary Authority of Singapore</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural language processing</td>
</tr>
<tr>
<td>OTC</td>
<td>Over-the-counter</td>
</tr>
<tr>
<td>PD</td>
<td>Probability of default</td>
</tr>
<tr>
<td>PoC</td>
<td>Proof of concept</td>
</tr>
<tr>
<td>RWA</td>
<td>Risk-weighted asset</td>
</tr>
</tbody>
</table>
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Executive summary

A transformational shift in the volume, speed and variety of data is driving the innovative use of financial technology, leading to rapid changes in the financial landscape. At the same time, regulatory authorities still rely on the collection of template-based supervisory data, which has remained largely unchanged. Supervisors are faced with the challenge of needing to assess rapidly evolving risks to business models and technology-driven changes that may affect financial stability, with regulatory data that are infrequent and collected according to legacy frameworks.

In January 2021, the BIS Innovation Hub Singapore Centre and the Monetary Authority of Singapore (MAS) launched Project Ellipse. With the support of the Bank of England (BoE), the International Swaps and Derivatives Association (ISDA), Financial Network Analytics (FNA) and Accenture, Project Ellipse explores how technology solutions could enable supervision to be more forward-looking, insights-based and data-driven, using an integrated regulatory data and analytics platform.¹ Importantly, the Ellipse prototype combines both structured and unstructured sources of data that are relevant to current events in real time. Advanced analytics are then applied to those integrated data sources to provide supervisors with early warning indicators, analytics and prudential metrics.

Project Ellipse was undertaken in two phases. In Phase 1, the project investigated how data-driven supervision could be enabled by machine-executable digital reporting, using a cross-border common data model. Our exploration found that

---

¹ We would like to extend our sincere thanks to the many public authorities and private sector participants for their time, insights and feedback throughout the project. A special note of thanks to the teams at the MAS, BoE, ISDA and FNA who provided significant support towards the development of the Ellipse prototype. The project also benefited enormously from the extensive feedback and insights provided by participants from the Australian Prudential Regulation Authority, Basel Committee on Banking Supervision, BIS Innovation Network, Bank Negara Malaysia, Bank of England, Bank of Japan, Bangko Sentral ng Pilipinas, European Central Bank, Federal Deposit Insurance Corporation, Federal Reserve Board, Federal Reserve Bank of New York, Financial Services Authority of Indonesia, Financial Services Agency of Japan, Financial Stability Institute, Hong Kong Monetary Authority, International Institute of Finance, Monetary Authority of Singapore, Oesterreichische Nationalbank, Office of the Superintendent of Financial Institutions in Canada, Reserve Bank of India, South African Reserve Bank, Swedish Finansinspektionen, Swiss Financial Market Supervisory Authority and Swiss National Bank.
regulatory reporting requirements can be expressed in unambiguous machine-readable logical reporting instructions underpinned by a consistent data model. Programmatic specifications of the steps for generating regulatory reports can also be published alongside regulations to ensure a clear understanding of the expected data at the most granular level. With additional logical instructions based on the same data model, supervisors could also automatically query the underlying transaction data and generate regulatory metrics referencing that standardised data. Phase 1 illustrated the possibilities and the efficiencies that could be gained if machine-executable reporting using common data models were to be adopted. This could also increase the volume of granular data available to supervisors, as needed to enable the use of advanced analytics.

In Phase 2, the project took existing large exposures regulatory data and integrated these with unstructured data. Advanced analytics such as machine learning and natural language processing were applied to these data sources to make risk correlations and to analyse sentiment, alerting supervisors in real time of issues that might need further investigation. Network analytics were also used to demonstrate how exposures could be mapped, indicating possible systemic risks to the banking system. The Ellipse platform prototype was developed, which can extract insights from the mined data and display these via dashboards as early warnings for supervisory attention. The second phase of Project Ellipse demonstrates how a single platform could be built so that authorities could benefit from "on demand" access to timely and integrated sources of data to help support and inform their supervisory assessments.

The BIS Innovation Hub’s Project Ellipse is a prototype that authorities can test in their own environments and which may help them to explore new solutions. It also presents an opportunity for the global regulatory community to further consider, explore and collaborate on common solutions to future-proof the data and analytical capabilities of supervisors.
Introduction
1. Introduction

In recent years, technology and innovation have spurred rapid and exponential changes in the financial landscape. These have been enabled in part by a transformational shift in the volume, speed and variety of data, driving the innovative use of financial technology.\(^2\) At the same time, the collection of supervisory data through regulatory reporting has remained largely unchanged and is still submitted infrequently using fixed, aggregated templates. Supervisors also manually scan through vast volumes of market and news data to assess early indicators of emerging risks. At times of heightened risk, the need for up-to-date data increases but, given the fixed static nature of regulatory reports, supervisors may not have the timeliest data to make informed judgments. In this environment, supervisors therefore face the dual challenges of needing to assess the forward looking impact that these technology-driven changes may have on business models and risk profiles, with regulatory data that have been collected according to legacy frameworks.

To meet these challenges, in January 2021, the BIS Innovation Hub Singapore Centre and MAS launched Project Ellipse. With the support of the BoE, ISDA and FNA, Project Ellipse explores how technology solutions could enable supervision to be more forward-looking, insights based and data driven. The Ellipse proof-of-concept (PoC) is an integrated regulatory data and analytics platform that combines structured granular data and unstructured sources of data that are relevant to current events in real time. Advanced analytics are then applied to those integrated data sources to provide supervisors with early warning indicators, analytics and prudential metrics.

The project has proceeded in two phases. In Phase 1, Ellipse investigated how data-driven supervision could be enabled by machine-executable digital reporting, using a cross-border common data model. Phase 1 illustrated the possibilities and the efficiencies that could be gained if machine-executable reporting using common data models were to be adopted. This could also increase the volume of granular data available to supervisors, as needed to enable the use of advanced analytics. In Phase 2, advanced analytics such as machine learning and natural language processing were applied to unstructured data and granular reporting data to make risk correlations and to analyse sentiment, alerting supervisors in real time of issues that might need further investigation. Network analytics were also used to demonstrate how exposures could be mapped to indicate possible systemic risks to the banking system.

This report provides a detailed description of the project and outlines the features and functionalities of the Ellipse prototype. Section 2 sets out the challenges supervisors face with regulatory reporting, the rationale for the project and the scope and objectives of the Ellipse PoC Section 3 describes the use case in Phase 1, while Section 4 outlines the development of the Ellipse platform prototype. Section 5 concludes with the project findings, opportunities and further considerations for supervisors.

\(^2\) Also commonly referred to as the three “Vs” – volume, velocity and variety.
Challenges with regulatory data in the digital age
2. Challenges with regulatory data in the digital age

2.1 Regulatory reporting

A core principle for the effective supervision of banks and banking systems requires the supervisor to develop forward-looking assessments of banks’ risk profiles, to identify and assess risks that may emerge from banks and the banking system, and to intervene early if needed.³ To do this effectively, supervisors rely on various sources of information to assess and evaluate the safety and soundness of banks, including prudential reports, statistical returns and publicly available information. Much of this information is collected from regulatory reporting, which provides supervisors with data to undertake these assessments on individual banks (microprudential risks) and on the broader financial system (macroprudential risks).⁴ These data are supplemented with other qualitative information, such as from management reports, news and market developments.

Supervisors today therefore still rely heavily on regulatory reporting to inform them of potential risks that may be forming within regulated entities, which can have broader implications for the financial system. However, there are challenges with the information that supervisors receive from regulatory reports. This information is often template-based, meaning that it is fixed by use case, and hence the data received cannot easily be reused for other purposes. Reporting data are also often sourced from legacy corporate data systems that are not always interconnected, which results in data points for any given product or transaction being described differently, both within a bank and across different banks. These reports contain aggregated data, which means that potentially important insights into risks can be lost when data are shown only at a portfolio level. More importantly, regulatory reports are submitted from reporting entities infrequently (e.g., every month or quarter), so that, when received, the information is dated and backward-looking.

At times of heightened risk, supervisors need information that is current and up-to-date but in many cases it is difficult to obtain data quickly from reporting entities. This is because supervisors must create reporting requirements and templates each time new information is needed. Given the challenges of compiling and receiving regulatory data, supervisors may not have the timeliest data when taking decisions. Moreover, as the pace of change continues to impact the rapid development of new digitally-enabled financial products and services, static, infrequent and aggregated reporting does not support new tools or applications that could enable real-time or early warning analytics.

2.2 Incorporating other sources of data

In addition to regulatory data, supervisors use other sources of information to help inform their prudential assessments. These include management reports, financial and regulatory disclosures, external credit assessments, market data and news. This type of information is often qualitative in nature and can provide additional insights into potential risks that may not be evident from regulatory reports alone.

³ Basel Committee on Banking Supervision (2012).
⁴ Statistical and regulatory data constitute the largest category of information that authorities collect from financial institutions: see Crisanto et al (2020).
of information can be described as unstructured, as it is not organised in a specific or unified format, unlike regulatory reporting which is based on data that are structured using reporting templates. Information for regulatory reporting is often linked with these other types of unstructured information that may help to support or validate the assessment of emerging risks. For instance, information sourced from market data and news often provides the first indication of emerging risks but it is difficult for supervisors to scan through the vast volumes of market and news data and correlate these developments manually with every regulatory return received.

The challenge, therefore, is how supervisors can form an accurate picture of exposures and gain predictive insights into emerging risks using these disparate data sets. This is further compounded by newer sources of unstructured data that have not been systematically used and incorporated into prudential assessments by supervisors. Information from web content, emails, images or social media posts, for example, could validate or even contradict information being received from regulatory reporting. However, gathering intelligence from these unstructured data sources in addition to regulatory reporting requires a fundamental shift away from current manual processes to ones that are enabled by technology.6

### 2.3 Rapid developments in technology

As data sources are transformed in both volume and variety, there is considerable opportunity to complement these changes by applying new analytical tools, particularly in relation to unstructured data. There is increasing interest globally in the use of innovative technology by financial authorities, otherwise referred to as suptech. Such applications include artificial intelligence (AI) and machine learning (ML), application programming interfaces (APIs) natural language processing (NLP) and text analysis to name but a few.6 The adoption of these tools could enable a shift from the traditional rules-based and principles-based approaches to supervision towards a system that is data- and insights-driven.7 Supervision that is insights-based using a suite of new technologies could make it possible for supervisors to use multiple sources of both structured and unstructured data sets to drive predictive analytics. Early warning and monitoring of risks could enable supervisors to make earlier interventions if needed. The adoption of such technology by supervisors could also enable better oversight of its use by regulated entities.

Nevertheless, while many authorities recognise the enormous process efficiencies and analytic capabilities that could be gained by adopting these new tools, a large majority remain in what has been described as the “first and second generations” of technology use.8 Such early generations of data architecture support mostly descriptive and diagnostic analytics, such as “what happened and why did it happen?”. This is in stark contrast to the “third and fourth generations” of technology adoption, which enable the use of big data and AI to power predictive and prescriptive analytics, namely “what will happen and what should I do about it?”.9

---

5 Toronto Centre (2018).
6 Financial Stability Board (2020).
Newer sources of unstructured data will require an architecture that can support the collection, storage, analysis and visualisation of these data sets. Such architectures include technology stacks that support data of higher granularity, diversity and frequency. The end-to-end data pipeline, from input, consolidation, interrogation and visualisation, would then be integrated to support advanced tools such as ML with the aim of connecting, merging and querying correlations from various data sources. NLP, drawing on unstructured news flow, could also help in entity resolution and network mapping to detect possible transmission channels via common exposures or common borrowers. These insights could then be displayed on intuitive dashboards, tailored for specific user needs and used to support further supervisory investigation (Table 1).

Table 1 — Challenges of regulatory reporting

1. Template based, aggregated
   Regulatory requirements are often template-based and call for aggregated data, meaning that data sets are fixed to a use case and hence the data received cannot be easily reused for other purposes. New reporting requirements are needed whenever additional or ad hoc information is needed.

2. Data are inconsistently described
   Reporting data are often sourced from reporting firms’ legacy data systems, which may not be integrated. This often results in heterogeneity of data for any given product or transaction – both within a bank and across different banks – as different systems will describe these data differently.

3. Infrequent, backward looking
   Regulatory reports are submitted to supervisors from reporting entities on an infrequent basis (eg every month or quarter). At times of heightened risk, the need for up-to-date data increases but, given the static nature of regulatory reports, supervisors may not have the timeliest data to make informed judgments.

4. Different sources of data are not integrated
   Information contained in regulatory reports is often linked to other types of information that may point to emerging risks, but these sources of information are not connected. For instance, information sourced from market data and news often gives the first indication of emerging risks but it is difficult for supervisors to scan through the vast volumes of market and news data to assess which point to a need to take early action.
Differences in the description of data for similar products and transactions across banks can be addressed using data standards and common data models. Granular reporting requires a common understanding by authorities and financial institutions of what these data are, so that financial institutions can map their operational data to a common “input” before the required data can be reported. Supervisory metrics could then be derived using programmable rules that reference machine-readable and machine-executable common data models.

Integrating granular data from reporting entities with other sources of unstructured information such as news and market data on the same platform would obviate the need for supervisors to spend time manually scanning for information. Advanced analytics such as AI and ML could be used to make risk correlations and analyse sentiment, alerting supervisors in real time of issues that may need further investigation.
2.4 Towards an integrated regulatory data and analytics platform

The primary objective of Project Ellipse was to explore and demonstrate how an integrated data and analytics platform solution could enable supervisors to digitally extract, access and analyse large and diverse sources of data that are relevant to current events in real time. A digitally enabled data architecture solution also significantly increases the possibilities for testing and applying AI/ML tools for supervisory use, which then can help to build capacity for supervisors to oversee AI/ML use in the financial sector. This project also aims to pave the way for the development of a common platform solution that has the potential to be shared and scaled across regulatory authorities around the world. The greater the number of authorities that converge on a common solution, the greater the potential for there to be convergence on common data inputs, data standardisation and sharing of information to support financial stability.

To meet these challenges in the digital age, Project Ellipse is therefore premised on the assumption that supervisors could benefit from "on demand" access to timely and integrated sources of data to help support and inform their supervisory assessments. Several possible solutions were therefore explored in this project, namely the collection of granular data, the use of common data models, having access to "real-time" information, the integration of structured and unstructured data and the use of a modular data architecture that is flexible enough to accommodate different use cases (Table 2).

- **Granular data**
  The collection of granular data from reporting entities could replace the need for authorities to request information using templates. It could also enable authorities to reuse those data for different use cases. Supervisory metrics could also be derived using granular data, as opposed to requiring reporting entities to aggregate the required data prior to submission.

- **Common data models**
  Differences in the description of data for similar products and transactions across banks can be addressed using data standards and common data models. Granular reporting requires a common understanding by authorities and financial institutions of what those data are, so that financial institutions can map their operational data to a common "input" before the required data can be reported. Supervisory metrics could then be derived using programmable rules that reference machine-readable and machine-executable common data models.

- **Real-time information**
  Real-time insights using advanced analytics could be derived from large volumes of unstructured data that would supplement the granular reporting available. This would provide supervisors with additional indicators and early warnings of any at-risk exposures of reporting entities.

- **Integration of structured and unstructured data**
  Integrating granular data from reporting entities with other sources of unstructured information such as news and market data onto the same platform means that supervisors would not have to spend time manually scanning for
information. Advanced analytics such as AI and ML could be used to make risk correlations and analyse sentiment, alerting supervisors in real time of issues that may need further investigation.

- **Modular data architecture**
  A technology stack that enables an integrated end-to-end data pipeline where both structured and unstructured data sources are input, consolidated, analysed and displayed using a customisable dashboard user interface.

To demonstrate these possible solutions, the project was undertaken in two phases. Starting in January 2021, Phase 1 explored how authorities could increase the availability of granular reporting data by using common data models. It then extended this concept in a cross-border context to explore whether two authorities in different jurisdictions could use the same common data model to generate reporting requirements. It further investigated the efficiencies gained when adopting machine-executable reporting using machine-readable common data models. Phase 1 was exploratory, to understand how a move to granular data could be undertaken in discrete projects alongside current regulatory reporting frameworks.

Building on this phase of work, Phase 2 commenced in September 2021 and explored the possibility of real-time information and early warning capabilities. As granular regulatory data are not yet widely available to supervisory authorities, the project took existing regulatory data with sufficient levels of granularity and integrated these with unstructured data, using AI and ML to extract insights from these data sources to highlight correlations between current events and supervisory metrics. A platform prototype was developed, which could then extract insights from the mined data and display them as an early warning for supervisory attention via dashboards (Graph 1). Our findings and lessons learned are set out in this paper for authorities who wish to explore these solutions in more detail.
Graph 1 — Overview of the Project Ellipse phases

Project Ellipse: An integrated regulatory data and analytics platform
Ellipse Phase 1

Granular data, common data models and machine-executable reporting
Ellipse Phase 1: Granular data, common data models and machine-executable reporting

3.1 Common data models and data standards

Data-driven insights start with large quantities of structured granular data. A key component of an Ellipse-type platform that could enable supervisors to be data-driven is a system for the digitally-enabled collection and processing of granular and standardised data. This means that those data are: (i) consistently understood by all stakeholders; (ii) can be repurposed for different use cases; and (iii) represented in such a way as to allow programmable code to reference those data to generate the reporting of regulatory metrics.

Several regulatory authorities have been exploring different ways to replace template-based, aggregated regulatory reporting with granular data and digital regulatory reporting.\(^\text{10}\) The vision of regulatory reporting using granular data removes the need for multiple templates, allowing supervisors to constantly repurpose common data points for different analytical use cases. Nevertheless, granular reporting requires a common understanding by authorities and financial institutions of what those data are, so that financial institutions can map their operational data to a common “input” before the required reporting can be generated. Important initiatives around data standards, taxonomies and data models are being developed for this purpose.\(^\text{11}\) However, data standardisation more generally remains nascent globally.

This concept is also important in a cross-border context. Currently, global banks must submit regulatory data to multiple authorities on financial products that are similar in many jurisdictions but must report these data in different ways and for different templates. Hence efficiencies would also be gained if authorities in different jurisdictions could also come to a common understanding of data for regulatory reporting purposes. This is because reporting platforms built on common data models might allow global financial reporting entities to fulfil different cross-border reporting obligations using a common input layer. This could reduce compliance burdens for financial institutions in responding to template-based regulatory reporting requests from different supervisory regimes. It could also enable the home and host supervisors of these global reporting entities to compare exposures in a more consistent and transparent way, without the need to directly share confidential regulatory information.

Data standards, taxonomies and data models are therefore integral for digital reporting and for enabling data-driven analytics. A move to machine-executable digital regulatory reporting is therefore closely linked with the need for data standards. There are significant benefits in the medium to long term for financial institutions and authorities to move towards a digital reporting framework based on data standards.

---


However, the initial investment and costs needed to achieve this outcome can steer decisions based on business incentives and risk appetite. While data standards initiatives would ultimately benefit if financial institutions and authorities were to adopt a greenfield approach, and do indeed require them to do so, the perceived scale of such an exercise could also deter stakeholders from embarking on it.

In the absence of global data standards, Project Ellipse explored practical ways in which to tackle the need for granular data. As a first step towards bringing stakeholders closer to a common understanding of data needs, we discussed with authorities if there were similarities or commonalities in the type of data being collected. Second, we looked at industry initiatives to see if data models and taxonomies used for specific product domains could be explored for wider use. Third, we established a small narrowly scoped use case to see if we could find common data attributes and agree their definitions “in principle”. Finally, we explored ways in which the requirements for the reporting of those data can be published in programming languages.

3.2 Cross-border data model using retail mortgages

To demonstrate that the utility of common data standards and models extends beyond nationally specific contexts, Project Ellipse explores how stakeholders from different authorities and jurisdictions can gain an understanding of the requirements needed to shift to digital reporting, without needing to invest significant resources upfront. The BIS Innovation Hub partnered with the MAS and the BoE to explore the feasibility of finding a common understanding of data collected for regulatory purposes across reporting regimes. To develop the concept, the Project Ellipse team used the reporting requirements for retail mortgages in the United Kingdom and Singapore.

Retail mortgages were selected for this exercise because, while the collection of these data is common across authorities globally, the templates and formats used to collect them are very different. To illustrate this, Ellipse based its modelling exercise on two regulatory reporting requirements in the United Kingdom and Singapore on retail mortgages. In the United Kingdom, this is referred to as *Product sales data reporting (Mortgages) PSD001* (PSD001) and in Singapore, it is referred to as *MAS Notice 645 Computation of Total Debt Servicing Ratio for Property Loans* (MAS 645). The former is an example of reporting requirements presented in a template, while the latter is an example of requirements that are integrated within prudential instruments.

The aim of the initial exercise was to determine whether common baseline requirements could be established between these respective reporting requirements. This required a common understanding of the rationale for the data collections, the type of information that is needed for supervisory purposes and what information is provided on an optional basis. Despite the varied and sometimes bespoke nature of some mortgage products, the Ellipse team found that mortgage transaction data and the respective reporting requirements aligned around three main components: (i) the loan; (ii) the borrower; and (iii) the collateral.
Based on these components, as well as taking into consideration the data that are needed for both authorities for supervisory purposes, a minimum common set of baseline requirements was developed for the purposes of our exploration. Taking the common baseline set of requirements, we were able to drill down further into the three main components to reflect what were considered the key attributes of retail mortgages that were relevant for this PoC (Graph 2). Importantly, these data attributes were also intended to be used to calculate or aggregate supervisory metrics. For example, loan size and value of property would be the key inputs for deriving the loan-to-value measure. Other types of aggregation would also be enabled, such as loan-to-income, total loans issued by postcode or total loans issued by purpose (e.g., owner-occupied property or buy-to-let investment).

However, agreement on common data attributes necessitates an agreement on their definitions. During the process of identifying attributes for retail mortgages, definitions were sourced from the respective jurisdictional frameworks or from third-party sources where existing definitions did not meet the needs of the respective reporting requirements. These definitions were used solely to inform the attributes of the PoC and are not reflective of the actual prescribed definitions found in either reporting regime. However, it was intended to illustrate the exercise of agreeing to a definition “in principle” for the modelled attributes, as well as to highlight the importance in a cross-border context of definitions that are applicable in other jurisdictions for similar products. Converging on a common understanding of products and their definitions is an important step towards normalising their use in a standardised manner. A list of definitions that we used for this PoC can be found in Annex 1.

3.3 Machine-executable reporting: using the Common Domain Model

Digital reporting requires data attributes to be represented in a way that allows functional programming to reference and automate the reporting of regulatory metrics, i.e., so that they are “machine-readable and executable”. Project Ellipse sought to explore...
whether existing industry data standardisation initiatives could be repurposed for different use cases, such as retail mortgages. Of particular interest were those initiatives that were open-sourced and geared towards being machine-readable and executable.

The Common Domain Model (CDM) developed by the International Swaps and Derivatives Association (ISDA) is an open-source, standardised, machine-readable and machine-executable blueprint for how financial products are traded and managed across the transaction lifecycle. The product scope of the CDM includes over-the-counter (OTC) derivatives, cash securities, securities financing and commodities. To ensure reusability across different markets, the CDM is designed as a composable model whereby financial objects can be constructed bottom-up based on building block components.

For these reasons, we modelled the PoC’s mortgage attributes using the CDM. Testing the CDM’s use and extensibility for other product domains such as mortgage loans was key to the PoC, as globally applicable common data models that can be used across products could reduce the number of data models in use by financial institutions and ease the mapping burden. In addition, as the CDM is open-sourced, this allows the model to be more widely accessible for testing within existing environments.

To achieve standardisation across products and asset classes, the CDM identifies logical components that fulfil the same function and normalises them, even when those components may be named and treated differently in the context of their respective markets. For instance, the CDM identifies that, regardless of the asset class or product type, a financial transaction always involves two counterparties trading (i.e., buying or selling) a certain financial product in a specific quantity and at a specific price. This approach means that a single logical concept such as quantity can represent concepts that may be named and captured differently across markets (e.g., notional or principal amount).

We followed the CDM design principle of normalising concepts such as quantity, price and party in the representation of financial transactions. Following this approach,
we took the modular components that exist in the CDM and reused concepts such as product, loan, price, collateral and party to reflect the mortgage attributes that characterised loan, borrower and collateral. We also extended the model to reflect attributes that were specific to the PoC around collateral (eg property) or the credit profile of the borrower (eg credit details) (Graph 3).

To simulate the creation of retail mortgage regulatory reports for Singapore and the United Kingdom referencing the same model, we created a dummy mortgage transaction with the following parameters: (i) new/first retail mortgage loan; (ii) owner-occupied; (iii) one main borrower; (iv) a 25-year loan, fixed rate for first five years; and (v) reversion to the firm’s standard variable mortgage rate after five years.

Taking this dummy transaction as a proxy data feed, reporting logic was generated based on each of the jurisdictional requirements that referenced the Ellipse mortgage model. Using the CDM, executable code automatically generated from the model definitions enabled us to simulate the creation of retail mortgage regulatory reports for Singapore and the United Kingdom referencing the same model (Graph 4).14

Graph 4 — Simulated retail mortgage regulatory reports referencing the same data model

Phase 1 of our project illustrates the potential for process efficiencies that could be gained when adopting machine-executable reporting using common data models. It could also increase the volume of granular data available to supervisors, which is needed to enable the use of advanced analytics. Further exploration between regulatory authorities would, however, be needed to validate these findings and to see whether the exercise could be extended to other reporting use cases. Importantly, authorities exploring digital reporting would be encouraged to engage with reporting entities and other authorities responsible for the collection of data. This is because issues related to governance and legislative considerations would need to be addressed for digital reporting to be implemented within respective jurisdictions.

14 Detailed demonstrations of the modelling, programming and updating of the regulatory reports using the Ellipse mortgage CDM can be found at https://ellipse.bisih.org/.
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Ellipse Phase 2
Integrating data and analytics onto one platform
4.1 Identifying user needs

The challenges we had identified around regulatory reporting could be addressed through "on demand" access to timely and integrated sources of data to help support and inform supervisory assessments. Some possible solutions were therefore proposed, such as integrating granular data from reporting entities with other sources of unstructured information such as news and market data onto the same platform and using advanced analytics to provide supervisors with real-time insights and early warnings of at-risk exposures of reporting entities. If this solution were viable, it would mean that supervisors would not have to spend time manually scanning for this information. ML could also be used to make risk correlations and analyse sentiment, alerting supervisors in real time to issues that may need further investigation.

To understand if our proposed solution could meet the needs of supervisors, we adopted a technique known as design thinking to help us build a prototype of the Ellipse platform. Design thinking is an innovation process centred on understanding the needs of end users together with solutions that are technologically feasible and economically viable. This process begins with identifying which users would most likely benefit from the solution being developed, gathering information from those users on how they would most benefit from a technology solution and then coming up with ideas that are further developed.

Hypothetical credit risk scenario

In this hypothetical case, supervisors have received regulatory data on the large exposures that Bank A, Bank B and Bank C have to Corporate B, which is reported in the news to be facing financial difficulties. However, to the regulator, Corporate B appears to be three different entities as it is not reported and formatted in the same way in Bank A, B and C's reports. Supervisors also have information in a separate report on collateral pledged against some of these exposures to Corporate B from Corporate B’s parent company, Parent C. The supervisors scan market news and articles daily, and there is news that Parent C is also experiencing losses in a particular sector. The supervisors would need to assess whether the losses experienced by Parent C could impact (i) the collateral pledged to loans provided by Banks A, B and C with respect to their exposures to Corporate B; (ii) the quality of the exposures to Corporate B; and (iii) the potential impact of losses on the banks’ balance sheets and capital. This information would be needed for discussions on potential implications with the three mentioned banks.

---

Practical challenges

Our participants confirmed that, as a starting point, supervisors use regulatory reports containing aggregated information as the basis of their offsite assessments of the risk profiles of regulated entities. This information is submitted to them on a periodic basis (e.g., every month, quarterly). Information contained in the reports can be linked with other information, such as other regulatory reports, management reports, financial and statutory disclosures, stress testing, horizontal industry analysis, news and market data. However, these sources of information are not systematically integrated in current reporting systems. As a result, supervisors are analysing these sources of information individually and manually for the most part, to derive insights that are used as part of on-site assessments, supervisory ratings and possible supervisory actions.

With this starting point, when presented with the hypothetical credit risk scenario, our participants highlighted five main challenges that they would typically face in such a scenario: (i) corporate entity name reconciliation across different reports; (ii) having access to latest market and financial analyses that are linked to corporate entities in a large exposures database; (iii) mapping and aggregating system level exposures to entities and related entities that are deemed high-risk or under stress; (iv) assessing the quality of exposures and any credit risk mitigation based on current events; and (v) calculating the possible impacts to bank capital and other risk parameters under such possible stressed scenarios.

Entity name reconciliation

A key challenge that participants highlighted was that the names of corporate entities were often provided by banks in different formats, making it difficult for supervisors to immediately reconcile system-level exposure to the same corporate. While unique legal entity identifiers could be used if available and entities are located within jurisdictions, global identifiers are not universally available. The same was true for reconciling those entities to their corporate group structure and other related entities. Taking the example of the hypothetical scenario, it may not be immediately apparent to supervisors if Parent C is of material concern to the creditworthiness of the Corporate B, if information on that parent is not provided or available to the supervisor. Likewise, it may not be immediately apparent if several banks have large exposures to the same Corporate B, unless a supervisor maintains a master list of entity names that enables aggregation of system-level exposures.

Availability of market and financial analyses

Central banks and authorities have different departments that undertake market analysis and economic research on an ongoing basis to inform policy and market operations. However, this information is often provided only for specific functions and is generally not shared more widely across departments, such as for microprudential supervision. Further, this information does not generally support analysis on a real-time basis but is typically based on historic time series data. Market operations within central banks would conduct their own assessments nearer to real time but, again, this information tends not to be shared more systematically across the organisation (in the case of an integrated central bank...
and supervisor). In the case of prudential authorities, offsite horizontal teams would typically scan for market developments but the frequency of updates would not be typically shared on an emerging developments or “real-time” basis. Our participants indicated therefore that technology could help the flow of information and tailor market and economic data for various uses and purposes.

### Mapping exposures to high-risk/stressed entities and networks

In a similar manner, feedback suggested that mapping total system or bank-wide exposures to specific corporates that are identified as high-risk or stressed would be challenging under most data collections. While not entirely impossible, it would require a significant degree of manual reconciliation to aggregate the potential total exposures to corporates, and potentially their related parties. Feedback also indicated that, while supervisors are scanning news and looking at information that may indicate that corporates are under stress or are in “high-risk” sectors, it would require supervisors to proactively see if regulated entities had large exposures to these firms.

Supervisors could be supported if there were automated applications for making a link between corporates that are under stress and the extent to which regulated entities have exposures to these corporates. The use of technology could also help to trim down the list of affected banks when there is an adverse event by picking up only those with exposures. Further linking any news to these entities, as well as the countries and sectors where they may operate, to the reporting entity could also enable network analysis and potential concentration risk analysis.

### Assessing potential impact on exposures based on current events

To understand the overall impact on a bank, or even a group of banks, if a corporate entity were to become stressed or insolvent, several factors would need to be taken into account, such as changes in collateral value, other credit risk mitigation (CRM), and provisioning. These data are not reported dynamically but can be affected if conditions are stressed. Information on credit risk mitigation that is applicable against reported large exposures is not always contained in the same reports. Furthermore, as these data are not updated frequently, supervisors may not have visibility on whether current events are impacting the quality of the collateral.

Our participants suggested that supervisors could therefore be supported if information were available linking exposures with any applicable credit risk mitigation. Importantly, as these data are not updated frequently, insights on potential changes to these values could be supported using advanced analytics that gather these exposure and collateral data, adjust them with any latest financial market data and compute to see if there could be expected losses arising in a forecasted period. This automation in near real time would enable supervisors to focus on what insights are generated with a view to challenging the banks and their risk assumptions.
Automation of capital impact under stressed conditions

An important regulatory metric for supervisors is understanding the capital resilience of banks to withstand unexpected losses and shocks. Metrics that are reported help supervisors to monitor this resilience include capital ratios such as Common Equity Tier 1 (CET1), risk-weighted assets (RWA), probability of default (PD) and exposure at default (EAD) parameters. If market conditions or credit exposures were potentially stressed, our participants indicated that supervisors would want to see if banks were close to breaching regulatory and or capital ratios. Specifically, they would want the extent of the capital impact calculated automatically and for them to be alerted through early warnings.

4.2 Platform functionalities using a storyboard

Based on these discussions and the feedback provided, we set out to develop certain functionalities that could address our use case for the development of the Ellipse prototype, which is based on the assessment of credit risk exposures to large corporates. We adopted two personas, a line supervisor and a macroprudential analyst, to understand how they would use a data and analytics platform and what information they would want to see using the platform. We identified user needs based around the five challenges supervisors typically face. To get a sense of how the platform might look to a user, we sketched out these ideas using storyboards. These were then used to determine how the data architecture would need to be engineered to enable the user needs identified by supervisors.

A key challenge in Phase 2 was reconciling the need to integrate granular data from reporting entities with the largely aggregated data that many supervisors still receive today. To ensure that the use case for Phase 2 could be applied as widely as possible, we took the large exposures regulatory data collection as the proxy source of granular data that could be used for the Ellipse prototype. This information is collected under the Basel Framework and is therefore widely available to supervisors globally. It also has a sufficient level of granularity where exposures to individual corporates could at least be identified at a minimum.

Taking the ideas developed in response to the user needs identified in this use case, the Ellipse team sketched out the possible functionalities and features on a front-end user interface, using a storyboard tool as outlined below. We wanted to replicate as close to what a prototype could look like, in order to give the development team enough clarity on the purpose of the feature and for them to determine how the back end and data architecture would need to be engineered to build these applications.

Reconciling corporate entity names

**Functionality 1:**

Reconciling corporate entity names to a single format and master list could enable tracking of system-level exposures to the same corporate (Graph 5). If entity names were reconciled to a single master source, the user could:
• Search for a reporting entity via the dashboard search function to see its top exposures by counterparty/corporate

• View the top exposures to corporate counterparties, ordered by size of exposure and linked to the corresponding reporting entity

• Identify corporate credit exposures of regulated entities in a database of largest counterparties/exposures. This would enable the user to reconcile system-level exposures to the same corporate

• Drill down further to find out more information on the corporate entity including its structure, financials and other market data, by clicking on that corporate entity

• Information associated with the regulated entity such as regulatory returns, management reports and financials could also be pulled from data repositories

Graph 5 — Visualising the Ellipse dashboard

Market and financial analyses

Functionality 2:

Real-time alerts based on news and market data feeds that are linked to regulatory databases could enable supervisors to investigate that information further or use that information as the basis of undertaking more detailed analysis (Graph 6). If regulatory data sets and unstructured sources of data were linked:
• When logging into the dashboard, the top news alerts could show any current developments related to corporate entities in the large exposures database

• Users could receive early warning alerts on those corporates if text analytics detect any negative sentiment based on news and market feeds

• The early warnings could be ranked or colour-coded by the degree to which the developments have a possible adverse risk

• These early warnings can also be linked to the bank(s) that have exposures to the corporate and the size of exposures

• The early warning alerts could direct the supervisor to investigate the corporate entity, or related information such as the sector or jurisdiction in which that entity operates

• The news analytic tool could be programmed and filtered to provide the supervisor with the following information:
  
  - News on financial institutions and credit counterparties
  
  - Sentiment analysis to be applied for certain text, depending on use case, such as insolvency, default, failed, delayed or missed payments, deadlines, bankruptcy, indebtedness, litigation or even changes in senior management roles
  
  - Repetition of news to be filtered so that only one alert is displayed based on the same topic
  
  - Hyperlinks to be provided if the supervisor wants to read the articles in whole

• The user could also click on these companies and extract further corporate or financial information, or any changes to market data on these corporate entities

Graph 6 — Display of regulatory alerts
Mapping exposures to entities and networks

Functionality 3:

Mapping exposures to corporate entities identified as high-risk or stressed could reduce the burden placed on supervisors to find and link this information manually. If the platform could identify exposures that were high-risk:

- The user could see the top 20 largest exposures to corporates ranked by size and by corresponding bank
- The user could then click on an exposure or the corporate entity to drill down further into its financials or details of any associated credit risk mitigation
- News alerts could also be tailored to pick up corporate entities where text indicates a negative sentiment, allowing supervisors to investigate the alert to see if further actions are warranted
- Text analytics could also enable further linking of news on these corporate entities to the countries and sectors where they may operate
- The user could also visualise these exposures through network mapping, and supervisors could then be able to see interbank contagion risks
- Text analytics that highlight which sector and country the corporate entity operates in could also pick up other corporate entities that operate in the same sectors and countries, which could indicate possible supply chain or related entity risks
- This could be visualised as aggregate exposures to industries, as well as exposure concentrations to corporates in different jurisdictions
- If there are no “direct” exposures to the corporate, the supervisor could use network analytic tools to investigate “indirect” exposures to the investors/lenders/supply chain of the distressed corporate (Graph 7)
- Using these tools, the exposures could be visualised through networks
- The relative size of the exposures between the banks to the named corporate could be displayed by size of node (ie bigger nodes indicate a bigger exposure, smaller indicating smaller exposure)
- Network analytics could also help to map the broader corporate structure and related entities, if these data are available
- If unavailable, a proxy indicator could be to assume that investors/banks of the same domicile as the corporate entity have exposures to the corporate. The supervisor could then see if local banks have exposures to those banks/corporates domiciled in that country
Analytics on exposures and current events

Functionality 4:

Analytics that gather data on exposures, collateral and/or provisioning and current financial market data could provide insights into the quality of the large exposures reported (Graph 8). If advanced analytics could be applied to regulatory data and current market data, the user could:

- Look at how exposures could be affected by current events by viewing the exposures on a dashboard by the following breakdown, if available:
  - the total amount of the loan/exposure
  - when more than one loan, a line-by-line breakout of the loans
  - if secured/unsecured
  - currency denomination
  - maturity (only shown with line-by-line view)

- Identify and map collateral/credit risk mitigation made against exposures by counterparty reference or identifier

- If data are available, the user could then drill down further to look at the type and quality of CRM as well as the provider of the CRM

- A search query or even hyperlinks on the name of the corporate could redirect the user from the dashboard to information sourced from market data

- Information sourced from market data could display the corporate’s earnings, ratings, downgrades, financials (profit and loss, balance sheet)
The dashboard could also enable the user to click on a specific sector, where it could then display a breakdown of the largest exposures to the top 10 counterparties, for example.

Analytics could possibly be then applied to link current market data on corporates to exposures.

Automating potential capital impact

Functionality 5:

Automating the potential impact to capital and or other regulatory ratios during periods of stress could be provided through early warning alerts to supervisors so that they can investigate the potential impact further (Graph 9 and 10). If the platform could automate impact on a bank’s capital and prudential metrics:

- Early warning alerts could be sent to the supervisor if the capital ratios of banks were close to breaching a pre-programmed threshold.

- This alert would be based on linking any adverse developments that are picked up in the news on corporates with any relevant large exposures that banks may have to those corporates, and stressing those exposures under certain assumptions (e.g., changes to interest coverage, probability of default, EBIT, currencies, macroeconomic forecasts, and GDP, etc).

- The early warning alerts could also potentially be linked to the supervisory rating of the regulated entity.

- If the user was concerned about either the quality of the large exposure or the regulated entity, they could also initiate their own stress testing by clicking on different pre-set scenarios or manually input stressed parameters/assumptions to see how these could impact the banks’ capital or other metrics of concern.
Other functionalities

Based on our discussions with participants, other functionalities to help support authorities in the use of such an interactive platform could include:

- Modular user authentication, given the sensitivity of supervisory data, to allow only authorised users in the organisation to access the platform and applications specific to the user’s access rights.
• Easy access to regulatory reports, including the latest returns, management reports, and other documents that relate to the regulated entity (Graph 11)

• Overview access to the credit exposures of regulated entities, showing relative size of exposure to certain corporates or sectors, without detailed access to the underlying data

Graph 11 — Integration of regulatory reports into the Ellipse dashboard

4.3 Prototype development

The concepts developed using the storyboard provided the basis for building the Ellipse prototype. The prototype was guided by the desire to input both structured regulatory information and unstructured data to a single platform so that the user could:

• easily access information on regulated entities and their counterparties

• be alerted on news or real-time developments that could potentially affect firms and the broader financial system

• understand whether regulated entities were robust to withstand stress and shocks; and

• see if there were indirect contagion risks to regulated entities and their networks

The Ellipse prototype was developed around the following design principles: (i) modularity; (ii) scalability; (iii) deployability; (iv) security; and (v) extensibility.

**Modularity:** The prototype is built up from separate microservices – each performing a specific function – that are progressively integrated.

**Scalability:** By employing container technology, orchestrators can be used to scale up and down based on usage – computing power can hence be allocated to services that most require it to ensure (micro) services run smoothly.
Deployability: Open-source components are used to build up the prototype, so that interested parties can easily adopt / utilise the source codes for their own purposes.

Security: Significant thought was put into accommodating security protocols given the sensitive nature of supervisory data. Even in the prototype, components can be introduced in a modular fashion, to ensure that the prototype can be integrated with an institution’s prevailing authentication systems.

Extensibility: Finally, each of the components are designed for further customisation, recognising that potential users will have slightly different needs based on their structure.

Prototype user features

Login

Starting from the log in screen, the prototype already takes into account the need for the application to be secure, given that supervisory data can be sensitive. Hence, a modular user authentication system was developed that integrates with enterprise systems. This means that only authorised users in an organisation can access the platform (Graph 12).

Graph 12 — Login screen to the Ellipse dashboard

Home screen

For this prototype, we focused on the type of information that would be relevant to supervisors when assessing corporate credit risk exposures. On the home screen, the user can see an overview on supervised entities from this screen. This includes the top regulatory alerts, news related to supervised entities or their counterparties, an overview of the total corporate exposures from the perspective of the overall banking system as well as individual banks (Graph 13).

17 For eg, active Directory, which is a directory service developed by Microsoft for Windows domain networks. It is included in most Windows Server operating systems as a set of processes and services.
A key feature of this application is to alert supervisors in real time to developments that affect individual firms or the broader financial system. A list of “top regulatory alerts” is shown and are colour-coded based on the frequency of the alert. The red alerts have had multiple mentions of the risk event across news sources while amber and green alerts are less frequent. This colour coding can be customised to fit supervisors’ needs. For this prototype, alerts are automatically flagged to show corporates that the supervised banks have exposures to (Graph 14).

The news alerts tab is another feature of this application that supervisors can browse news alerts in real time. Supervisors can also filter entities and risk types and so on (Graph 15).
The Home screen provides an overview of system-wide exposures, but it also provides a detailed breakdown on largest exposures by bank, their exposure, collateral and provisions (Graph 16).

By clicking on a bank name, the supervisor can get an overview of the bank’s top corporate exposures and other relevant information, such as the industry and a breakdown of the loan exposure (Graph 17).
Graph 17 — Overview of bank’s top corporate exposures

The table also enables the user to look further into the counterparty, if available. By clicking on one of the corporates, the platform will also provide an overview of the corporate financials in this tab (Graph 18).

Graph 18 — Information on a corporate entity

Automating potential capital impact

The application will flag that a corporate entity to which banks have exposures has been in the news. Here in the Alerts tab, a list of mentions and the entity will be shown in real time with an extract of the text that is most relevant to the banks (Graph 19).
If the user wants to find out more about the potential impact on banks, they can expand the alerts. Here, you can see the total banking system exposure to the firm, the individual banks which have exposure and the simulated impact on the Common Equity Tier 1 (CET1) ratio in the event of insolvency. In our synthetic data, only two banks have an exposure to the firm. As this exposure is adequately secured, there is no CET1 impact (Graph 20).

Further down, the application also pulls out information on related companies, in this case firms from the same country and sector. This is one way that the platform gauges potential contagion risk (Graph 21).
Simulate stress testing

Another key feature of the application is the ability to drill down to further investigate risk. If the user is concerned by this risk alert and wants to carry out further risk analysis on the bank, they can click on the stress test button. This brings the user to the bank’s stress-testing page where they can see the bank’s top five exposures by sector and by entity (Graph 22).

Further down, the user will see on the left the different companies that the bank is exposed to and key metrics such as the RWA and the PD. On the right, there are a range of scenarios that the supervisor can click on. If the user clicks on the stressed risk analysis button, for example, they can see that the corporate’s RWA and probability of default will adjust in response.

They can also click into the risk indicators tab to the right of the balance sheet impact and will be able to see another set of risk indicators that may concern supervisors. In this case the financials of the companies to which the banks are exposed. For example, the EBIT will drop, while interest expense will rise (Graph 23).
Network analytics

Ellipse can be expanded to provide even more in-depth analysis in this case on potential indirect risk and hidden risk to the banking system. The solution that FNA contributed to the Project Ellipse platform\(^{18}\) combines advanced analytics of granular loan-level data and sentiment analysis of news data to alert financial authorities in real time to troubled firms and sectors. The individual dashboards provide insights on direct exposures as well as spillovers from indirect contagion channels, such as fire sales, interbank lending and the supply chain impacts.

**Fire sale contagion**
Enables supervisors to understand about the network structure of common asset holdings and the systemic impact of fire sale contagion stress-test modelling.

**Interbank contagion**
Advises supervisors about the structure of interbank networks and provides an understanding of the systemic impact of interbank contagion stress-test modelling.

**Supply chain contagion**
Explores the connection between the production economy and the financial system and enables supervisors to understand the contagion path between the two systems.

Fire sale contagion

This page allows the user to visualise the structure of the common asset holding network between banks in the corporate loan market. More importantly, it enables users to gain an understanding of the systemic impact of fire sale contagion stress-test modelling in the event of the failure of a corporate entity. The network visualisation in the dashboard is automatically constructed from corporate loan data. From left to right, users can observe how the shock spreads throughout the system, impacting even organisations indirectly exposed to the corporate used in the example for illustrative purposes only (Graph 24).

---

\(^{18}\) The prototype of the Ellipse platform has been built for the sole purpose of investigating the technological and practical feasibility of particular designs and should not be understood to imply or express any regulatory policy stance or endorsement by the BIS or any other party of the solutions provided during this project.
This page informs users on the structure of the interbank network and the possible systemic impact of interbank contagion stress-test modelling in the event of the hypothetical failure of the corporate provided for illustrative purposes only. The network visualisation in the dashboard is automatically constructed from the interbank loan data. It details further potential channels of contagion in the interbank lending market through the interbank lending relationships of the banks. The bar chart on the left summarises the potential losses of each bank in a stress simulation scenario. The application automatically filters the institutions that have been most severely affected by this contagion channel (Graph 25).
Supply chain contagion

The supply chain contagion page explores the connection between the production economy and the financial system. Corporations are embedded in a complex web of supplier and buyer relationships. At the same time they also act as borrowers from banks. As a result, their two-layered role makes it possible for shocks in the supply chain to result in a contagion event in the financial system (Graph 26).
4.4 High-level architecture for the Ellipse platform

The Ellipse platform comprises a front-end user interface (coded using the React framework) which is backed by a suite of back-end components/microservices (coded in Python, using the Django web framework), each integrated in a modular fashion. Each component is packaged as a Docker image, and the resulting containers can be deployed either using Docker runtime or via the Kubernetes orchestration platform. The key back-end components are (i) data connectors; (ii) text analysis and entity resolution modules that help to populate an underlying metadata model; (iii) a search engine for finding and retrieving information; (iv) authentication and authorisation protocols; and (v) advanced analytics (stress testing, risk alerts) modules. In addition, network analytics are provided by FNA using natural language processing and sentiment analysis.
Data connectors

Data connectors are designed to connect to three types of data that supervisors seek to integrate: (i) structured data from third-party providers (eg market data providers etc); (ii) unstructured data from third-party providers (eg news aggregators, or ratings research); and (iii) structured data held in internal databases (eg regulatory reports submitted by reporting entities). Depending on the nature of the various internal/third-party endpoints, data are either loaded into a queue (for endpoints where data streaming is possible) or extracted based on scheduled jobs.

Text analysis

Via a natural language classification script,\textsuperscript{19} AI is applied to the news/unstructured data to identify relevant text extracts and bucket them into possible risk taxonomies (namely, insolvency and sustainability risks), which are iteratively introduced into a metadata model that underpin the prototype. ML is then applied, via named entity recognition\textsuperscript{20} algorithms, which help to match the entities to those in the above metadata model.

Data sources

The prototype used synthetic bank exposure data. The synthetic data set is generated based on sample statistics of actual transaction-level data set on corporate loans offered by banks. The characteristics of the distribution are then used to impute loan amounts to corporate entities based on various corporate attributes such as country of domicile and business sector, in line with published statistics on the distribution of loans to these country/sectors. Other sources of data used include corporate data from actual companies that are extracted from a data vendor and news and market data APIs, where a real-time feed from a news aggregator API is used.

Combining structured and unstructured data

To combine the various structured and unstructured data input into the prototype, components (that analyse/interpret the text and extract metadata) process the data based on a common (yet customisable) metadata model. Metadata extracted include uniquely identifying the entities associated with each unit of information (ie news article, data set), which can then be matched against the synthetic bank exposure data or the corporate data to match risks identified from newsfeed to banking system exposures, and market data of the entity in question.

\textsuperscript{19} The purpose of this classification script is to draw on key phrases or terms to identify paragraphs in news articles that could indicate a corporate facing potential insolvency or sustainability risks.

\textsuperscript{20} Named entity recognition seeks to locate and classify entities mentioned in unstructured text, into categories such as companies. To achieve high accuracy rates, ML algorithms are applied to convert the unstructured text into numeric vectors. For instance, the same word “Apple” in “I ate an apple”, and “Apple reported its earnings” would be represented as different numeric vectors, as the ML algorithm has been trained to treat the word differently in different contexts.
Risk alerts

Based on the above AI and ML algorithms for text analysis and named entity recognition, alerts are generated for corporates to which the supervised banks have exposures.

Stress testing exposures

When the application highlights an entity with text extracts that suggest risk events, the entity is flagged. Supervisors would then investigate the possible impact that the entity could have on banks or the banking system as a whole. By matching against the exposures data, the prototype reveals all banks with exposures to the entity, as well as the size of the exposures. The simulated impact on the bank’s CET1 ratio in the event of the entity’s insolvency (ie the probability of default set to 1) is also reported, taking into account offsets such as credit risk mitigation strategies (collateral). To assess contagion, the application also identifies corporates that are similar to the entity identified (ie from the same country-sector), and the aggregate impact of the failure of the entity and these similar firms are also reported.

The application also contains a stress-testing module at the bank level. Users can adjust a set of macro-financial variables (eg GDP, interest rate, exchange rate) to generate interest rate and earnings shocks to corporates. These in turn impact the interest coverage ratios (ICR) of corporates (based on a simple linear model), which can be mapped to the probability of defaults (via an ICR-credit spreads model) and the RWAs of banks with exposures to these entities. Specifically:

- the percentage change in the ICR is approximated by the percentage change in earnings (measured by earnings before interest and tax) less the percentage change in interest expense. The change in earnings is assumed to be directly affected by the deviation in GDP growth relative to the baseline and inversely affected by an appreciation in a broad USD index. Interest expense rises in concert with an increase in local interest rate, which is further exacerbated by tightening financial conditions associated with broad dollar strength.

- a mapping table\(^{21}\) is used to map ICRs to credit spreads, which are used to imply a risk-neutral probability of default that then is used to calculate the RWA based on an assumed loss-given-default (LGD). For counterparties that are under stress but do not default (PD < 1), the impact on CET1 ratio occurs through increases in the RWA for simplicity (ie a denominator increase).

- when assessing the impact of a default (PD = 1) on CET1 capital, a simple formula (max (0, LGD*Exposure At Default (EAD) – amount secured) is used, where the EAD is assumed to be the actual exposure of the bank to the counterparty. This amount is subtracted from the CET1 capital amount to determine the impact of stress on CET1 capital.

Network analytics

In the dashboards provided by FNA, natural language processing and sentiment analysis are used to identify in real time emerging credit risk indicators from news data combined with the network analytics of individual loan data in order to assess direct and indirect contagion channels of credit risks. The solution combines advanced analytics of natural language processing and network analytics, and operationalises different types of both structured and unstructured data, such as news, corporate loans, interbank loans and supply chains.

Data attributes

The input data can be divided into nodes and links. Nodes represent non-relational inputs such as news and entities in our context. Links represent all the relationships in the data sets such as transactions or loans. The properties of both the nodes and links can be found in Annex 2.

Fire sale contagion dynamics

The fire sale contagion model is based on the method that has been introduced and widely used in the systemic risk literature.\(^ {22}\) The steps of the fire sale contagion model can be summarised in Annex 3.

Interbank contagion dynamics

To assess the systemic impact of interbank stress test contagion, we use DebtRank.\(^ {23}\) DebtRank is an iterative algorithm which assumes that stresses in an interbank network propagate due to the credit quality deterioration of the lender’s counterparty. First, banks with direct exposure to the specimen corporate will suffer some losses. This causes changes in market perceptions about the creditworthiness of these directly impacted banks in the interbank system. The lenders of these banks will then suffer some reduction in their interbank lending assets as their interbank loans are marked to market.

Technically speaking, the contagion dynamics in the interbank market can be defined as follows:

\[
h_i(t) = \min \left\{ 1, h_i(t - 1) + \sum_j W_{ij}h_j(t - 1)\sigma_j(t) \right\}
\]

- \(h_i(t)\) ← level of distress
- \(W_{ij}\) ← impact of bank-\(j\) on bank-\(i\)
- \(\sigma_j(t)\) ← only active banks propagate shocks

\(^ {23}\) Battiston et al (2012).
Operational considerations

One key operational consideration is the security of the application/prototype, given that supervisory data can be sensitive. To address this, a modular user authentication system has been developed that can be integrated with enterprise systems such as Active Directory. Only authorised users can access the platform.
Findings, opportunities and considerations for supervisors
Findings, opportunities and considerations for supervisors

5.1 Findings from the Ellipse project

Project Ellipse set out to explore and demonstrate how an integrated data and analytics platform solution could enable supervisors to digitally extract, access and analyse large and diverse sources of data that are relevant to current events in real time. It looked at whether the collection of granular data from reporting entities could replace the need for authorities to request information using templates. This would require data standards and common data models, where supervisory metrics could be derived using programmable rules that reference machine-readable and machine-executable common data models. The project also set out to demonstrate how real-time insights using advanced analytics could be derived from large volumes of structured and unstructured data that could be used to make risk correlations and analyse sentiment, alerting supervisors of issues that may need further investigation. It also sought to display these insights using an integrated end-to-end data pipeline where both structured and unstructured data sources are input, consolidated, analysed and displayed using a customisable dashboard user interface.

The first phase of Project Ellipse was an exploratory PoC looking at the feasibility of cross-border digital reporting. This PoC is intended as a first step towards bringing authorities and stakeholders closer to a common understanding of data that are collected by authorities globally. It was intentionally limited in scope, but an important aim was to see if, for the specific use case, our stakeholders could come to a consistent understanding of the data attributes of retail mortgages and if these data attributes could be represented in a way that allows programmable code to reference them to generate the reporting of regulatory metrics. Our exploration confirmed that:

- regulatory reporting requirements can be expressed in unambiguous machine-readable logical reporting instructions underpinned by a consistent data model
- technical standardised programmatic specifications of the steps for generating regulatory reports can be published alongside regulation and ensure clear understanding at the most granular level of the required data
- executable libraries can be automatically generated and published alongside regulations to assist accelerated implementation
- if a common data standard was agreed to and implemented, financial institutions may no longer need to interpret reporting instructions and submit aggregated data by use case
- with additional logical instruction based on the same data model, supervisors may also be able to automatically query the underlying transaction data and generate regulatory metrics referencing that standardised data
The second phase of Project Ellipse explored how a single platform could be built so that authorities could benefit from “on demand” access to timely and integrated sources of data to help support and inform their supervisory assessments. An important aim of Phase 2 was to show that, as authorities continue to explore digital reporting and the collection of granular data, they could in the meantime use existing regulatory data on the Ellipse platform, such as data collected on large exposures. We also wanted to show that a single platform could be capable of acting as a “one stop shop”, where supervisors could find regulatory information quickly and could be guided by insights generated from the analytics running on the platform. Even though the project build was limited to six months, the Ellipse prototype demonstrates that:

• regulatory data that have sufficient granularity, such as large exposures, can be integrated on the same platform with other sources of unstructured information such as news and market data

• the use of advanced analytics can automate the assessment of possible impacts to key prudential metrics, providing supervisors with real-time insights and early warnings of the at-risk exposures of reporting entities

• if supervisors had this information automated in real time, they would be able to investigate the risks further and challenge reporting entities faster, allowing earlier intervention if needed

• functionalities that meet the needs of different units with different supervisory or oversight responsibilities can be built into a single platform, with authentication systems allowing access only to authorised users

• the platform has been built to accommodate multiple applications and therefore has the potential to scale up with larger and more granular data sets

5.2 Opportunities and considerations for supervisors

With these findings in mind, Project Ellipse presents an opportunity for the global regulatory community to further consider, explore and collaborate on common solutions that can future-proof the data and analytical capabilities of supervisors. Our stakeholder engagement with regulatory authorities and international institutions globally over the last 12 months confirms the desire by supervisors to move towards more digitally driven solutions. The greater the number of authorities that converge on a common solution, the greater the potential for convergence on common data inputs, data standardisation and information-sharing to support financial stability.
Digital transformation raises important considerations for authorities that were not within the scope of this project if they wish to explore platform solutions like Ellipse. These considerations include senior management sponsorship and organisational change management strategies to enable a shift towards digitally driven solutions. Such solutions ultimately require resources and expertise, as well as broader training and development of supervisory staff. The use of such platforms nevertheless might meet with scepticism, raising questions such as whether it should be the responsibility of supervisors to be forward-leaning and proactive in dealing with emerging risks or whether this responsibility should remain solely with the supervised entities.

It is important to stress that augmenting the supervisory toolkit with digitally enabled analytics does not replace the need for supervisory assessment and judgment. On the contrary, supervisory instinct will become even more crucial when presented with predictive insights, as a thorough knowledge of supervised institutions will be key to determining if early action is needed. However, without new solutions that harness the power of data, supervisors will spend too much of their time making sense of the disparate data instead of using their expertise and judgment to challenge supervised entities with this information. Authorities are therefore encouraged to start this dialogue within their respective organisations, if they have not done so already.

The BIS Innovation Hub’s Project Ellipse is a prototype that we hope will help authorities to explore new solutions, and to investigate for themselves the art of what could be possible. To this end, the Ellipse platform is being developed as a global public good to be shared with authorities globally. Our intention is to use the platform as a basis from which to create a collaboration community so that this solution has the potential to be shared and scaled across regulatory authorities around the world. By joining forces through a collaborative community, central banks and regulatory authorities could work together to create new applications to serve common use cases and priorities, and to reduce duplication of effort. Ultimately by working together, authorities can scale up these solutions faster so that collectively they can prepare themselves better to meet the challenges of the digital age.
## Annex 1 Data definitions

### Loan

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Ellipse PoC definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction ID</td>
<td>Unique identifier (ID) for each loan: the loan ID should not change throughout the life of the transaction. If the original loan ID cannot be maintained in future, then in this field enter the original ID followed by the new ID.</td>
</tr>
<tr>
<td>Purpose</td>
<td>The reason for taking out the mortgage loan, eg to buy a first home, buy another home, remortgage from another lender, etc.</td>
</tr>
<tr>
<td>Loan size</td>
<td>The original balance when the mortgage was completed. Amount of loan approved (and currency of loan). In the case of loans where the amount advanced is less than the total amount of the loan which the firm has agreed to lend, this should be the amount of the committed advance (including any committed drawing facilities).</td>
</tr>
<tr>
<td>Main/first borrower ID</td>
<td>Unique identifier (ID) per borrower (not showing the real name) to identify the point of contact amongst the borrowers or the largest borrower – in terms of liabilities – in a group of borrowers. Should not change over the life of the transaction. If there is more than one borrower then list the borrower IDs with comma delimitation with primary borrower first.</td>
</tr>
<tr>
<td>Date mortgage matures based on contract date</td>
<td>The date a loan contract is due to mature if it goes to full term. (This can then be used to calculate the remaining loan tenure at any point in time.)</td>
</tr>
<tr>
<td>Initial rate</td>
<td>The rate of interest reported should be the initial gross nominal rate charged on the loan and should take into account any discount being provided.</td>
</tr>
<tr>
<td>Reversionary interest rate</td>
<td>Type of interest rate at the end of initial incentivised rate period. Could be fixed rate, discount, capped rate, standard variable rate, base rate tracker, reference rate tracker, other tracker, other or not applicable.</td>
</tr>
<tr>
<td>Date of first drawdown</td>
<td>Date on which the initial tranche or complete amount of the mortgage loan is transferred from the lender to the borrower or their agent.</td>
</tr>
</tbody>
</table>

### Collateral

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Ellipse PoC definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collateral ID</td>
<td>Unique identifier per property to enable properties with multiple loans in the pool to be identified (eg further advances/second liens are shown as separate entries).</td>
</tr>
<tr>
<td><strong>Country where collateral property is located</strong></td>
<td>The ISO code of the country where the land/property which is subject to mortgage is located.</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Property type</strong></td>
<td>For PoC, limited to private residential, which refers to privately owned property for occupation of at least 40% as a dwelling by the borrower(s) and/or dependent(s).</td>
</tr>
<tr>
<td><strong>Dwelling type</strong></td>
<td>One option from list below per mortgaged property. A dwelling is a self-contained room or suite of rooms, including cooking and bathing facilities, intended for long-term residential use. A dwelling is private (not generally accessible by the public) and is contained within a building that is an immobile structure. A dwelling may comprise part of a building or the whole of a building. Regardless of whether they are self-contained or not, rooms within buildings offering institutional care (eg hospitals) or temporary accommodation (eg hotels, motels or hostels) are not defined as dwellings.</td>
</tr>
<tr>
<td><strong>Bungalow</strong></td>
<td>A single-storey dwelling, usually detached.</td>
</tr>
<tr>
<td><strong>Detached</strong></td>
<td>A standalone residential structure of more than one storey that does not share any outside walls with another residential property.</td>
</tr>
<tr>
<td><strong>Semi-detached</strong></td>
<td>A residential dwelling of more than one storey in height attached to another building or dwelling by one common party wall</td>
</tr>
<tr>
<td><strong>Terraced</strong></td>
<td>A dwelling of more than one storey attached to another house on two sides forming part of a row of similar houses each with its own frontage to a road.</td>
</tr>
<tr>
<td><strong>Apartment/flat/condominium</strong></td>
<td>An apartment/flat/condominium is a separate and self-contained premise constructed or adapted for use for residential purposes and forming part of a building from some other part of which it is divided horizontally. Flats have to be contained within a dwelling with at least two storeys. These dwellings do not have their own private grounds and usually share a common entrance foyer or stairwell. Does not include duplexes, townhouses or a detached residence that includes a flat (such as a granny flat) on the same property. Also includes maisonettes - in the case of the United Kingdom - which refers to a set of rooms for living in typically on two storeys as part of a larger building with a separate entrance from the rest of the building. Can be one level or split level. Includes both purpose-built and converted buildings.</td>
</tr>
</tbody>
</table>
### Borrower

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Ellipse PoC definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borrower ID</td>
<td>Unique identifier (ID) per borrower (not showing the real name) to allow borrowers with multiple loans in the pool to be identified (eg further advances/second liens are shown as separate entries). Should not change over the life of the transaction. If there is more than one borrower, then list the borrower IDs and use a comma as a delimiter, with primary borrower first.</td>
</tr>
<tr>
<td>Borrower type</td>
<td>An individual or natural person (may be more than one) – in the United Kingdom, can also have a trustee but this is out of scope for the PoC. An entity/firm/corporate is also out of scope for the PoC.</td>
</tr>
<tr>
<td>Employment status</td>
<td>One option from the list below per individual. Where the borrower has more than one employment status, report status that makes up largest portion of verified income.</td>
</tr>
<tr>
<td>Employed</td>
<td>An individual who works under an employment contract. They are usually required to work regularly for a minimum number of hours and expect to be paid for time worked. A manager or supervisor is responsible for their workload, defining when a piece of work should be finished and how it should be done. Work is done at the business premises or at an address specified by the business. The business provides the materials, tools and equipment for their work.</td>
</tr>
<tr>
<td><strong>Self-employed</strong></td>
<td>An individual is self-employed if they run their business for themselves and take responsibility for its success or failure. They can decide what work they do and when, where and how to do it and can work for more than one client.</td>
</tr>
<tr>
<td><strong>Retired</strong></td>
<td>An individual who has reached the official retirement age or other specified age and is usually no longer undertaking paid employment.</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>Examples include company directors.</td>
</tr>
<tr>
<td><strong>Income type</strong></td>
<td>A borrower may have income of more than one type.</td>
</tr>
<tr>
<td><strong>from employment</strong></td>
<td>Gross annual income from employment before tax or other deductions. This should be evidenced, either document based (e.g., payslips, bank statements or tax returns) or derived through the use of automated systems.</td>
</tr>
<tr>
<td><strong>from self-employment</strong></td>
<td>Gross annual income from self-employment before tax or other deductions. This should be evidenced, either document based (e.g., bank statements or tax returns) or derived through the use of automated systems.</td>
</tr>
<tr>
<td><strong>other</strong></td>
<td>Income from sources other than employment such as pensions or investments</td>
</tr>
</tbody>
</table>

**Income amount**

Gross monthly income, in relation to a borrower, shall be the aggregate of:

(a) in the case where the borrower has a fixed monthly income only, his monthly income (in the case of Singapore, excluding any contributions made to the Central Provident Fund account of the borrower by the borrower’s employer, where applicable) at the time of applying for a credit facility or a financing;

(b) in the case where the borrower has a variable income only, such as commission, bonus or allowance from his employer

(i) the average of the monthly variable income earned in the preceding 12 months; or

(ii) the employment income reflected in the latest available assessment of taxable income from the tax authority at the time of applying for a credit facility or a refinancing;

(c) in the case where the borrower has a fixed and variable monthly income

(i) the aggregate of his fixed monthly income as determined in accordance with subparagraph (a) above and his variable monthly income as determined in accordance with subparagraph (b)(ii) above; or
(ii) the aggregate of his fixed employment income and his variable employment income reflected in the latest available assessment at the time of applying for a credit facility or a refinancing;

(d) the monthly rental income received by the borrower, if any (in the case of Singapore); and

(e) the value of the eligible financial assets of the borrower, if any (in the case of Singapore).

<table>
<thead>
<tr>
<th>Currency of denomination</th>
<th>GBP = United Kingdom pound; EUR = euro; USD = US dollars; JPY = Japanese yen; OTH = other. If more than one applies, report the currency that applies to the largest proportion of the mortgage.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income frequency</td>
<td>The frequency in which gross basic pay from employment (whether from one or more jobs), gross income from self-employment insurance or pensions and state benefits is paid.</td>
</tr>
<tr>
<td>Type of debt</td>
<td>Report only where the borrower is consolidating debt into the new mortgage. Type of debt shall be anything where the borrower is obliged to make payments in the future.</td>
</tr>
<tr>
<td>Debt servicing amount</td>
<td>Refers to the amount of outflows per period that the borrower is subject too at the point of applying for a credit facility or a refinancing.</td>
</tr>
<tr>
<td>Frequency of payments</td>
<td>The frequency in which the bank is deducting money from the bank account provided to serve the mortgage loan.</td>
</tr>
</tbody>
</table>
## Annex 2 Data attributes

### Unstructured data

<table>
<thead>
<tr>
<th>NODE PROPERTIES</th>
<th>News</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Headline</td>
</tr>
<tr>
<td></td>
<td>Full article</td>
</tr>
<tr>
<td></td>
<td>Source</td>
</tr>
<tr>
<td></td>
<td>Date</td>
</tr>
<tr>
<td></td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td>Language</td>
</tr>
</tbody>
</table>

### Structured data

<table>
<thead>
<tr>
<th>LINK PROPERTIES</th>
<th>Corporate loans</th>
<th>Interbank loans</th>
<th>Supply Chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lender ID</td>
<td>Lender ID</td>
<td>Supplier ID</td>
<td></td>
</tr>
<tr>
<td>Borrower ID</td>
<td>Borrower ID</td>
<td>Buyer ID</td>
<td></td>
</tr>
<tr>
<td>Annual interest</td>
<td>Outstanding exposures</td>
<td>Transaction values</td>
<td></td>
</tr>
<tr>
<td>Duration (months)</td>
<td>Interest rate</td>
<td>Transaction number</td>
<td></td>
</tr>
<tr>
<td>Outstanding exposures</td>
<td>Reference rate</td>
<td>Transaction values on trade credits</td>
<td></td>
</tr>
<tr>
<td>Outstanding exposures (exposed)</td>
<td>Maturity rate</td>
<td>Transaction period</td>
<td></td>
</tr>
<tr>
<td>Loan quality</td>
<td>Currency</td>
<td>Currency</td>
<td></td>
</tr>
<tr>
<td>Maturity date</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currency</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NODE PROPERTIES</th>
<th>Banks</th>
<th>Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>Sector</td>
<td></td>
</tr>
<tr>
<td>Total liabilities</td>
<td>Industry</td>
<td></td>
</tr>
<tr>
<td>Total assets</td>
<td>Total corporate loans</td>
<td></td>
</tr>
<tr>
<td>Total corporate loans</td>
<td>EBITDA</td>
<td>Supply chain purchases</td>
</tr>
<tr>
<td>Total interbank loans</td>
<td>Supply chain outputs sold to other firms</td>
<td></td>
</tr>
<tr>
<td>Total interbank liabilities</td>
<td>Location</td>
<td>Annual turnover</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td>Location</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Annual turnover</td>
</tr>
</tbody>
</table>
Banks with direct exposure to the example corporate suffer some losses. These banks update the value of their portfolios. A decline in the value of their assets can lead the banks to write off or liquidate part of their corporate loan holdings. There are several reasons that incentivize a bank to liquidate its assets during distress. For example, the bank reassesses the creditworthiness of its borrowers and concludes that there is credit risk deterioration. Another reason is because banks target their leverage ratios.

Asset liquidations generate price impact, so that the value of an asset is recomputed depending on the volume of the asset that has been liquidated.

Banks without direct exposure to the corporate will also suffer some losses due to this price impact if they have common asset holdings (portfolio overlaps) with the banks that have direct exposure.
### Glossary of terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced analytics</td>
<td>The autonomous or semi-autonomous examination of data or content using sophisticated techniques and tools to discover deeper insights, make predictions, or generate recommendations. Advanced analytic techniques include those such as data/text-mining, machine learning, pattern-matching, forecasting, visualisation, semantic analysis, sentiment analysis, network and cluster analysis, multivariate statistics, graph analysis, simulation, complex event processing and neural networks.</td>
</tr>
<tr>
<td>Aggregate data</td>
<td>Data, typically numerical, that are collected from multiple sources and/or on multiple measures, variables and combined into data summaries, typically for the purposes of public reporting or statistical analysis.</td>
</tr>
<tr>
<td>Artificial intelligence</td>
<td>The theory and development of computer systems able to perform tasks that traditionally have required human intelligence.</td>
</tr>
<tr>
<td>Data attribute</td>
<td>A data attribute is a single field representing a certain feature, characteristic, or dimensions of a data object.</td>
</tr>
<tr>
<td>Data model</td>
<td>Refers to a semantic data model that is a method of organising data which reflects the basic meaning of data items and the relationships between them. This organisation makes it easier to develop application programs and to maintain the consistency of data when they are updated.</td>
</tr>
<tr>
<td>Data standards</td>
<td>Data standards are the rules by which data are described and recorded in a consistent way. In order to share, exchange, and understand data, the format and meaning must be standardised.</td>
</tr>
<tr>
<td>Exposures</td>
<td>In finance, exposure refers to the amount of money that an investor has invested in a particular asset and also represents the amount of money that the investor could potentially lose on an investment.</td>
</tr>
<tr>
<td>Granular data</td>
<td>The data points and data formats that firms use in their internal books and records for financial and business purposes. Data defined at lowest appropriate level possible for a given data set, for example relating to individual contracts or transactions.</td>
</tr>
<tr>
<td>Machine learning</td>
<td>A method of designing a sequence of actions to solve a problem that optimises automatically through experience and with limited or without human intervention.</td>
</tr>
</tbody>
</table>
# Glossary of terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Open source</strong></td>
<td>Open source describes software that comes with permission to use, copy and distribute, either as is or with modifications, and that may be offered either free or for a fee. The source code must be made available.</td>
</tr>
<tr>
<td><strong>Predictive analytics</strong></td>
<td>The use and examination of data to predict patterns of activity. Predictive analytics may involve technologies such as machine learning or visualisation tools and is characterised by techniques such as regression analysis, forecasting, multivariate statistics, pattern-matching, predictive modelling and forecasting.</td>
</tr>
<tr>
<td><strong>Proof of concept</strong></td>
<td>A proof of concept (PoC) is a demonstration of a product, service or solution in a sales context. A PoC should demonstrate that the product or concept will fulfil customer requirements while also providing a compelling business case for adoption.</td>
</tr>
<tr>
<td><strong>Reference implementation</strong></td>
<td>For this PoC, we refer to reference implementation as a point of reference rather than being put directly into productive use.</td>
</tr>
<tr>
<td><strong>Regulatory reporting</strong></td>
<td>Data received to fulfil mandated functions such as those of a supervisor, regulator, macroprudential authority or resolution authority.</td>
</tr>
<tr>
<td><strong>Reporting requirements</strong></td>
<td>The description of which firms need to provide data, what data they need to provide, how they need to provide it and when they need to provide it. Requirements may include rules, instructions and technical specifications.</td>
</tr>
<tr>
<td><strong>Structured data</strong></td>
<td>Information that has a predefined data model or is organised in a predefined manner.</td>
</tr>
<tr>
<td><strong>Suptech</strong></td>
<td>Any application of fintech used by regulatory, supervisory and oversight authorities.</td>
</tr>
<tr>
<td><strong>Technology stack</strong></td>
<td>A list of all the technology services used to build and run a given application.</td>
</tr>
<tr>
<td><strong>Unstructured data</strong></td>
<td>Information that either has no predefined data model or is not organised in a predefined manner.</td>
</tr>
</tbody>
</table>
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