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INFLATION AND OUTPUT:
A REVIEW OF THE WAGE-PRICE MECHBANISM

Introduction

Since the late 1970s a medium-term strategy has formed the basis
for macroeconomic policies in most industrialised countries. This
strategy has four components:

- a reduction in fiscal deficits and in the government share of
output;

~ a shift in the distribution of factor income in favour of profits;

- removal of rigidities in labour and product markets;

- relatively tight monetary policies to reduce and then stabilise
inflation at a low rate.

A key assumption behind the medium-term strategy is that there is
no long-run trade-off between inflation and the level of output. This
assumption is also known as “the long-run neutrality of money” or
the “natural rate hypothesis” (NRH). Thus expansionary monetary
policies may temporarily increase output and lower unemployment,
but the economy will eventually return {o the natural rate of
unemployment at a higher rate of inflation. Conversely, deflationary
policies will over a certain period reduce output as well as the rate of
inflation, but in the end only the reduction in inflation wilf remain as
the economy again returns to its natural rate.

So far the medium-term strategy has been a success in many
respects. Government deficits have been reduced and profit shares
are in many countries back to pre-1973 levels. Moreover, the
restrictive monetary policies adopted almost universally have
contributed to the largest deceleration of inflation in the post-war
period and have also helped to maintain inflation at a low and stable
rate for the last two to three years. Yet in two respects the strategy has
been disappointing. The fall in inflation was accompanied by very
large output losses and the response of inflation fo the policies
adopted was subject to long lags. Secondly, in Europe and, to a lesser
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extent, Japan there have so far been no signs of a return to a natural
rate of unemployment. As can be seen from Graph 1, the NRH seems
to hold for the United States, as the policies adopted in 1979-80
initially reduced inflation as well as employment, but by 1987 the rate
of unemployment had returned to its initial level and during 1988 it
fell below what many previously considered to be the natural rate.
However, in Europe and Japan it is difficult to find evidence of the
NRH. Obviously, in both cases the rate of inflation has been
substantially reduced, but the rate of unemployment has stabilised at
a level which is considerably higher than in 1979-80.

When attempting to explain these disappointing aspects, it is
natural to look to the wage-price mechanism in industrialised
countries and this is the main topic of this paper. Following a brief
review of short and long-run trends in output, inflation and money
supply growth in Section I, Section II surveys major models of the
wage-price mechanism. In particular, it discusses those theories
which can explain why a change in monetary policy is not
immediately reflected in a parallel change in the rate of inflation but
1s accompanied by real output effects, which may last for four to five
years. Section II1 turns to the empirical evidence with respect to the
parameters of the wage and price equations which are responsible for
the persistent output effects of monetary policy changes, while
Section 1V surveys various hypotheses concerning the particular
shape of the European Phillips curve. Finally, Section V deals with
some unresolved issues and attempts to draw conclusions and policy
implications.

In focusing on the wage-price mechanism, the paper leaves out a
number of subjects which are also closely related to the problem of
inflation. It does not discuss the longer-term aspects of an ongoing
and steady rate of inflation, such as whether it is entirely neutral and
whether the optimum rate is positive, zero or negative. Moreover, the
paper has little to say on the causes and effects of inflation, and the
formation of inflationary expectations is treated only superficially.
The paper also neglects several international aspects of inflation,
especially the role of exchange rate movements. Export and import
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prices are mentioned as components of aggregate price equations and
as possible sources of supply shocks, but the transmission of inflation
between countries is mentioned only briefly and hypotheses
regarding the “world rate of inflation”, which were very popular
some years ago, are not discussed. Finally, many technical aspects of
the wage and price adjustment process have been left out in order not
to overburden the text with equations and mathematical proofs,
Readers interested in a more rigorous presentation and discussion of
the various issues are referred to two recent surveys [Blanchard
(1987b) and McCallum (1987a)] from which many aspects and ideas
in the following text have been taken.

Because of these limitations, this paper is by no means a survey of
inflation. It is rather an attempt to review certain aspects of the
inflation process which are thought to be of interest to policy-makers
concerned about the real and nominal effects of their actions and
about the process by which policy changes are transmitted to the
“real” economy.

L. Inflation and Output Developments

fa) Longer-run Trends. Average inflation rates for the period
1960-87 are shown in Table 1a together with average growth rates for
real output and money supply for the G-10 countries plus Austria,
Australia and Denmark.’ The table also includes a measure of
year-to-year variations and simple correlation coefficients, with the
latter included as an expository device and not intended as a measure
of causal refationships.

Italy and the United Kingdom are the two countries with the
highest average inflation rate over the period, followed by Denmark

"The tiree countries were added to create a larger sample for cross-country
calculations and comparisons. Scuthern Europe is under-represented in the sample, but
for most of the period the countries of that region would have been “outliers” in terms
of reat growth as well as inflation and would have biased the cross-country
computations,



Table 1a

Inflation, Real Output and Money Supply’

Average rates Standard deviation Correlation coefficients?
Countries P | dQ [ aM | Py | Qu | Ma! Ruw | Rom | Rem | Reg
Based on year-to-year changes, 1960-87

United States..... S8 30 951 27 1 24| 2.8 | 039 0.09 0.29 —0.51%*%
Japant «..ovvvnl 531 606 11427 4.1 3.8 5.5 0.57%* 0.53%% 0.25 —0.07
Germany ........ 411 3.1 891 1.7 2.3 2.6 | 0.43% 0.32 0.28 -0.02
France .......... 7.1 3.8 [ 125 3.3 | 2.1 | 42 ) 051 0.21 0.29 (0. 56%%
Uniled Kingdom ..| 82} 2.4 [ 125} 61 | 2.1 { 80 | 0.21 0.06 0.20 ~(.53%*
Ttaly «..ovovun 10.2 1 3.8 | 163 6.1 26 1 4.8 | 0.61%% | 018 0.62%% | —(.52%*
Canada,......... 5.6 44 | 10.8 | 3.3 2.2 | 56 0.67%* | —0.07 0.72%% § -0.36
Australia ........ F.6 1 4.2 1109 4.7 2.3 ¢ 42 0.76%* | -0.04 0.68%% | ~(0 48%*
Austria.......... 494 35 | 114 L7 | 20 ; 3.0 | 0.57*= 0.33 0.46% 1 ~0.07
Belgivm ......... 511 33 9.0 2.7 2.3 3.0 0.47*% 0.18 0.39% | -0.37
Dermark ........ 7.8 3.0 {181 ] 23 1 2.6 | 43 | 020 0.09 0.18 ~0.46%
Netherlands . .. ... 541 35 9.51 3.0 ] 2.8 1 57 | 053 0.40% 0.42% 0.23
Sweden.......... 721 2.8 921 30 | 20 19 G.13 —0.15 0.24 —0.63%*
Switzerland . ... .. 46| 2.7 8.9 2.3 2.9 13 0.37* 0.52%% { —=0.10 —0.15

! Inflation {dP) is measured by changes in the GDP deftator, output {dQ) by changes in real GDP and money
supply (dM) by changes in M, for the United States, Germany, the United Kingdom, Italy, Sweden and
Switzerland and in M, for Japan, France, Canada, Australia, Austria, Belgium, Denmark and the

Netherlands.

small changes =dP +dQ.

2 Significance levels indicated by * (5%) and ** (1%}. dY is changes in nominal GDP and for

and Australia, while the lowest rates of price increase are observed
for Germany and Switzerland. Japan has the highest real output
growth, followed by Australia and Canada, with the lowest rates
being recorded for the United Kingdom, Sweden and Switzerland.
Money supply growth has been highest in Italy and Japan and the
lowest rates are found for Germany and Switzerland.’

Leaving the variability measure to be discussed below and turning
to the lfast four columns of Table la, one feature is that the
correlation between changes in nominal income and money supply is
everywhere positive and in eleven cases significantly so. In five
countries (Italy, Canada, Australia, Austria and Belgium) the
significant correlation can be related to price changes and in two

: Average growth rates for money supply are probably influenced by the aggregate
used. For all countries we chose the widest possible aggregate which was avaitable for
the whole period.



cases (Japan and Switzerland) to real output changes, while in the
Netherlands both output and price changes provide a significant
contribution. The last column shows a negative correlation (except
for the Netherlands) between real output and price changes and in
half the cases the correlation is significant. This is likely to reflect a
cyclical phenomenon, as inflation tends to be low early in the cycle
when output growth is strong, whereas later on output growth
declines and inflation accelerates.

The correlation coefficients in Table 1a are based on separate time
series for each country and tend to be dominated by cyclical
developments. Table 1b shows similar correlations, but calculated
across the fourteen countries using average values. This may give a
better impression of longer-run relations and also makes it possible to
include variability measures in the analysis. Probably the most
striking feature of Table Ib is the high and positive correlation
between the variability and the level of inflation. This confirms an
“old” observation in empirical macroeconomics that the variability
of mflatlon tends to rise with the average rate of inflation (or vice
versa). * The variability of inflation is also positively correlated with
the variability of money supply changes and with the average growth
of money supply. A second feature of Table 1b is the high and
positive correlation between average inflation and average money
supply growth, which is now much more pronounced than in the
separate country series and thus gives more support to the money
neutrality hypothes;s

By contrast, the variability of inflation or money growth (often
taken as indicators of uncertainty) does not seem to be correlated
with average output growth or the variability of output growth.5
Instead, the variability of output growth is strongly correlated with

¥ See alse Coe and Holtham (1983}, who find a similar relationship for ali OBECD
countries and review earlier studies of this issue.

* See also Mishkin (1984) who uscs a sample of fifty-four countries and finds a
correlation coefficient of 0.96.

* A similar result is reported in Duck (1988) for a sample of 33 countries.
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Table b
Cross-country Cotrelation Coefficients

dar Ps(l dQ Qs(l dM Msd
dP ... -
Pyg.oovooon 0.77%x -
d@.......... ~0.07 0.1 -
Qe oot ~(.19 0.09 0.65* -
dM .o G.66%** 0.69%* 0.49* 0.29 -
Mg ooronne 0.47 0.72* 0.17 0.16 0.47 -

Note: Notation and statistical significance levels as shown in Table la.

average output growth, suggesting that countries “going for high
growth™ are more likely to encounter constraints and hence to be
forced to rein in real growth through restrictive policies than
countries pursuing a more stable growth policy. Finally, it is worth
noting that when measured across countries the correlation between
inflation and real growth is virtually zero.S This gives some support to
the earlier observation that the negative correlation observed for
individual countries was mainly a cyclical phenomenon and it may be
seen as the net outcome of two long-run trends: on the one hand, in
countries with relatively accommeodating policies and operating close
to capacity limits, high growth tends to be accompanied by high
inflation; on the other hand, when money supply targets are
rigorously enforced and velocity is stable, a high rate of inflation will
“crowd out” real growth and produce a negative correlation.

{b) Features of the Recent Deceleration. Table 2 presents inflation
rates for the 1980s for the same group of countries as shown in
Table la. On average, the inflation rate fefl by almost six percentage
points and, because the deceleration was most pronounced in
traditional high-inflation countries, the decline in the average rate
was accompanied by a significant convergence of inflation rates

®This independence of price and output developments may also be observed in
forecasts. For instance, when comparing the predictions of fifty US forecasters for
1989, the correlation between the rates of consumer price inflation and real GDDP
growth is negative but only 0.15.
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Tabie 2
Recent Inflation Trends

Deceler- { Change Cumuiative

Countries 1980 | 1981 | 1982 | 1983 | 1984 | 1985 | 1986 | J9§7 | Soon jFEaeofi  owpatios
trough [pleyment - (Trend
percentage change in GDP deflalor percentage points | - GDP)
United States..... 9.0] 961 65} 3.8 3.81 3.0 | 2.6 33 7.0 —1.0 23 | (2.8)
........... 371 33 191 0.8 127 1.4 2.0 |=0.2 3.9 0.8 2.7 | (4.2}
........ 48| 40| 44} 321 201 2.2 3.0 2.1 2.7 5.0 6.5 | (2.3)
.......... 2311171127 935 7.2 5.8 | 4.1 251 10.2 4.2 2.6 | 2.0)
United Kingdom .. | 8.6 | 10.5 | 7.1 53(-54| 5.8 | 2.7 444 16.0 4.6 4.3 1 (2.3
............ 206 11858621149 11.4| 89 | 7.5 3.61 15.6 48 45 {1 2.9
.......... 06 168 87 5.0 3.1 29! 23 4.3 8.3 1.5 04 | 2.9
........ 10.1 P 168 7.7 80| 66| 5.8 | 7.4 7.7 5.0 2.1 0.6 | (3.0)
.......... 5.1 631 62| 3.7 49| 301 40 2.5 1.8 3.8 24 1 2.00
......... 371 5.1 7.1 591 521 557 38 1.4 5.7 3.0 4.0 | 2.0)
Denmark ........ 8211011106 761 57| 531 4.2 5.0 6.4 i.l 1.9 | 2.1)
Netherlands ... ... 561 551 8.3 1.8 [.8} 1.7 4§ 0,9 | —-1.0 7.3 6.6 6.5 | {2.0)
.......... 1171 95 87| 97, 7.7{ 6.7 1 1.2 5.2 6.5 0.0 1.5 | 2.0
Switzerland ,..,.. 27 69) 73] 3.3] 281271 3.8 2.5 4.8 0.6 2.6 | 2.4

........ g.1 8.7 82| &.l 50| 44 | 4.6 3.3 5.8 2.6 3.1 -

Standard deviation| 5.6 3.9 3.6 3.9] 2.8] 22| 1.9 2.4 3.7 - - -

across countries, with the standard deviation dropping from 5.6 in
1980 to a low of only 1.9 in 1986. While for obvious reasons the
potential deceleration is larger in high than in low-inflation countries,
the correlation between the acfual deceleration and the previous peak
is at + 0.87 nevertheless surprisingly high. At the same time, the costs
of reducing inflation, measured by either the rise in unemployment or
the cumulative output loss, have not been appreciably larger in
countries with large inflation gains than in traditionally low-inflation
countries. For both measures the correlation with the decline in
inflation is only about one-third. On the other hand, given the
different views of the likely adjustment path following the adoption
of anti-inflationary policies, this absence of a significant correlation
between inflation and output should not be considered a major
surprise.

{c} Alternative Adjustment Paths. Returning for a moment to
1980, one might attempt to simulate the likely outcomes of a
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determined policy to reduce inflation and compare these to the
predictions of wvarious schools of thought at that time.” The
hypothetical outcomes are shown in Graph 2,8 where on the left-hand
side real output is shown on the vertical axis, time on the horizontal
axis and the line A-Q* is the potential output growth path. The
right-hand side is a traditional Phillips curve graph with the rate of
price change on the vertical axis and the rate of unemployment
measured along the horizontal axis.

A collection of predictions in 1980 would be certain to include
those made by members of the New Classical School, who would
argue that a tightening of policies immediately lowers inflation with
no loss of output. On the Phillips curve this would correspond to a

7 A more detailed discussion of various schools of thought will be presented in
Section [l below. The definitions adopted are not universally accepted. For instance,
Tobin {1980} refers to the New Keynesian School as the “Neoclassical Synthesis”, while
the New Classical School becomes “Monetarism 27, with “Monetarism 17 referring to
Friedman’s theory of money as the key determinant of nominal and real income. At the
same time, Greenwald and Stighitz (1988) confine the New Keynesian School to theories
that focus on market imperfections, particularly in capital markets, while models
explaining lags in wage and price behaviour are labelled “Traditiopal Keynesian
Theories™.

8 See also Budd and Dicks (1982).
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move from A to B along the vertical curve while on the left-hand side
actual output would always equal potential output {AQ™),

Traditional Keynesians, on the other hand, would see a move
from A to C on the downward-sloping Phillips curve and in the
output diagram a move from A to C along the curve (a). Hence there
would be loss of output during the period of adjustment and the
economy would end up at a level of output below potential (and a
higher level of unemployment) when inflation had been reduced to
the desired target. This outcome would also be predicted by members
of the hysteresis school, according to whom potential outpui
gradually adjusts to actual output. Thus AQ* would gradually shift
down and the vertical Phillips curve AB would move to the right until
it reaches point C.

New Keynesians, influenced by Friedman’s and Phelps’ crifique
of the long-run trade-off, as well as members of the Monetarist
School would predict a movement from A to B along (b) and in the
Phillips curve graph a move from A to C along the short-run Phillips
curve and then a shift from C to B. Thus the economy would
eventually return to the potential output path at full employment, but
there would be costs to lowering inflation in terms of output losses
and higher unemployment during the intervening years. Path (c) gives
a more optimistic view of the likely development, as the output loss
incurred early in the adjustment is made up in the later phase. Onthe
right-hand side this would involve some overshooting of the long-run
unemployment rate, and to achieve this the inflation rate would have
to “undershoot” the target rate during part of the adjustment.
Although a precise offset of the output losses during the early phaseis
an unlikely outcome many macro models of the New Keynesian or
Moretarist School have a dynamic structure which produces a
considerable degree of overshooting and the outcome of policy
simulations frequently follows a path such as {c).

Along the adjustment path (d) the early output loss is not only
offset, but the economy ends up at a higher level of real output and
possibly also a higher rate of potential growth. The vertical Phillips
curve would now shift to the left and the equilibrium rate of

14



unemployment declines. Who would have predicted such an
cutcome? It is difficult to assoctate (d) with any particular school of
thought, but it is consistent with the view held by many policy-makers
that inflation is a cause of low output and that a precondition for
permanently raising output {and lowering unemployment) is a lower
rate of inflation. One argument supporting this view is that at high
rates of inflation price signals are difficult to interpret and this
hampers output growth.9

Finally, path (e) provides the most favourable outcome and may
correspond to the view held by supply-side economists, who gained
political influence in 1980. According to this school, appropriate
supply-side measures would lower inflation and raise the rate of
output growth without any need for restrictive measures. The
emphasis on the efficiency of market forces is very similar to that of
the New Classical School, and the measures proposed by the
supply-side school may be seen as removing obstacles and lifting the
econamy from a second-best equilibrium to a more satisfactory one.

How do the fourteen countries “fit” the hypothetical adjustment
paths? Returning to Table 2, a first impression is that the United
States has followed the path of the revised Keynesian model, as the
rate of unemployment is now lower than in 1979-80 whereas the rise
in output growth has not been sufficient to offset the earlier
deviations between actual and trend output. Moreover, Sweden
seems to “fit” model (d), with a marked deceleration in inflation, no
change in the rate of unemployment and only a small output loss.
However, a surprisingly large number of the remaining countries
have followed the traditional Keynesian path, with an apparently
permanent rise in the rate of unemployment and a large cumulative
output loss. This picture is clearly observed for Germany, France, the
United Kingdom, Italy, Belgium and the Netherlands, Switzerland,

? See, for instance, Friedman’s {1977) Nobel Prize Lecture, Some would also argue
that potential output growth in the United States and the United Kingdor is higher now
than in 1980. However, neither country has evolved along path (d} and a possibie rise in
potential output growth may have other causes than the fall in inflation.
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Austria, Australia, Denmark, Canada and Japan also come close to
this path, although the rise in unemployment and the output loss are
much smaller than in the first group of countries.

In evaluating the adjustment paths, the approximate nature of
some of the measures given in Table 2 should, of course, be taken into
account. It is well known that measures of unemployment differ
across countries and some of these differences will also influence
changes in unemployment. The cumulative output losses are even
more uncertain, as they are very sensitive to the assumed potential
growth rates.'® It is also important to recall the earlier observation
(p- 12) that the degree of disinflation has been largely independent of
the incurred output and employment losses. This implies that simple
explanations or theories based on average figures for a large number
of countries (such as Graph 1) are risky, since they overlook the
influence of country-specific factors as well as the existence of non-
linear relationships. Nevertheless, the table does reveal a rather
marked difference between the United States, on the one hand, and
the major European countries, on the other, with Japan, Canada and
some of the smaller European countries occupying intermediate
positions.

{d) Transmission Mechanism. A more analytical problem relating
to Table 2 is that it is silent with respect to the underlying
transmission mechanism. Moreover, it does not reveal how much of
the cbserved deceleration in price increases can be ascribed to policy
measures and how much was due to other factors, such as falling oil
and non-oil commodity prices.

A recent “counterfactual” simulation of the OECD Interlink
Model is instructive in this respect. By assuming that money supply
growth over the period 1980-87 had been high enough to maintain
nominal interest rates at their 1978 levels, the following cumulative

" For the seven larger countries the potential growth rates were calculated as
simple averages of estimates by the IMF and OECD. For the smaller countries only
OECD estimates are available and in the case of Australia this was adjusted upwards in
view of the rapid growth of the labour force.
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changes in relation to a base line solution were calculated for the total
OECD area:"'

1980-83 1980-87
dpP 6.6 15.0
dQ 3.7 2.3
dy ~-2.9 —4.3
Memo items:
dP/dQ 1.8 6.5
dpP/dU -2.3 ~3.5

Thus, for the seven-year period the tightening of monetary policy is
estimated to have reduced inflation by a cumulative 15% (i.e. the
price fevel is 5% below what it otherwise would have been), which is
about half the actual decline. Moreover, the trade-off between
inflation and output (dP/dQ) grows more favourable over time as
output gradually recovers after the initial policy shock. In a second
simulation the fall in oil prices is estimated to have reduced the price
level by only 6.6%, thus pointing to a dominating influence of
monetary policies.

Such simulations are generally useful in evaluating the impact of
policy changes, but the outcomes in this case may overstate the
influence of policies. In the first place, the implied trade-offs are
rather favourabie compared to those found in alternative studies. Ina
well-known survey of US models Okun (1978) calculates a trade-off
between inflation and unemployment of only 0.3 and Gordon
(1987a) estimates “sacrifice ratios” ¥ for the United States, Japan and
Europe of 6.5, 1.3 and 4.8 respectively, compared with only 1.8 in the
OECD simulation,

" For further details ses Coe et al. {1988).

12 According to Friedman (1988) the trade-off for 1980-8]1 to 1986-87 at ¢.4 was
slightly more favourable. However, part of this gain can be ascribed to the appreciation
of the US dollar over this period and was, therefore, only transitory.

" The sacrifice ratio is calculated as the cumulative loss of GDP (as a percentage of
GDP in the initial year) divided by the permanent reduction in the rate of inflation.
Okun (1978) puts the sacrifice ratio for the United States at 6-18, with an average value
of 10,
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Secondly, the principal transmission mechanism of the Interlink
model are wage equations specified as Phillips curves with no
long-run trade-off and mark-up price equations with the mark-up
depending positively on aggregate demand. The model also includes
an equation for non-oil commodity prices, in which lower output
growth and inflation in OECD countries dampen the rise in
commedity prices. The simulations discussed above thus include an
influence of monetary policies on commaodity prices, but their
separate contribution to the deceleration may be understated
compared with those ascribed to excess supply in labour and final
goods markets. Indeed, two important papers”’ based on pooled
cross-country and time series data conclude that changes in the rate
of inflation can be entirely ascribed to developments in oil and
noni-oil commodity prices whereas the degree of slack in labour and
final goods markets has no influence. Although this is an extreme
view and too much influenced by the long-run nature of the
estimates, it is nevertheless of some relevance given the recent interest
among policy-makers in commodity prices as an early indicator of
inflation.”” Moreover, the policy implications are very different from
those of more traditional theories of the transmission mechanism.
Thus for all industrialised countries a fall in the rate of inflation can
only be achieved if they act as a group, as most individual countries

" See Bruno (1980) and Beckerman and Jenkinson (1986). Both studies are based
on reduced form equations with changes in consumer prices and nominal wages
respectively as the dependent variable and import prices and the rate of unemployment
included among the determinants. The authors recognise that the fall in oil and non-cil
commodity prices is partly induced by weaker demand growth in the industrialised
countries, but do not attempt to quantify this effect.

¥ Two recent studies may be seer as “compremises” in this respect. Thus in
analysing the slowdown in UK inflation between 1979-81 and 1981-85 Rowiatt {1988)
ascribes 28% Lo the fall in commodity prices and 72% to output and labour market
slack. Boughton and Branson (1988) test the influence of commodity prices on changes
in the average inflation rate for the G-7 ¢countries and conclude that they improve the
explanatory power of their equation as well as its predictive power for the period
1984-87. By contrast, the inclusion of money supply growth worsens the predictive
power.
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are too small to influence world commodity markets. Single countries
adopting anti-inflationary policies will, though, experience some fall
in the rate of price increase, but it will be entirely at the expense of
other countries, since the only means of lowering inflation is an
appreciation of the exchange rate.

I1. Theories of the Wage-Price Mechanism'®

The evolution of theories of the wage-price mechanism during the
post-war period may be divided into four broad phases: the
consensus of the 1960s, the breakdown of the Keynesian paradigm,
the new classical era and the reconstruction of Keynesian theories.

{a) The Consensus of the 1960s. An essential feature of Keynesian
macroecotomics is the notion of slowly changing prices and wages
and non-clearing markets. In the “General Theory” Keynes (1935)
assumed that nominal wages were “sticky” and prevented the labour
market from clearing while output prices were flexible.’” The model
was developed in a static sefting, but the discovery of the Phillips
cutve [Phillips (1958)], which postulates a relationship between
changes in nominal wages and the rate of unemployment, made it
possible to “dynamise” the wage-price mechanism. At the same time,
it provided the “missing link” to the IS-L.M model. This is illustrated
in the graph on p. 21, where a shift of the LM curve (due to a more
expansionary monetary policy) raises real output from Q to Q,, but
at the same time increases the rate of inflation from dP; to dP,. Thus
the famous trade-off between output and the rate of inflation was
born, and a principal assumption of virtualty all macro models of the

' Readers intcrested in more detailed surveys of inflation theories are referred to
Laidler and Parkin (£975), Barre and Fischer (1976}, Frisch (1977), Santomera and
Seater (1978), Blanchard {(1987b), McCallum (1987a) and Fischer {1988).

7 These assumptions meant that the goods market always cleared while real wages
foliowed a counter-cyclical pattern. However, as pointed out by Dunlop (1938) and
Tarshis (1939) and recognised by Keynes (1939), this pattern is not supported by
empirical data.
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1960s was that the trade-off was permanent;18 i.e. a change in money
supply and nominal demand had permanent real effects.’”

The old Keynesian mode] as illustrated in Graph 3 makes use of
two additional equations, which characterise a US tradition as
distinct from a European one. Thus the original Phillips curve
postulated a relationship between nominal wage changes and
unemployment, but assuming that prices are set as a constant
mark-up on trend unit labour costs and that there is a linear
relationship between excess supplies in labour and product markets -
the Okun equation [see Okun (1962)] -~ it is easy to transform the
Phillips curve into the curve shown in the graph. For the United
States the two additional equations were consistent with empirical
data and, after the addition of a few supply-side variables to the price
equation, they have proved surprisingly robust until this day. For
other countries the Okun equation has been much less stable and the
above price equation is subject to two major Shortcomings.20 First of
all, in a small open economy price changes will not only depend on
changes in unit Jabour costs but also on the development of export
and import prices. Secondly, when prices are set as a constant mark-
up on unit labour costs, real wages will rise in step with labour
productivity and the distribution of factor income will, except for
cyclical influences, be constant. However, outside the United States,
changes in the distribution of factor income have been pronounced
and distributional issues have played a prominent role in modelling
the wage-price mechanism. Two models of this kind, which may be
seen as complementing the simple Phillips curve framework, are of
particular interest in this respect.

"% See, for instance, Duisenberry et al. (1963), Tables 9.7 and 9.8,

" The graph is slightly incormplete and misleading in this respect. The [S-LM modet
augmented by a Phillips curve implies that a one-time rise in money supply wili
eventually be fully reflected in the evel of prices and leave real output unchanged. The
trade-off implied by the Phillips curve requires a permarnent vise in the rate of growth of
money supply.

™ There are other shortcomings such as the assumption of a constant mark-up and
the neglect of changes in capital costs, which will be discussed at a Jater stage.
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(i) Scandinavian Model of Inflation. In the early 1960s the French
economist R. Courbis®' constructed a wage-price model with nominal
wage changes determined along a Phillips curve and prices
constrained to follow import prices in the long run. The model also
introduced a distinction between exposed and sheltered sectors which
was later taken up in the Scandinavian literature and became a main
feature of the Scandinavian Theory of Inflation.” According to this
hypothesis nominal wage changes in the exposed sectors are not to
exceed the rise in export prices plus productivity growth (both of
which are assumed to be exogenous) while in the sheltered sectors
wage changes follow those of the exposed sectors and prices are set as
a mark-up on unit labour costs. Despite the name, the Scandinavian

* See Courbis (1980) which contains references to carlier work.

2 See Aukrust (1977) and the survey in Frisch (1977). A main difference between
the Courbis model and the Scandinavian model is the underiying transmission
mechanism. In the former, international prices influence domestic prices through the
import competing sectors, whereas in the Scandinavian model changes in foreign prices
are transmitted via the reaction of wages 1o export prices.
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Theory is not really a theory of inflation® but mainly a set of
conditions for balanced growth. However, it underlines an important
link between international and domestic price developments, which is
missing from the US consensus model and which implies that the
long-run trade-off is compressed into a single point on the Phillips
curve.”

it} Real Wage Hypothesis. In 1964 the British economist
J.D. Sargan proposed a wage function based on the assumption that
wage earners or their unions bargain for a certain level of real
earnings. This adds the lagged level of real earnings to the traditional
Phillips curve and this additional element acts as a “catch-up” term,
boosting wage changes when real earnings have fallen below the
target but dampening wage inflation when past negotiations have
brought the level of real earnings above the target. Initially, this
model did not attract much attention outside the United Kingdom,
and it virtually broke down when exposed to the wage explosion
foitowing the first oil price shock. However, it has had a renaissance
during the 1980s and, as will be discussed in Section IV below, may be
an element in explaining the current fabour market situation in the
United Kingdom as well as in continental Europe.

®1n fact, when exposed to empirical tests, the model has not performed
particularly well, nor has it played any major role in wage negotiations for which it was
initially designed, A recent update [Faxén et ai. (1988)] introduces the foliowing
changes to the model: (i) the sheliered sector is disaggregated into a private and a public
sector; (ii) productivity changes are endogenised; and (i) the price mechanism is
re-examined with a distinction between raw materiai, industrial and consumer markets
replacing the earlier distinction between domestic and foreign prices. Previousty
Gdrtner and Ursprung (1981) had estimated a Scandinavian model for Switzerland and
found two interesting but disturbing features: (i) the reaction of trade prices to exchange
rate changes is not instantaneous {as for changes in World prices) but subject to fags of
up to three years; and (i) when augmented by a monetary sector to explain movements
in interest rates and exchange rates, the model tends to become unstable.

* This may be seen from Graph 3. If changes in world prices equal dPs,, output
cannot deviate from Qa, as output levels above (below) Q, wouid be accompanied by a
deficit (surplus) on the current external account. For further discussion see Frisch
(1977).
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(b) Breakdown of the Consensus Model. The Consensus Model
and the policies based on the assumption of a permanent trade-off
between inflation and unemployment received several serious blows
in the early 1970s. First a tightening of policies in the United States
did not produce the expected decline in inflation and subsequently an
upsurge in oil and non-oil commodity prices led to a rise in both
inflation and unemployment. In retrospect, these episodes revealed
some serious flaws in the model, which, moreover, by giving the
wrong signals to policy-makers contributed fo its own undoing. As an
illustration consider the following simple model of the wage-price
mechanism:

(i) dw, = a~bU, + cdp, + edp;

dp; = dw,—dg with

dp = percentage change in consumer prices
dw = percentage change in nominal wages
dq = trend productivity growth

U = rate of unemployment

t

time, measured in years.

Ifb = ¢ = 0.25 and e = 0.5 (not atypical parameters for US wage
functions of the 1960s) the first-year impact of a 1 percentage point
decline in unemployment would be a rise in dw of only 0.25 of a
point, Because of the feedback between wages and prices dw would
rise more in the second year, but owing to the slow response of wages
to prices dw would only very slowly approach the final rise of one
point. Mareover, if U is successively lowered - as happened in the
United States during the 1960s - there wifl be a gradual build-up of
fagged effects which is likely to go unnoticed by policy-makers. In
such circumstances it is not surprising that a 12 point rise in U - as
between 1968 and 1970 - will not reduce actual wage increases as they
are dominated by the influence of previous declines in U. In other
words, a policy-induced move along the Phillips curve will be more
than offset by an upward shift of the curve due to the momentum of
inflation.
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A second shortcoming concerns the aforementioned neglect of
foreign prices in the price function. When import prices suddenly
increase by more than 40% in one year domestic prices will not be
unaffected even in a large and relatively closed economy such as the
United States. Moreover, this price acceleration feeds into wages, so
that if policies are tightened in an attempt to dampen the influence of
foreign prices, there is likely to be a rise in both U and dw. This clearly
leaves the impression that the trade-off has become useless as a tool
for policy-makers, though later analyses have shown that the Phillips
curves used at that time were merely too simplistic and could be
“rescued” by adding some of the missing variables,

However, a more serious flaw in the model was the underlying
theory of a long-run permanent trade-off. As argued by both
Friedman (1968) and Phelps (1968) it is implausible to assume that a
society can enrich itself in real terms by printing money at a high rate,
Instead, the Phillips curve should be specified as a relationship
between expected real wage changes and the rate of unemployment.
This may be illustrated by assuming that price expectations are
formed adaptively and can be written as a weighted average of the
one and two-year lagged rate of price changes. The wage equation (i)
then becomes:

(i)  dw, = a—bU, + cdp + (I—c)dps

When combined with the previous price equation, (i) can be
rewritten as:

dw, = a — bU, + cdw; + (1—c)dw,_, — dg

so that to keep the rate of inflation stable, the following condition
must be satisfied:

a—dg = by or
U* = (a—dg¥/b
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U# is Friedman’s “natural rate” and the absence of a long-run
trade-off is frequently referred to as the “Natural Rate Hypothesis”
(NRH), U#* is also the “non-accelerating inflation rate of
unemployment” (NAIRUY, but this is a special case and, as will be
further discussed in Section IV below, the NAIRU and the natural
rate differ conceptually as well as empirically. For the time being,
however, we shall ignore these differences and use U* for both
concepts.

(¢} New Classical Model. The NRH has now been adopted in
virtually all models of the wage-price mechanism. By contrast, the
short-run trade-off is controversial. It survived the objections by
Friedman and Phelps and is retained in the above formulation but is
rejected by the members of the New Classical School. One of their
objections to the Phelps-Friedman model was the assumption that
price expectations are formed adaptively [Lucas (1972)]; instead,
they argue, rational agents form expectations on the basis of all
currently available information including policy annrouncements and
changes. Secondly, members of the New Classical School assume that
prices clear product markets instantaneously and that cach firm is a
price taker.” Consequently, and despite its importance to the
discussion of models of the wage-price mechanisim, the New Classical
Maodel is not really a model of inflation but rather a model of supply
determination. For example, according to Lucas (1973) firms raise
outpuf when they perceive their own price to exceed the expected
average price level. At the aggregate level this implies that actual

¥ Another feature of the New Classical Model which affects not only the wage and
price equations but all behavioural equations of a given modet is the assumption that
behaviouzal parameters are influenced by changes in the policy regime. This is aiso
known as the Lucas critique [see Lucas (1976) and, like Goedhart’s Law and Feliner’s
Policy Credibility Hypothesis, questions the validity of all models based on policy
invariant parameters. Together with the other two assumptions of the New Classical
Model, Lucas’ eritique leads to the Policy Ineffectiveness Proposition which denies any
real effects of poiicy changes unless they are unanticipated. In practice, the proposition
hias been difficult to verify partly owing to the problem of clearly identifying changes in
policy regimes.
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output (Q} exceeds potential or equilibrium output (Q*) when the
current price level (P) exceeds some expected level (P*), thus
producing a short-run aggregate supply curve with a positive slope.26
Empirically, Lucas implemented the model by using current changes
in nominal income (d9,, measured as a deviation from trend real
output growth) as a proxy for P/P* and Q.,/Q* was added to
account for lags ascribed to imperfect information:

(i)  d(Q/Q*) = a + bd§, + c(Qi-1/Q¥)

b can be interpreted as the slope of the short-run supply curve and
Lucas assumed b to vary inversely with the volatility of aggregate
nominal demand on the grounds that in conditions of general
uncertainty firms are less likely to change output.

The above model has been extended to include more countries
than Lucas’ original eighteen and has also been tested on different
time periods. The results have been mixed, as b varies a lot and not
always as predicted by the model. Moreover, most of the explanatory
power is associated with Q,.;/Q* implying a highly autogressive
output structure, which 1is inconsistent with the underlying
assumption of market clearing. To overcome some of these
problems, Batro in a series of papers (1977, 1978 and 1980) tested a
different empirical version of the Lucas model. Instead of proxying
P./P* by d¥, he assumed that a rational agent would base his price
expectations on anticipated changes in money supply and that only
unanticipated money supply changes would have real output

* Thig appears 1o be similar to the Phiilips curve except that the line of causality
has been reversed. However, since both output and prices are in fevels and measured as
deviations from cxpected values, the two models are only equivalent under very
restrictive assumptions with respect 16 the expectation formation process [see Borio and
Rankin (1988)]. In an earlicr paper with Rapping [Lucas and Rapping (1969)], Lucas
had postulated a similar model for the labour market, where he also introduced the
concept of inter-temporal substitution. This states that wage earners who perceive the
cusrent real wage to be below some future expected rate voluntarily opt for more leisure,
thereby raising the measured rate of unemployment.
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effects.”” Using a policy reaction function to derive anticipated
money supply changes and replacing Q..,/Q* by other variables,
Barro found his hypothesis confirmed by US data, though for both
his output and price equations there were long lags not accounted for
by the theory. However, subsequent studies have shown that Barro’s
results are very sensitive to the measurement of anticipated and
unanticipated money supply changes and to the monetary aggregate
being used [Mishkin (1982)]. Moreover, a model combining the NRH
with lagged price adjustments outperforms those implying policy
ineffectiveness for both the United States [Gordon (1982)] and the
United Kingdom [Demery (1984)]. Finally, Barro’s model is
decisively rejected [Pigott (1978) and Fitzgerald and Pollio (1983)]
when tested on data for Japan and large countries other than the
United States and [Duck (1988)] also when applied to cross-country
data for industrial and less developed countries. Consequently, and
despite its intuitive appeal and relevance to monetary pelicy, this
particular line of research appears to have arrived at a dead end and
has been abandoned by the original author.”®

¥ See footnote 25 above. In this context it may also be recaited that the relationship
between money and real output has a long history in empirical macroeconomics. One of
the major findings in the monumental study by Friedman and Schwartz (1963) was the
stable relationship between money and real GDP. This also played a major role in the
so-calied St. Louis equation {Andersen and Jordan (1968) and the survey articles in the
October 1986 issue of the Federal Reserve Bank of 8t. Louis Review] and the ensuing
debate. In the early 1970s Sims (1972) sparked off a new round of discussions using
more sophisticated econometric methods based on the Granger causality test. At first,
this scemed to confirm the earlier results by Friedman and Schwartz, but as more
variables were added to the model, including the rate of interest [Sims (1980}, the line
of causality became more difficult to identify. It isalso interesting that, when examining
the leading indicators for the United States, Koch and Rasche {1988} find that the only
ones which display a substantial average lead and cxplain a significant part of the
variations in industrial production are real M2 and total liquid assets.

% marro’s hypothesis is aiso subject to the objection that it is biased towards the
sellers’ side of the market. Thus buyers who perceive current prices (and the anticipated
money stock) to be above some normal level would reduce demand and thus cause a fall
in real output.
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Does this mean that the New Classical Model has nothing to offer
in explaining the wage-price mechanism? At first sight it appears so.
Thus there remains a “hard core”, the so-called real business cycle
theorists, who have maintained the market-clearing assumption and
see variations in Q./Q* as entirely due to real disturbances and as
independent of actual or perceived price developments. In fact
monetary and fiscal policies have no real effects in this model and
changes in money supply are scen as passively adjusting to real output
changes.

However, indirectly the Lucas model has influenced some of the
more recent studies of the Keynesian tradition and helped to shift the
emphasis from wage to price behaviour and eventually to the
aggregate supply curve with a long-run relationship between the level
of prices and the /level of output. As mentioned above, the
b-coefficient in Lucas’ equation can be interpreted as the slope of the
short-run aggregate supply curve as it indicates the response of real
output (dg = d log Q/Q*) to a change in nominal demand (d$), sce
Graph 4. However, instead of deriving the slope from the response
along the output axis, it might as well be measured along the price
axis. This is the approach adopted by Gordon (1981), who further
drops the assumption of market-clearing and price-taking firms.
Moreover, recognising the slow adjustment of prices, dp.-; is
included as an additional variable, giving the following equation for
estimation:

(iv) dp,=a" +b'df + ¢ (Q1/Q*) + e’ dp

Gordon’s estimates were confined to the United States and covered
almost 100 years. The results were plausible, with the parameters
largely stable except for ¢’, which rose sharply for the last thirty
years, suggesting that the introduction of three-year contracts in the

¥ Readers interested in this particular branch of the New Classical Schoo! are
referzed to the March/May 1988 issue of the Journal of Monetary Economics, which is
devoted to a conference on the real business cycle.
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unionised sector led to longer lags in the adjustment of prices. Other
authors [Coe and Holtham (1983} and Schultze (1984 and 1986)] have
extended the model to other countries and mostly found rather
plausible and stable parameters. The model is also analytically
appealing in that (1-b") indicates the extent to which prices fuil to
clear markets in the short run (see also p. 38) while ¢’ captures the
traditional Phillips curve effect.

Yet this approach is not wholly satisfactory and four weaknesses
(also relevant to equation (iii)) in particular should be mentioned:

{i) Unbiased estimates of the behavioural parameters can only be
obtained when the aggregate demand curve has an elasticity of unity
and the supply curve is not subject to shifts.” The former assumption
is very restrictive and the second is clearly implausible, given the large
changes in oil and non-oil commodity prices during the 1970s.

% For proof see Asak (1977). Ball ct al. {1988) suggest a way around fhis problem,
arguing that if the aggregate demand clasticity () differs from unity edp + dg will be
independent of supply shocks. Equation (iv) {or (ii1) in their version) is then estimated
for e ranging Mrom 0.5 10 2.
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(if) Even if the above assumptions were satisfied, the estimated
b’ -coefficient is likely to be biased, as the national accounting
identity implies that dp is already contained in d§. This bias could be
eliminated by transforming equation (Ev)” but, as can be seen from
Table 3 below, this leads to much less satisfactory estimates. For
instance, while equation (iv) implies that a rise in money supply which
increases nominal demand growth by 1 percentage point will be
accompanied by a short-run real output rise of 0.66-0.74 points, the
alternative and unbiased approach yields very poor results, with only
the German supply elasticity being close to statistical significance.

(iii} In an open economy policy-induced shifts in the aggregate
demand curve should be approximated by changes in domestic
demand and not by changes in nominal income. However, since a rise
in domestic demand can be met by higher imports (and/or lower
exports), higher domestic output or higher prices, it is not enough to
substitute changes in domestic demand for changes in nominal GDP,
but import demand should alse be included. This probably explains
why the slope parameters tend to be less well determined for smaller
than for larger countries.

(iv) The model ignores wages and hence the specific contribution
of the wage formation process to lags and cyclical sensitivity.

In a second “Keynesian” application of equation (iii), Ball ct al.
(1988) maintain Lucas’ specification with output as the dependent
variable, but assume that the slope of the aggregate supply curve not
only depends on the variability of nominal demand but also on the
average rate of inflation. The rationale behind this argument is that
in countries and periods with high rates of inflation firms will adjust
prices more frequently than in conditions of low inflation, whereby
the “split” between price and real output changes shifts towards the
former. When interpreted within the Phillips curve framework, this
hypothesis has the interesting implication that the Phillips curve
becomes flatter at high rates of unemployment, thus suggesting a less

# Using the national accounting identity d§, = d&, + dp,, (iv) can be rewritten as:
&) dpe=(a" + b'dd + ¢ (Qri/QF) + ¢ dpd/(1-b)
so that the parameters will be larger than in (iv) but none should change sign.
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Table 3
Cutpul Price Equations® (Selected countries, annual data 196G-81)

Countries day dg Q- /Q¥ Aap.y R} h
US(iv)...| 0.26{2.4 - 0.12(1.4) 0.67(6.9) | 0.87 0.65
v ... - .01 (0.8 | 0.07¢0.7) 0.77 (6.4) 0.83 | -1.33
FP (iv) ...| 0.34{2.6) - 0.12 (1.5 0.272.1) 0.3 0.04
™) ... - =~0.05(0.3) | 0.23(2.8) 0.18 (1.0) 0.61 1.28
DE(v)...| 0.28(3.7) - 0.26 2.7 0.05(0.3) 0.64 0.65
vy ... - 0.20(t.5) | 03529 0.00(0.1) | 0.56 2.26

* In addition to the parameters shown, the estimated equations inchude intercept terms
and the change in import prices (United States and Fapan) or a dummmy shift variable
(Germany) to correct for shifts in the aggregate supply curve. R*is the coefficient of
determination. his Durbin’s measure of autocorrelation with critical values of 2 and
{-statistics are given in brackets.

favourable trade-off for anti-inflationary policies in the 1980s than in
the 1970s.

Ball et al. test the hypothesis by first estimating b in equation (iii)
for each of forty industrialised countries and then regressing the
b-coefficients on the corresponding values for average inflation and
the variability of demand. Theyv find their thesis confirmed for the
period 1960-84 as well as for various sub-periods and sub-samples of
countries. They do not apply their test to time series for individual
countries, and when we tested the hypothesis on data for the three
largest countries the results were mixed. For the Lucas equation the
estimates for the United States and Germany confirmed the
postulated impact of inflation, but it was rejected for Japan,
Moreover, for equation (iv), which is more consistent with the
underlying hypothesis of imperfect competition, the hypothesis was
rejected for all three countries.

*The test was done on annual data for the period 1960-86 and carried out by
setting the coefficient on d¥ in (iii) and (iv) equal to (b + h/dp-;) and subsequently
checking the sign and statistical significance of h. It was also applied to a wage equation
over the same period, using the specification:

dw =a— (b + b/dp-)log U + edp + fdp; + gdg
but again h was found to be statistically insignificant. The non-linear form as well as the
lag on the postulated impact of inflation on the spiit follows suggestions in Ball et al.
However, the lag may not have been sufficiently long if frms adjust their pricing

behaviour only slowly.
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In conclusion, Gordon’s modef was an appealing and promising
attemnpt to quantify the notion that policy changes mainly influence
nominal income while the split of nominal income changes between
price and output changes is determined by market forces, as captured
by the slope of the aggregate supply curve. It also gives a more
satisTactory explanation of price and output variations than a model
based on the assumption of instantaneous and continuous market
clearing, and Ball et al. add a further and highly policy-relevant
element to the split by postulating a dependence on the rate of
inflation. However, the model is a “short-cut™ to quantifying the
supply side and the empirical support for the specific influence of
inflation is still in doubt. Moreover, because the parameters are
reduced forms of the underlying behavioural parameters they are
not very robust. Consequently, most recent discussions have
concentrated on the characteristics of the principal structural or
behavioural equations, viz. the parameters of the price and wage
adjustment functions.

(d) New Keynesian Models. The New Keynesian Models of the
wage-price mechanism have retained the assumption of sluggish price
and wage adjustments and non-clearing markets, but have adopted
the notion of a long-run vertical Phillips curve™ as well as the new
classical assumption of rational expectations and optimising
agents. * While the empirical evidence on non-clearing markets is

* One exception is the so-called “norm model” proposed by Qkun, Perry and
Schultze [see Perry (1986)], which may also be interpreted as an extreme version of
nominal rigidity (see below). According to this hypothesis, wage earners seck to obtain
a certain norm increase in nominal wages, based on a loose notion of what the “going
rate” should be. Technicalty, the hypothesis implies that a constant term, subject to
shifts over time, is added to the wage cquation shown below and the model is
implemented by using dummy variables, pre-selected according to the analyst®s views of
when a norm shift may have occurred. This usually has the effect that the coefficients on
the price terms decline sharply or become insignificant.

¥ As pointed out by Selow (1979a) the difference between the New Classical Model
and the New Keynestan Model is nof that the first assumes optimising agents while the
secand does not. The difference is in the constraints, which firms are likely to take into
account.
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quite firm, a major theoretical challenge to the New Keynesians has
been to explain why in a world of rational agents markets do not
clear. During the last decade a large body of literature has been
devoted to this guestion. However, before reviewing the principal
hypotheses it is helpful to make a detour and introduce the concept of
rigidities which has figured prominently in this literature. In
particular, two guestions will be addressed: (i) how are rigidities
defined and (i1) what is the importance of rigidities to policy-making
and, in this context, would more flexible wages and prices be helpful?

(i} Price and Wage Rigidities. N

Definition of real and nominal rigidities.

A frequently heard argument when characterising economic
behaviour in various countries is that wage formation in the United
States has a high degree of nominal rigidity whereas Europe suffers
from rigid real wages. Although there is no unified theory of rigidities
[see Mitchell (1986) and Helliwell (1988)], the behavioural
parameters involved may be identified from the following wage and
price equations:

(vi) dw, = a + bdp, + (1-b)dp-; — e(U—U*) + edg

dp, = £ + j(e(dw, — dg) + (1-g)}(dw.; — dq)) +
(1-jdpm, + iQ/Q*"

Most analysis define rominal rigidities as a slow response of
wages and prices to current changes in nominal variables and measure

3% The discussion in this section is confined to aggregate wage and price rigiditics. A
related but separate issue concerns the rigidity of sectoral and/or regional wage and
price differentials.

¥ The price equation is frequently rewritien as:
dpe = 173 + gldw, — dd) + (I=g)dw,y — dg) + ((1=3)/3) (dpmy = dp) + (/1) Q/Q*
on the assumption that import prices only affect domestic prices when their rates of
change differ.
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the degree of nominal rigidity as (1-b) or (I~g) depending on the
equation considered. In practice, the lag structure will be longer than
shown above but the important point is that as long as b and g are less
than unity purely nominal changes will have real effects.

Real rigidities, on the other hand, are usually associated with a
weak response of wages and prices to real or cyclical changes, i.e.
with low values for ¢ and i. Most analysts of real rigidities have
focused on the wage equation and ~ for reasons to be explained below
- have measured the degree of real wage rigidity by 1/¢ or b/ .V

Rigidities and economic policy.

The importance of rigidities to economic policy-making is easier
to explain if the two equations in (vi) are combined into a reduced
form in prices. On the further assumption that (U—-U#*) 1s
proportional to Q/Q* and confining the analysis to the long run
{(vi) can be written as:

(vi') ddp = a’ + k(c+i")Q/Q* + k((1—e)dq + ' (dpm — dp))

1i
t

where a” = k(f/j + a) i = 1=/
i" =i/ k = 1/(1-bg)

and ddp denotes changes in the rate of price inflation. (vi’} may also
be interpreted as a long-run aggregate supply curve with kic+i")
indicating the slope and dq and (dpm — dp) serving as shift variables
{see Graph 5).

From the above expression it is immediately seen that a high
degree of nominal rigidity will tend to flatten the aggregate supply
curve so that shifts in the aggregate demand curve will be

" These definitions implicitly assume that the price and wage equations are
hoemogenous of degres one; (i.e. that the coefficients on prices and wages respectively in
the wage and price equations sum to unity). The definitions can still be used when this
condition is not satisfied but the empirical measures are more difficult to interpret.
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accompanied by relatively large output effects and only small
changes in the rate of price inflation. By contrast, when wages and
prices respond quickly, the output effects of changes in demand will
be relatively small and it was against this background that Friedman
{1974) and Giersch (1974) recommended wage indexation as a means
of reducing the output costs associated with anti-inflationary
monetary policies.38 However, as shown by Gray (1976} and Fischer
(1977), the stabilising influence of wage indexation very much
depends on the kinds of shock experienced. In the case of a supply
shock a guick response of wages to prices is undesirable, since the

3 This recommendation, as well as the analyses by Gray and Fischer, implicitly
assumes that price expectations adjust slowly, so that wage indexation increases b in
equation (vi). [f, however, price expeclations adjust rapidly or are very volatile with a
tendency Lo overshoot, analysing the impact of wage indexation will require a different
model.
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maintenance of output on a non-inflationary path requires real wages
to “absorb” changes in productivity growth and in relative import
prices. This can also be seen from the last two terms in {vi"), asa high
value for b (and k} leads to larger shiftsin the aggregate supply curve
and thus exacerbates the inflationary impact of changes in dg and
dpm.”

Turning to real rigidities, it is easily seen from equation {vi’ ) that
real rigidities tend to flatten the aggregate supply curve just like
nominal rigidities. Hence, when the degree of real rigidities is high,
demand shocks are accompanied by large fluctuations in real output
but relatively small changes in the rate of inflation. More important,
however, is the implication of real rigidities for policies aimed at
keeping inflation stable in conditions of large and frequent supply
shocks. This has been a main concern of the European literature in
this area and may be illustrated by analysing the effects of a sudden
acceleration in import prices. Depending on the weight of imports
(1=]) a rise in (dpm—dp) has an immediate effect on domestic prices.
Wages would also be affected and eventually the upward shift of the
aggregate supply curve would reach k(1-j)/j times the relative change
in import prices (see Graph %). If the authorities wish to hold the rate
of inflation stable, a more restrictive policy stance is required, as
Q/Q* would need to faii from A to B or by (I-j)/jic+i" )} times the
change in (dpm- cip) " In a small and open economy with a high
degree of real rigidity this tightening could be substantial. For

¥ Some also argue that the rate of inflation is higher in indexed than in
non-indexed economies. The mechanism is often associated with the view that the
authorities in countries with wage indexation tend to adopt more expansionary policies
and it is further claimed that these countries adapted less well to the two oil shocks.
However, using cross-country regresssions based on a sample of 40 countries Fischer
(1983) contests the latter view and argues that countries with indexation in fact adopted
less accommodating policies, Moreover, in an eatlier survey of wage equations
Goldstein (1975) did not find that indexation had any appreciabie effect on the
estimated parameters.

W Note that nominat rigidities affect the inflationary impact of higher import
prices, but #ot the fall in demand required to eliminate the inflationary shock.
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instance, when the import share (1—j) is 40% and the cyclical
sensitivity of prices is close to zere (as found in many empirical
studies) an import price shock of 10% would require that Q/Q* fall
by 10% when ¢ = 2/3, while for ¢ = 4/3 the degree of tightening will
be onty 5%."

A productivity shock could be treated in a similar manner. From
the penultimate term of equation (vi’) it is seen that a I percentage
point decline in dq shifts the aggregate supply curve up by (f—e)k and
requires a fall in Q/Q* of (1—e)/(c+1") to hold inflation stable.
Again a relatively flat supply curve aggravates the output slack
needed to offset the inflationary impact of an unfavourable supply
shock.*

Against this background, many observers of the European
situation have come to the conclusion that, if only real wages were (or
had been) as flexible as in Japan and nominal wages as rigid asin the
United States, employment and output would have been much
highes. Observers of the American scene would agree that real wage
flexibility is helpful in conditions of supply shocks but would also
stress the policy implications of nominal rigidities and a flat
aggregate supply curve when shocks originate on the demand side.
Apart from these differences in emphasis, mainly reflecting recent
policy experiences, a more serious problem with the above analysis is
the simplifying assumption that the demand and supply curves are
independent of cach other. This is obviously a very restrictive
assumption, but once a more realistic model is adopted the question
of whether changes in the degree of real and nominal rigidities are
desirable becomes even more intractable. Some recent studies have
addressed this issue (thus reopening a debate which goes back many

*If the change in (dpm-dp) were only temporary, the fall in Q/Q¥ would be
temporary as weil, while for permanent changes Q* would fall, and the more so the
higher the degree of real rigidities.

“2 When productivity changes are fully absorbed by wages (e = 1} inflation would
remain stable, leading some analysts to use 1—e as a measure of real wage flexibitity (see
Gordon 1987a).
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years‘”} using model simulations or numerical analyses and obtained
results which modify some of the conclusions stated above,

As a first step, it may be assumed that the aggregate demand curve
in Graph 5 is influenced by changes in real variables such as
investment, exports and government expenditure as well as by
changes in the real money stock. This implies that a move along the
supply curve will induce shifts in aggregate demand via a real balance
effect, and it increases the role of nominal rigidities when shifts of the
aggregate demand curve are mainly the result of monetary changes
{see Ball et al. (1988)]. This argument may be illustrated using
the aggregate price equation (iv) on p. 28 with two additional
assumptions, viz. that the coefficients on d§ and dp-; sum to unity
and that fluctuations in d¥ are only due to changes in money supply
(dm):

(V) dpc=a’ + b'dm + ¢’ (Q-1/Q%) + (1-b")dp,

When b’ <1, changes in dm will be only partly reflected in prices and
{1-b") will appear as a change in real output. On the other hand,
when b’ = [ and there is no nominal rigidity, changes in dm will have
no effect on the aggregate demand curve as they are immediately
eliminated by price adjustments.

While the above example “throws all the burden of adjustment”
on nominal wages and prices, it is clearly an extreme case. Aggregate
demand shocks of a real nature will also be present and cannot be
climinated by quick price adjustments.44 Moreover, price changes do

* See Fisher {1923), who recommends that monetary policy should stabilise the
price tevel, and Keynes (1935) Ch. 19, who argues against wage and price reductions as a
means of increasing real balances. Tobin (1975) was the first to draw a distinction
between a stabilising price fevel effect and a destabilising price change effect (see
below).

* A further complicalion is that nominal and real rigidities may not be independent
of each other. This is discussed in Blanchard {1986), who uses a staggered wage and
price model to obtair an equation similar to {iv’ yabove (but without Q,1/Q*). He then
shows that under static expectations the degree of nominal rigidity depends directly on
the real rigidity of prices and wages. He further proves tiat this dependence remains,
though in weaker form, when expectations are formed rationally.
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not only affect aggregate demand through real balances but also via
real interest rates. This additional transmission mechanism has been
included by De Long and Summers (1986b), who analyse the effect of
more real wage flexibility on the variability of real output. In their
underlying model aggregate demand is a positive function of real
balances but a negative function of real interest rates, while the
nominal wage is a positive function of expected prices and real
demand. Under these assumptions a supply shock (for instance, a
wage push, a fall in productivity or a rise in import prices) is
accompanied by two effects (see below): a price fevel effect, which
tends to lower output because real balances decline, and a price
change effect, which boosts aggregate demand and output by raising
inflationary expectations and lowering real interest rates. If the
economy is initially in equilibrium, the first effect is destabilising,
whereas the second is stabilising, and there is general agreement
among analysts of this issue that a higher degree of real wage
flexibility will increase the stability of the system. This concurs with
the popular view that to the extent that Europe’s problems started
with the supply shocks of the 1970s more flexible real wages would
have attenuated the decline in output and employment.

Output Effects of Increased Real Wage Flexibility

Price level effect Price change effect
Supply shock Destabilising Stabilising
Demand shock Stabilising Destabilising

However, in the event of a demand shock the conclusion is
different. The price level effect is now stabilising, as the change in
real balances partly offsets the initial demand shock, whereas the
price change effect is destabilising. This is because the change in the
price level affects inflationary expectations and creates a real interest
rate effect which strengthens the impact of the initial demand shock.
By simulating the modei De Long and Summers find that for a wide
range of parameter values a rise in real wage flexibility makes the
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economy more unstable, thus confirming earlier fears expressed by
Fisher, Keynes and Tobin.* They also argue [De Long and Sammers
(1986a)] that the decline in the cyclical variability of the US economy
during the post-war period has coincided with a decline in real wage
and price flexibilities. Although this issue is probably not yet settled,
the most recent works highlight the importance of using an
appropriate specification of the interrelationship between changes in
demand and supply as well as the shortcomings of too simplistic
models. For instance, from Graph § it would appear that with a flat
supply curve most of the adjustment to shifts in demand falls on real
output. In the more sophisticated model, however, the smaller
inflationary response associated with the flat supply curve becomes
the key transmission mechanism, as it helps to dampen fluctuations
in aggregate demand,

The main conclusion to be drawn from the above discussion is
that the desirability of more flexible wages and prices very much
depends on the circumstances, particularly the types of shock to
which an economy is exposed. This leaves policy-makers in a rather
uncomfortable situation since the instruments available for
influencing the behavioural parameters (for instance indexation)
cannot easily be switched on and off, Moreover, a precondition for
designing such instruments is that the rationale for existing rigidities
is clearly understood. This is an area that has been neglected so far in
this section, but will be taken up below, starting with theories of wage
rigidities and turning then to price rigidities.

{ii} Theories of Nominal and Real Wage Rigidities.
Implicit contract theories. A key assumption of this hypothesis,
which received much attention (mainly in the American literature) in

% An important assumption behind this result is that wages and prices have some
degree of rigidity in the initial situation. In conditions of complete flexibility and
market clearing, as in the New Classical Model, prices and wages are unpredictable and
cannot affect real interest rates. For further discussion see King (1988)and De Long and
Summers (1988),
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the early to mid-1970s, is that workers are risk-averse while firms
have an interest in holding down turnover costs. This serves to
explain the establishment of long-run relationships between
employers and employees and a weak response of nominal wages to
imbalances in the labour market. However, the theory fails to explain
variations in employment, and most versions ignore that a risk-averse
worker would be more concerned about his real than his nominal
income fsee the survey by Rosen (1985)].

The role of unions. For many vears labour market analysts
have studied the influence of unions on wage differentials and
employment conditions in different sectors of the economy. More
recently, unions’ role in preventing labour markets from clearing has
received more attention. In a seminal article appearing in 1981
McDonald and Solow proved that a union facing a downward shift of
the labour demand curve, which does not change the real wage
elasticity of employment, would have no incentive to lower real wages
to absorb the fall in employment. A rigid real wage would be even
more likely if the union only cared about its employed members [the
“insiders”, sce Lindbeck and Snower (1986a and b)]. Indeed, with
this addition the union hypothesis can explain several phenomena
currently observed. Thus real wages will not only tend to be higher
and more rigid in unionised than in non-unionised sectors, but unions
attempting to maximise income for their employed members would
also create hysteresis in the natural rate of unemployment [see
Blanchard and Summers (1986) and the discussion in Section IV
below]. Moreover, the influence of unions may go some way towards
explaining the flexibility of real wages and the favourable
employment development in the US services sectors compared with
manufacturing [Gordon (1987a)] as well as the different employment
performances in the United States and in Europe, since the European
services sectors tend to be more highly unionised and/or adopt the
wage levels of the manufacturing sectors [see Burda and Sachs (1987)
on employment in the German services sectors]. Finally, policies in
some countries (especially the United Kingdom and the United
States) have been based on the assumption that by reducing the power
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of unions real wage flexibility would increase and employment
prospects improve. On the other hand, while the union wage theory
may explain why real wages have been more rigid and unemployment
persistently higher in Europe than in the United States, it does not
explain why the rise in unemployment has been so general in Central
Europe, nor why some of the Nordic countries {where the share of the
unionised labour force is very high) have managed to keep
unemployment low.

Efficiency wage theory. While the implicit contract theory means
that adult workers receive a real wage which is below their marginal
productivity the efficiency wage theory leads to a real wage level
which is Aigher than labour’s marginal productivity and therefore
also higher than the rate at which labour markets would clear. The
basic assumption underlying this hypothesis [Solow (1979b)] is that
labour efficiency increases with the real wage due to greater effort,
less shirking and lower turnover. Moreover, training costs would fall,
since firms offering a higher wage are able to attract more highly
trained workers. When the rise in efficiency takes place at a
decreasing rate there is one real wage level at which firms maximise
their profits regardless of the cyclical position.46 Hence they have no
incentive to lower real wages in the face of an adverse demand shock
but prefer to reduce employment. In one version of the hypothesis
[Shapiro and Stiglitz (1984)], labour efficiency also depends
(positively) on the rate of unemployment, generating a pro-cyclical
pattern of real wage changes. In another version [Summers (1988}
efficiency depends on the real wage of one firm relative to those paid
by competitors. This wage-wage link does not affect the cyclical
sensitivity of real wages but tends to lengthen the lags of the wage

 For proof see Blanchard (1987b}, p. 43. Because of the relationship between

productivity and the real wage g{W/P) the firm has two decision variables: the real wage
and employment. The former is chosen strictly on the basis of q(W/P) and
independently of the cyclical situation, With W /P given, the firm then proceeds to hire
the desired number of emplovees.
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adjustment process.47 Although the efficiency wage hypothesis is still
in its infancy [see the survey by Katz (1986}, it appears to provide a
solid theoretical foundation to the phenomenon of non-clearing
labour markets. The main problem is really at the empirical level, as
the efficiency wage theory entails largely the same predictions as the
union-based theory and from existing data it is difficult to say
whether relatively rigid wages are caused by income-maximising
unions or profit-maximising firms (or both).48

Staggered coniract theory. Another theory of recent vintage
which attempts to explain lags in the adjustment of wages but has
implications for their cyclical sensitivity as well is the staggered
contract theory.49 Based on the phenomenon of three-year
overlapping contracts in the unionised sectors of the United States,
unions negotiating in a certain year will take account of settlements
obtained by other unions in the previous two years and of those Hkely
to be reached in the forthcoming two years. By also assuming that
wage claims are influenced by expected price changes, this hypothesis
generates a long and complex lag structure in prices and wages. At the

" The question of whether workers’ wage claims are based on relative or real wage
targets has occupied economists for many years and is still an unsettled issue, Keynes
(1935) argued that workers are mainly concerned about their relative wage and this view
is supported among others by Okun, Tobin, Phelps and Bosworth. Friedman’s version
of the NRH as well as the New Classical Model focuses on real wages, and this is also the
case in several models of the New Keynesian School. In theory, wage-wage links
increase the adjustment lags of the wage-price mechanism but empirvically it is virtually
impossible to identify the separate influence of real and relative wage targets.

“* Summers (1988) argues that the two theories compiement cach other as firms
paying an efficiency premium are unkikely to resist union wage claims. This, however,
still leaves the separate contributions of unions and firms to rigidities undetermined.

# The concept of staggered contracts was first analysed in Fischer (§977a) and
Taytor (1980). Both models combine rational expectations with non-clearing wages and
prices but differ in other respects. Fischer assumes that firms are price-takers and that
the real wage at the beginning of a period is set at the market-clearing level but fails to
adjust to shocks during the period. In Taylor’s mode!l firms set prices as a mark-up on
wage costs while wage earners are concerned about their relative income position, This
creates a wage-wage link and much longer lags than in the Fischer model.
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same time, since only one-third of the unionised labour force
negotiates each year, current labour market conditions will have only
a small effect on current aggregate wage changes. From an analytical
point of view this theory provides an elegant explanation of wage
rigidities, and it was also the first to incorporate rational expectations
into a Keynesian model. Yet, even though it is founded on
institutional factors, it may be questioned on empirical grounds.
Thus in the United States the share of the unionised labour force is
only 20% and falling and in the non-unionised sectors negotiations
are annual. Moreover, the phenomenon of multi-year staggered
contracts is virtually absent outside North America. For instance, in
the Nordic countries wage contracts usually cover more than one
year, but the negotiations are centralised or simultaneous. In
Germany, France, Belgium, Austria, the Netherlands, Switzerland
and the United Kingdom most wage agreements are antnual, and this
also applies to Japan. In Italy wage agreements are sectoral and tend
to cover several years but the degree of staggering is small. Finally, in
Australia and New Zealand wage negotiations take place within an
institutional framework which is different from those of most other
countries but actually attempts to reduce the degree of staggering.

fiii} Theories of Nominal and Real Price Rigidities.

Customer marketfs. Turning then to output markets and the
explanations of sluggish price adjustments, a basic assumption of
virtually all New Keynesian Models is that price and output decisions
are made under monopolistic or oligopolistic conditions where each
firm, because of location, product or size characteristics faces a
non-horizontal demand curve and has some power to set its own
price.so Okun {1975 and 1981) named such markets customer markets

* Note, however, that imperfect competition alone does not lead to price rigidities.
Ceteris paribus, it only implies that the icvel of prices is higher than under perfect
competition. The same applies to unions. Bt has long been recognised that unionised
workers reccive higher wages than non-unionised workers, but not until the McDonald
and Solow article was it fully appreciated why and how unjons affect the flexibility of
labour markets.
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(as distinct from auction markets where perfect competition
I.Jre\fails)sl and argued that because of the close relationship between
sellers and buyers firms hesitate to change prices in response to
cyclical fluctuations, whereas price changes justified by cost
movements would be accepted as “fair” by the buyers, At the same
time, because of the costs incurred in obtaining information from
other firms, buyers would be reluctant to leave a seller once a
relationship had been established. One weakness of this hypothesis is
that “fairness™ is difficult to use in behavioural equations. Moreover,
fong associations between buyers and sellers do not always produce
the outcome predicted by Okun. For instance, in an analysis of US
transaction prices for intermediate goods, Carlton (1986) finds that
the degree of price rigidity is highest for buyer-seller associations of
short length and he ascribes this to mutual distrust. He further finds
that in associations of short duration the price changes tend to be
much larger than in cases of low rigidity and long buyer-seiler
associations.

Cumulation hypothesis or input-ouiput approach. While the
customer market model attempts to explain the cyclical insensitivity
of profit margins (real rigidities) the cumulation hypothesis focuses
on the lags observed in aggregate price equations (nominal rigidities).
The model does not introduce any new theories on price-setting
behaviour but explains the lags by the interactions between firms
within & large input-output framework. Using monthly data for the
United States, Blanchard (1987a} provides evidence that for price
indices at high levels of aggregation (such as final output prices or the

5! Hicks (1975) introduced a similar distinction by referring to “fix and flex” price
markets. A rigorous theoretical model of monopelistic competition was presented by
Phelps and Winter (1970) and has provided the analytical underpinning to many recent
empirical models of pricing behaviour. Bosworth (1980) explores the appropriate policy
response in conditions where a price shock occurs in the auction market while the main
response to changes in policies and aggregate demand is to be found in customer
markets. However, subsequent events (i.e. the fall in oil and non-oil commadity prices
since 1985) have shown that restrictive policies can have a substantial price dampening
effect in auction markets as well.

45



GDP deflator) the lags are of about the same length as for wages,
whereas for indices at low levels of aggregation lags are virtually
absent. This discrepancy may be explained as the cumulation of short
lags when outputs of firms at one production stage are sold as inputs
to firms at a higher stage {(vertical interaction) or to firms at the same
stage (horizontal interaction). According to Gordon (1987c), the
input-output framework can also explain why output prices do not
fully absorb a change in aggregate nominal demand (see equation
(iv'), p. 38). Thus to a single firm placed somewhere in the
input-output structure the key concern in setting the output price is
the expected development in its own costs. For most firms these are
only remotely related to aggregate demand, whereby the condition
for short-run money neutrality is broken. In other words, when the
benefits of a complete absorption of the aggregate demand change
through prices are entirely external, no individual firm would be
induced to link its price to aggregate nominal demand.”

Excess capacity. The importance of excess capacity has been
stressed by Hall (1986)53 who, using industry data, finds that firms’
mark-up on marginal costs is well above unity, as would be implied
by any market constellation other than perfect competition.
Subsequently, however, Hall finds that profits are not particularly
high and well below the level expected for production at the point
where average cosis attain a minimum. This is ascribed to the fact
that many monopolistic firms are too small to utilise their physical
plants and equipment fully, so that they produce at the downward-
sloping part of their average cost curve or at best where the marginal

%2 As shown by Hart (1982), a firm faced with a shift in its demand curve has ne
incentive to change i#s price if the shift affects neithes the elasticity of demand nor the
marginal cost curve {sec alse p. 41 and the section below), Moreover, the point of
optimal cutput wouid only remain unchanged if the marginal revenuc and cost curves
shifted by the same amount. Since marginal costs depend on firm or sector-specific
labour costs and other inputs may be imported, such parallel shifts are unlikely. For
further discussion sce Gordon (19813,

* The model is further developed in Hall (1988). Lipsey (1981) presents similar
arguments in characterising the inflation process in industrial countries.
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cost curve is very flat. Consequently, firms have little incentive to
raise prices in the event of a rise in nominal demand (or to lower
prices in the event of a decline), as their average costs are likely to be
lower, or at worst constant, at higher output levels; and for the same
reason changes in money supply and nominal demand are bound to
have real effects. At first glance, this appears to refute the natural
rate hypothesis. However, since the firms in the sample have on
average produced at a sub-optimal level of output, Hall’s empirical
results do not tell us anything about firms’ pricing behaviour once
they attain equilibrium. In some sense the results merely restate the
well-known fact that the aggregate supply curve is fairly flat below
full capacity, with the addition that output in that range of the curve
is far more common than generally assumed,

Menu costs. A whole range of recent pricing models are based on
the notion that prices are subject to adjustment or menu costs [see the
survey by Rotemberg (1987}]. This in turn implies that prices will only
be adjusted at certain time intervals and/or that a certain thresheld
has to be exceeded before demand and cost changes have any
effect. One well-known model based on the notion of a threshold is
the sS-model first introduced as a pricing rule by Barro (1972).
According to this model, firms adjust prices by 8% whenever the
difference between the actual and optimal price exceeds s%. If all
firms have the same s8 rule and are uniformly distributed with respect
to their last price change, a constant rate of money supply growth will
be accompanied by a price change of the same rate [Blanchard
(1987b) and Rotemberg (1987)] while real output is constant. Hence,
for this special case prices at the firm level are rigid, while the
aggregate price index is flexible. In another model [Rotemberg
(1987}] the cost of changing prices is assumed to depend on the size of
the price change rather than being constant. Under certain conditions
this leads to a pricing rule whereby current price changes are a
weighted average of current money supply changes and lagged price
changes. This is easy to estimate - and seems to hold for both US and
German prices - but the underlying assumption of price-dependent
costs does not seem very plausible.
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Research in this particular area has been prolific but is still in its
infancy and at this stage it is hard to say to what extent existing
rigidities can be ascribed to adjustment costs. One important point,
however, is that, even though menu costs are of second-order
importance to individual firms, their macroeconomic effects may be
of first order [see Ball et al. (1988) and Blanchard and Kiyotaki
(1987)] owing to an aggregate demand externality. As an illustration,
let demand for the product of firm i depend on its relative price
(Pi/P) and aggregate demand be determined by the real money stock
(M/P). A fall in M will now shift the demand curve to the left and in
the absence of menu costs firm i could increase its profits by lowering
its relative price. If all firms did that, P would decline and M/P
quickly return to its initial level. However, when menu costs are
present it does not pay for an individual firm to adjust its relative
price, P remains constant and the fall in M leads to a fall in real
output. This externality is very similar to that implied by the
cumulation hypothesis in that the aggregate effects of what
appears to be small deviations from optimal behaviour are large.
Furthermore, the lags in aggregate prices implied by menu costs will
be even longer if firms’ price adjustments are staggered rather than
simultaneous and/or when prices are more sensitive to increases than
to declines in ageregate demand.*

{iv) Concluding Remarks.

There are several theories providing a firm underpinning to
sluggish wage adjustments and lagged price adjustments are also well
explained.55 However, the likely cyclical pattern of prices is stili not

5 This asymmelry would also lend an inflationary bias to the cconomy [Tobin
(1980}] but with few exceptions [Kuran (1983)] most empirical studies find no evidence
of asymmectric price adjustments,

" 1n this context it is also worth noting the proposition in Laidier (1984) that the
existence of buffer stock holdings of money justifies shuggish price adjustments as the
buffer stock removes a need to change prices immediately in line with market
developments.
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very satisfactorily expiored.ﬁ6 While in raw material markets prices
respond quickly to changes in demand and supply, very little is
known about price formation in the services sectors.” For the typical
manufacturing firm, the results reported in a recent survey of
Swedish firms [see Faxén et al. (1988)] are typical of firms in many
other countries as well:

- because of transaction costs, long-term customer contracts and
low price sensitivity among customers, prices tend to be less flexible
than wages and to be adjusted at most twice a year;

- influenced by discount systems and falling average cost curves,
prices also tend to move counter-cyclically.

However, the theories explaining this behaviour of firms as well
as that of their customers are still not very well developed, and as we
shall see below this “gap” in the theory is matched by a “gap” in the
empirical evidence.

HI. Empirical Evidence on Rigidities

(a} Single Equation Estimates. Although the wage and price
equations are equally important in evaluating the relationship
between nominal and real variables, a disproportionately large part
of both the theoretical and empirical literature has been devoted to
the wage equa{ion.58 Most empirical studies come to the conclusion

% In fact, many recent pricing models used for cmpirical work rely on the Cournot
rule thal the optimal price for a profit-maximising firm facing a downward-sloping
demand curve with elasticity e is MC e/{e—1), where MC is marginal costs.
Consequently, the cyclical pattern of price changes depends on the ¢yclical pattern of ¢,
which is a priori unknown.

*7 Sce, however, Rappoport (1987), who finds that the differential change in the
defiators for the LIS services sectors and manufacturing is mainly the resuit of energy
price and unit labour cost developments in the two sectors, whereas, for instance,
generzl demand and exchange rate movements have very little influence.

* Gordon (1988a) redresses the balance by raising the possibility that “the ‘wage
equation’, the traditional centerpicce of the aggregate supply sector of large-scale
econometric medels, may be redundant, misleading or irrelevant”, and subsequently
finding his suspicion confirmed by US data.
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that in virtually all countries prices are fully reflected in wages,
though the response is subject to lags. Most studies [see, for instance,
Grubb et al. (1983)] also tend to find that the lags are longer (i.e. the
degree of nominal rigidity higher) in the United States than in most
other countries and ascribe this to the prevalence of three-year
contracts in the unionised sector and to the less frequent use of wage
indexation with lower compensation ratios than, for instance, in
Europe. However, for the remaining parameters of the wage
equation it is difficult to find a consensus. Relatively few studies have
tested the sensitivity of wages to productivity and when they do the
results are mixed. Moreover, as can be seen from Table 4, the
estimated coefficients with respect to the rate of unemployment (i.e.
the real rigidities) cover a very wide range and are very sensitive to the
periods of estimation, specifications and definitions of the variables
used.

The variation in real wage flexibilities across countries has been
the object of numerous studies and some authors [see, for instance,
Bruno and Sachs (1985) and Newell and Symons (1987)] have
explained the degree of real wage flexibility by the “degree of
corporatism”, assuming (and finding) a positive relationship across
countries. Corporatism is, however, difficult to quantify, though one
indicator used is the degree of centralisation in wage negotiations. In
a recent and interesting contribution Calmfors and Driffill (1988)
have questioned this use, arguing that the relationship between real
wage rigidities and the degree of centralisation is not monotone, as
assumed by the ‘corporatists’, but ‘hump-shaped’. For negotiations
at the firm level (as, for instance, in North America) the labour
demand curve tends to be rather flat, thus reducing the monopoly
power of unions and the level of real wages bargained for. For
centralised negotiations (typical for the Scandinavian countries) the
labour demand curve will be much steeper. However, because
increases in aggregate wages are bound to affect prices as well, the
real gains obtained will be rather small, thus again introducing a
certain degree of moderation on the part of unions. For negotiations
at intermediate stages of aggregation (sectors or industries}, which is
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Table 4
Real Wage Rigidities'

Aunthors Knoester Mewell and Gordon2
- Grubb and Bean Symons 1987b Author’s
(1%32) etal. f;rg";{lé;’ vait der et al. . ( ) esti- | Averape
(3983) Windt | {1986) (1983) (1986) u Q/Q* mates
Countries (1987}
United States ...} —0.66 | —0.24 | —~09% | —005| —0.05| —0.11} —0.38| ~1.431 0,35 =031 —0.34
......... ~6.62 ~8.09| ~4,13| —~1.82| —24.1{ —-3.22 | ~542 | +0.12} 0.28 | -2.75| —-7.02
Germany . ...... =050 072 ~106 ] +1.24| —L15] 036 —-0.66 | —0.48 ¢ 020 | —2.20| —0.68
......... -0.62 —1.69{ —-1.82}| +0.03 [ -0.55 na. | ~016| ~2.02 046 | —0.44 | ~0.65
United Kingdom . | —0.34{ —042 | —1.15 na. | —0.16] —0.03 [ -0.06| ~1.06 ] 0.50 | —0.75| ~0.42
........... ~1.307 —0.881 -034 | —-1.00| +0.001 —1.28 +0.12| —2.521¢ 0.77 | =091 | -0}
Canada......... —0.941 0864 | —0.93| —0.02| ~0.137 —0.33 ] ~0.44 | ~1.57} 0.50 | —0.23 | —0.46
Australia ..... .. =0961 —0.80| ~1.46| ~0.14 | —0.69 n.a. | ~0.49 n.a. | na. | ~0.85| —-0.81
Austria.. ... .. —1.08 1 —3.19| —1.08 na.| —-5104 -0.80] —2.00] —1.90¢ 0.51 ~4.8f | —2.61
Belgium ........ n.a. |~ 1251 —099 na. i —0.57: =027 —-1.411 0,631 058 | -0.25| —0.74
Denmark ... .. n.a. | ~0.52| ~0,83 na, | =012 n.a. na | —0.59) 0.27 | —0.33 | ~0.45
Metherlands.. ... —0.82: —1.95) 265 —0.08§ —025: —0.78 | ~0,33§ 0271 0.04 | ~0.30| —0.92
Sweden......... n.a. | —245| -3.63| -2.19] —3.88} —1.36| —0.27] —041| 06.6% | -2.73| ~2.,35
Switzerland ..... na. | ~7.14 | ~6.50 na. | —233f -3.15) =361 —6.33| 0.67 | —4.77| —-7.83
Average ... .. =133 ~215] ~1.96] ~0.45| =429 —-1.06| —1.14] —1.47] 046 | —1.56| ~1.85

the bargaining structure found in, for instance, Germany, France,
Italy and the United Kingdom, the labour demand curve will be far
less elastic than at the firm level while the probability of wage
increases affecting consumer prices is smaller than for centralised
negotiations. Consequently, according to Calmfors and Driffiil,
unions in these countries are likely to be more aggressive and the
degree of real wage rigidity correspondingly higher.

Whatever the explanation, the country averages in the last column
of Table 4 suggest that real wage flexibility is highest in Japan,
Austria, Sweden and Switzerland and lowest in North America and
the United Kingdom, However, for the former group of countries the
estimated coefficients may be influenced by the low average values
for U. Moreover, in ail four cases U may not be the best indicator of
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'In order to oblain comparable figures, the estimated and reported coefficients were divided by the average
unemployment rate for the period 196086 {U) when U was specified aslog U, and by (U?) when U was measured by 1/U,
Moreover, those shown in Coe (1985) were multiplied by 2. The coefficients can be interpreted as semi-clasticities; i.e.
the percentage point change in nominal wage inflation for each | point change in the rate of unemployment.
column shows the elasticity of nominal wages with respect to U and the second column {not included in the averages) the
ctasticity with respect to the ratio of actual to trend output.
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labour market imbalances due to large cyclical variations in average
hours worked and in participation rates and to special policy
measures. In this respect the estimates provided by Gordon (column
Q/Q*) may be more comparable across countries, and according to
this indicator real wage flexibility is not particularly low in North
America and the United Kingdom, nor particularly high in Japan.
Sweden and Switzerland, on the other hand, continue to show a high
degree of flexibility.

As regards the price equation, Nordhaus (1972) in a survey paper
presented to a Federal Reserve Board Conference on price equations
mentioned five major shortcomings:

- most specifications and interpretations have proceeded without
the benefit of formal theory;

- very little is known about the structure of the impact of demand
on prices;

- authors have been quite casual about whether they measure
prices in levels or in first differences;

~in most studies very little attention has been given to the
structure of errors;

- most authors estimate prices as a mark-up on unit labour costs
and very few include other costs, such as capital costs and/or raw
material prices.

Even though this was written more than fifteen years ago, the
shortcomings are still found in most empirical studies of prices. The
principal problem remains the weak evidence on the cyclical
sensitivity of prices,59 and this appears to be linked to the third
problem since the coefficients obtained depend crucially on whether
economic slack is assumed to affect the level of prices or their rate of
change. As can be seen from Table 5 on p. 54, prices tend to follow
pro-cyclical pattern when the equation is specified in levels,(’o whereas

*fn the United States there has been a tong and extensive debate as to whether
prices have become less cyclically sensitive over time. Although this issue is clearly
related to that of real rigidities the debale seems to have proceeded more or less on its
own and ended ina “draw™.
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the price equation estimated in first differences suggests that higher
demand dampens the rate of inflation.®’ The problem, however, is
not merely one of finding a satisTactory measure of real price
rigidities but concerns the appropriate modelling of long-run
equilibrium relationships. The level formulation (see footnotes to
Table 5) rests on the assumption that the /evel of long-run output
prices cannot deviate too far from a weighted average of costs and
external prices, whereas the first-difference equations merely require
their rates of change 10 be largely equal. For most couniries the
equations reported in Table 5 favour the level formulation, which, as
noted, also generates a pro-cyclical profit mark-up. However, it
should be emphasised that econometric tests in this area are still
evolving and preclude definite conclusions.

Another unresolved issue concerns the cost components to be
included in the price equations. While the 1972-73 rise in oil and
non-oil material prices led to the inclusion of export and import
prices in equations for final demand or output deflators, very few
studies include measures of capital costs. Possibly as a result of this,
it is quite common to find that the coefficients on the cost
components do not add up to unity, suggesting that the mark-up is
less than 100% % The structure of errors or lags in the price equations

 An exception to this is Bils {1987) who estimates the cyclical seasitivity of output
prices and marginal costs respectively, using changes in employment as an indicator of
the eycle. For US manufacturing he finds that a 10% rise in employment is normally
accompanied by a 2.4% increase in marginal costs but a 0.9% fall in prices, thus
vielding a decline in the mark-up of 3.3%,

S Gordon ascribes this to the influence of spreading fixed costs over a larger
volume. The estimated cyclical sensitivity of prices also depends on whether unit labour
costs are measured using actual or trend productivity. For the United States most
authors prefer trend productivity, while for other countries the evidence is mixed.

2 A gain the results depend on the specification of the price equation. For the first
two sfudies cited in Table 5 the long-run coefficients satisfy the homogeneity condition
{i.¢. the sum of the cost coefficients is approximately unity), whereas {for the equations
specified in first differences the sum of the coefficients is less than unity. However, a
large and positive intercept term is usually found, pointing to a trend rise in prices
independently of costs anl cyclical developments.
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Tabic 3
Cyclical Sensitivity of Prices

Author’s Stichler Gordon
Counri estimates’ (1987)° {19870y
ountries {average :
N Price | Reduced
short run| long run | fongrun | lagin A

year) equation | form
United States, .. .. 0.51 0.82 0.57 (2.9 -0.15 0.33
Japan ... ....... 0.10 0.46 0.29 4.2) 0.22 0.32
Germany ........ -0.05 -0.17 0.19 (1.5) -0.27 0.27
France .......... 0.13 0.72 0.42 3.8) -0.09 0.44
United Kingdom . . G.16 0.20 0.54 (4.8} ~0.05 0.95
Ttaly ............ 0.26 0.50 0.39 (1.3) ~0.26 Q.75
Canada.......... 0.03 .07 0.36 {2.6) -0.05 0.51
Australia ........ 0.25 0.7 In.a. n.a. n.a. n.a.
Austria .. ......,. 0.28 n.d, n.a. n.a. ~0.38 (.33
Belgiom ......... 0.24 0.60 n.a. n.a. —0.40 —0.05
Denmark ........ 0.34 0.77 n.a. n.a. -0.47 0.41
Netherlands . ..... 0.11 0.30 n.a. n.a. —0.30 0.21
Sweden.......... 0.32 0.61 n.a. n.a. —{0.02 0.93
Switzerland ...... -0.01 ~(.04 n.a. n.a. 0.09 0.07

' Estimated equation is:
dpe=a+bQu/Q* +cdule, + edpx, + fdxr, + glufc—p),-; + h{px—p)—y + X + s

with p=GDP deflator in factor prices, Q/Q*=actual to trend output, ulc=unit
labour costs, px=export price deflator, xr = effective exchange rate. The short-run
coefficient is b and refers to the influence of Q,/Q* on the rate of inflation. The leng-
run cocefficient is calculated as b/(h+ g~y and refers to the influence of Q/Q* on p.
% Specification similar to that above except that py is dropped and xr replaced by the
terms of trade. Morcover, prefers to (he gross cutpul deflator of the private non-energy
sector,

* Price equation estimated is:

dp = a4+ bQ/Q + cdulg, + ed{pm—p},
The reduced form is obtained by inserting the wage equation for dw so that the
coefficient indicates the cyclical sensitivity of wages as well as prices.

are also issues on which little progress has been made since Nordhaus’
review and there are virtually no systematic and comparable studies
of lags in wage and price ecmations.63 At the same time, the first
short-coming mentioned by Nordhaus is no longer a valid criticism.
Indeed, as discussed above, recent years have seen a large number of

* Blanchard (1987a} is a notable exception in this respect. Using monthily data, he
finds that price adjustments in the United States are subject to the same or slightly
longer lags than wage adjustments.
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new hypotheses on price formation with accompanying empirical
estimates. Today the problem appears to be rather that there are too
many hypotheses to choose from and that the most appropriate one
cannot be identified on the basis of existing data,

(b) Reduced Forms and Model Simulations. The last column of
Table 5 provides a measure of the combined cyclical sensitivity of
wages and prices. According to this indicator the wage-price
mechanism is particularly flexible in the United Kingdom and
Sweden and rigid in Belgium and Switzerland. The three largest
countiries are all in an intermediate group where a 1 point change in
actual relative to potential output changes the rate of inflation by
1/4-1/3 of a point. It should be stressed that these measures refer to
the very short run as for all the countries in the table the underlving
model assumes the absence of a long-run trade-off,

A different kind of reduced-form parameter is given in Table 6 on
p. 56, which shows correlations between the level (W/P) or the
change (d(W/P)) of real wages and a cyclical indicator, measured by
gither the rate of unemployment (U) or the ratio of actual to trend
output {Q/Q#*). From the elasticities shown in Table 4 and the
coefficients from Gordon’s price equations in Table 5, changes in real
wages should be negatively correlated with unemployment and, as
can be seen from the first column, this is the case for all countries.
Moreover, the correlation is particularly high for the continental
European countries and Japan, but low in all the Anglo-Saxon
countries. The earlier results would also suggest a positive relation
between d{(W/P) and Q/Q%*, but this is less well supported (column
2), especially (but not only) for countries with a low correlation in the
first column.

The last two columns are more difficult to interpret. The
correlation between W/P and Q/Q* is positive for twelve of the
countries but in most cases not very significant, suggesting that the
level of real wages is insensitive to cyclical changes. By contrast, for
all countries there is a positive and significant {except for the United
States and Austria) correlation between W/P and U, thus reversing
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Table 6
Cyclicai Pattern of Reai Wages
(Simple correlation coefficients, annual data 1960-86)

Countries Fust&hf{crence (Ccl)(/\%{*p» UcheJ {W/S)IQ*
United States . ........... -(.33 -0.14 0.31 .43
Japan ........... ... .. -0.72 .47 0.78 0.15
Germany ............... -0.87 0.79 0.88 —).40
France ................. ~(.68 0.58 0.97 0.03
United Kingdom ......... ~0.32 0.08 0.89 0.13
ftaly ...........o ... ~0.80 0.2 0.81 0.26
Canada................. -0.32 —-0.09 0.74 0.26
Austria................. —0.55 .21 (.23 0.25
Australia ............... —0.31 (.53 G.89 0.12
Belghum ................ —0.63 0.59 0.89 0.15
Denmark ............... ~{.50 0.12 0.67 0.25
Netherlands ............. (.88 0.32 0.86 0.34
Sweden................. -0.61 -0.06 (.59 0.41
Switzerland ............. —0.49 0.66 0.74 —0.04

the signs found for d(W/ P).64 This could imply that the level of prices
is more cyclical than the level of wages. However, it could also mean
that we are looking at a different chain of causality, as the rate of
unemployment tends to increase when the level of real wages is
excessive. Whatever the interpretation, the table amply illustrates
why the cyclical sensitivity of real wages has been a “hot issue” ever
since Keynes’ General Theory (see note 17 on p. 19).

While the reduced-form coefficients are more satisfactory than
the flexibility measures based on the wage or price equations alone,
they are still only partial indicators since other relations may also
influence the extent and speed with which inflation responds to

 This sign change has also been found in other studies. For instance, Fair (1 984)
estimates wage and price equations for the United States with levels and first differences
respectively as functions of unemployment. By simulating the models he subsecuently
finds thatl changes in real wages (d(W/P)) are strongly pro-cyclical, whereas the fevel of
real wages (W/P) foliows a slightly counter-cyctical pattern.
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changes in aggregate demand and other shocks.” The only way to
derive a more comprehensive measure is through simulations of large
models, and the results obtained when subjecting six models of
project LINK to an aggregate demand shock (more expansionary
fiscal policy) and a supply shock (higher oil prices) respectively are
presented in Table 7 on p. 58. The figures refer to changes over three
years (compared with a baseline solution) and starting with the fiscal
shock, it is seen that the rise in US wage inflation is relatively low,
particularly considering the large drop in unemployment. Moreover,
the price response parallels the wage response, so that the evels of
real earnings and real labour costs remain largely unchanged. By
contrast, in the United Kingdom and Japan nominal wages accelerate
sharply. In the case of Japan, this confirms the very high real wage
flexibility observed in Table 4, and for the United Kingdom it reflects
the joint effect of a sharp fall in U and a real wage flexibility which is
higher than in most other studies. Moreover, since prices are rather
insensitive to aggregate demand (or subject to very long lags) the
levels of real earnings and real labour costs rise sharply. Germany
and Canada occupy intermediate positions while in France real
earnings and wage costs appear to be as stable as for the United
States,

However, as can be seen from the right-hand side of the table, this
similarity between the United States and France is deceptive, thus
illustrating the aforementioned dependence of flexibility measures on
the type of shocks experienced. Because of alarge import share for oil
and a high degree of de facto wage indexation, consumer prices and
nominal wages accelerate sharply in France and, since firms appear to
be constrained in raising their output prices, real wage costs increase
sharply as well. A large rise in real labour costs is also observed for
Japan, even though the response of nominal wages is moderate. The

% The labour demand equation is particularty important in this respect as a quick
response of labour demand to real wages and output may more or less offset a sluggish
cyclical response of wages and prices and ensure a guicker adjustment path,
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Table 7
Model Simulations

; Fiscal shock Supply shock

Countries U | dPC | dW {W/PC| W/P | U | dPC | dW |W/PC| W/P
United States... | —-0.7 0.5 0.5 0.0 0.0 0.9 0.1 0.1 -0.2 0.2
Japan ......... —-0.1 0.5 1.2 1.8 1.5 0.0 0.1 G.1 -0.1 1,1
Germany ...... ~-0.5 0.3 0.7 0.8 0.5 G.5 0.4 .3 =04 0.1
France ........ ~0.2 0.5 0.6 0.1 0.0 -0.1 1.7 i.8 0.2 1.3
United Kingdom | —0.8 0.4 1.3 1.2 i.2 0.1 0.7 0.2 —0.7 | -0.5
Canada........ -0.4 0.3 0.6 0.6 0.2 0.1 0.1 0.1 -{.1 0.2

Notation: U= rate of unemployment, dPC = percentage change in cansumer prices, dW = percentage
change ins nominal wages, W/PC =level of real earnings and W/P = level of real labour costs.

Source: Hickman and Klein (1984).

most striking feature of this simulation is probably the result
obtained for Germany. Contrary to the popular view that the rise in
unemployment has been due to rigid real wages, the simulations show
a decline of real earnings and the rise in real labour costs is very small.
In fact, only the United Kingdom has a more favourable outcome in
this respect, but this is largely the result of oil prices being included in
the GDP deflator and does not imply that real wages have been
particularly flexible. Finally, for the United States the simulations
confirm the stability of real wages noted earlier, but it is also worth
noting that this is not solely the result of moderate wage behaviour, as
the United States has the largest rise in unemployment of the
countries shown in the table. Indeed, the large sensitivity of US
employment to both demand and supply shocks is another striking
feature of the simulations and has been confirmed in other empirical
studies [see Newell and Symons (1985)]. It suggests, however, that the
main difference between the United States and Europe is perhaps to
be found not in the parameters of the wage and price equations but in
the labour demand function,

(c) Reliability of Empirical Estimates. The parameters and
simulations discussed above should be viewed with caution.
Numerous studies show that even for the same time period a slight
change in specification can lead to entirely different conclusions
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concerning the degree of rigidity or flexibilif;y.66 Moreover,
parameters do not stay constant over {ime and when they change it
may be difficult to identify the causes precisely. This is particularly
important to policy-makers, as the appropriate policy response is
crucially dependent on the source of a given change in behaviour. As
an illustration consider recent developments in nominal wages in
Europe, which, according to Coe et al. (1988), have increased faster
than predicted by earlier equations. Several factors may have caused
this apparent change in behaviour:

- arise in the degree of real wage rigidity, because wage changes
become less responsive when the rate of unemplioyment is very high;'57

- arise in the degree of nominal rigidity, reflecting an asymmetric
response to positive and negative changes in consumer prices or the
existence of an “inflation floor” as wage earners consider low (or
negative) changes in consumer prices to be unsustainable or
inconsistent with current monetary policies;

-a rise in the natural rate of unemployment owing to either
hysteresis or structural changes in the labour market;

- the influence of factors which have not been included in the
earlier specification, such as real wage targets and related catch-up
attempts on the part of wage earners.

In the first two cases a further tightening of policies would yield
only a small or no further decline in the rate of inflation, while a
relaxation of policies would be accompanied by only a small or ne
increase in inflation. By contrast, if the natural rate of
unemployment has increased, a tightening of policies is needed to
prevent inflation from accelerating further or, at best, the room for
policy measures is smaller than previously thought. Finally, if the
missing variable is a real wage target, the excess nominal wage rise
would remain as long as the target has not been achieved and the rate
of unemployment stays at its current level. Unfortunately, with
usually less than ten observations available, it is difficult to identify

 See Kahn (1984) and Schultze (1984), to mention just two examples.
% See also the discussion on p. 30.
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behavioural changes with any statistical certainty. This, in turn,
implies that until firmer evidence becomes available policy-makers
will be “working in the dark”,

An issue of perhaps even greater interest to policy-makers is the
influence of policy changes (or regime shifts) themselves on
behavioural parameters in general and on the wage-price mechanism
in particular. Sargent (1982) presents evidence that in four hyper-
inflation countries in the 1920s credible anti-inflation programimes
substantially reduced or removed inflation with little output loss as
expectations and parameters changed in lne with policy
announcements. However, recent examples are more difficult to
find. For instance, the move to flexible exchange rates in the early
1970s could have been expected to increase the speed with which
monetary policy changes are reflected in the rate of inflation, as
import and export prices are no longer exogenous and exchange rates
may actually change ahead of any change in output markets.
However, while there is plenty of evidence that exchange markets
have become more volatile and are sensitive to policy changes there is
little evidence that the lags in the wage and price functions have
become appreciably shorter.

Similarly, the introduction of money aggregate targets in the early
1970s and especially the shift to reserve targeting in the United States
in 1979 could have been expected to affect behavioural parameters, in
particular through the formation of price expectations. Again, there
is clear evidence that financial markets have become more volatile
and sensitive, but thexe 1s little firm evidence of any change in the
wage-price mechanism.® Perhaps the number of observations is still

% See Englander and Los (1983), Taylor (1984), Blanchard (1984}, Perry (1983),
Cagan and Fellner (1983) and Friedman (1988) with respect to the US experience.
Christensen (i987) has tested whether the regime shift in Denmark in 1982 was
accompanted by any parameter changes. He concludes that, apart from the parameters
of the interest rate equation, behavioural relations remained stable, even though
abolition of wage indexation (in effect for more than 60 years) was an important part of
the policy change.
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too small to identify parameter changes with the required degree of
precision. It is also possible [Mishkin (1984)] that this episode isnota
valid test of the credibility hypothesis or the Lucas critique {see note
25, p. 25) since, in view of the very expansionary fiscal policy, the
shift from interest rate targeting to reserve targeting was not a
significant change in the anti-inflationary policy regime.

Chan-ILee et al. (1987} have subjected wage and price equations
for all industrial countries to various statistical tests in order to
identify possible parameter changes. However, apart from the
United States and the United Kingdom, the parameters appear to
have been stable, which leads the authors to conclude that (p. 146):

“the wage disinfiation of the 1980s can largely be understood in

terms of declines in inflation (related to developments in

commodity price, exchange rates, etc.) and increases in
unemployment.”

IV. The European Phillips Curve

As mentioned several times in the previous sections, the recent
path of inflation and unemployment in Europe does not seem
compatible with the NRH. Restrictive policies were adopted in
1979-80 and have brought the average rate of inflation in EEC
couniries down from almost 12 to less than 4% . However, unlike in
the United States, the rate of unemployment has not returned to its
initial level; nor has the rate of inflation continued to decelerate, as
the NRH would imply. Consequently, ong is left with the impression
that Europe still fits the old Keynesian model with a permanent
long-run trade-off.

It would go far beyond the scope of this paper to attempt even a
superficial review of all the recent studies of the European
unemployment problem.69 Instead, the discussion will be confined to

® See for instance Sachs (1986), Lawrence and Schultze (1987), Fitoussi and Phelps
(1988), Beckerman (1986) and Ecornomica (1986), Special [ssue.
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the European Phillips curve and to the various hypotheses concerning
its particular shape. More specifically, the f ollowing sections attempt
to answer the question of whether the European model is different
from the NRH or whether certain changes to key variables and
parameters have distorted the underlying relationship.

fa) Continuous Rise in the Natural Rate.

Virtually all studies of the European scene have come to the
conclusion that the NAIRU or the natural rate has increased so that
the observed changes in inflation and unemployment combine
movements along a given Phillips curve with shifts of the curve
towards the right. This further implies that the scope for a non-
inflationary expansion of demand is narrower than models with a
constant U* would predict and that at current rates of unemployment
there is relatively little downward pressure on wage and price
changes. A key question is, however, why the European U* should
have increased when in the United States it now appears to be lower
than in the 1970s. Moreover, even accepting that an increase has
taken place, there remains the problem of determining the existing
degree of stack.”®

fi} Structural Rigidities. One reason for the rise in U# might be a
gradual increase in labour market rigidities. However, while there is
little doubt that European labour markets are less flexible than the
US market, there is no evidence that markets have become more rigid
duting the 1980s. In fact, several countries have taken steps to reduce
rigidities by tightening the rules on unemployment benefits,
curtailing the power of unions, increasing the scope for part-time and
temporary work and reducing the burden of employment taxes paid
by firms. Moreover, according to Flanagan (1987) changes in the
sectoral or regional distribution of employment and output have not

® Sachs (1986) gives a particularly lucid discussion of the various hypotheses and
their empirical relevance. Tt s interesting - and perhaps offers some hope for the future
- that in discussing the apparent rise in the 1S natural rate during 1970-80, Tobin (1980)
reviews the same hypotheses, including hysteresis.
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increased mismatches between supply and demand.”’ On the other
hand, as documented in several studies [see, for instance, Schultze
(198731, the so-called Beveridge curve {i.e. the relationship between
vacancies and unemployment) has clearly shifted which by some
[Franz (1987) and Bean and Layard {1988)] is explained by the rising
proportion of long-term unemployed.

(ii) Hysteresis. When Friedman and Phelps introduced the natural
rate concept, they both noted that it is not a constant but is influenced
by various structurafl factors. If, in addition, the natural rate depends
on the historical path of the actual rate, it has the property of
hysteresis”2 and this possibility is increasingly mentioned in academic
discussions of the European problem.73 The key question for
policy-makers is, however, whether hysteresis is a symmetric
property, so that a fall in U would also lead to a fall in U*, and this, in
turn, depends on the sources of hysteresis. For instance, if it is mainly
caused by a fall in the capital stock, there is little scope for
non-inflationary growth unless the upturn is investment-led so that
the capital stock increases ahead of employment. Similarly, if
hysteresis is the result of declining skills of the long-term

" The hypothesis that the rate of unemployment depends {positively) on the
regional and/or scctoral employment dispersion was initially proposed by Litien (1982)
and confirmed for US data. It may be regarded as the “mirror image” of another
hypothesis (very popular in the 1960s} which states that a given average rate of
unemployment will be associated with higher inflation when the distribution of excess
supply across sectors and regions is very uneven.

2 The hysteresis hypothesis was first proposed in Phelps {1972} and is further
developed in Hargreaves Heap (1980). A strong form of hysteresis [Buiter (1987} would
satisfy the equation:

Uf = allt.y + (1-a)l,
which can be rewguiuen as:

Ut = (-2} a 'l
wherehy the natiiral rate is fully explained by the history of the actual rate. The
insider-outsider model can be seett as a theoretical basis for this version, whercas the
aforementioned studies which refate U* to the propertion of leng-term unemployed
support a weaker version, where U* is assumed to be trendless.

73 See, in particular, Blanchard and Summers (1986} and (1988).
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unemployed, inflation is likely to accelerate in response to lower
unemployment, unless the expansionary measures are targeted in
favour of the long-term unemployed. By contrast, if hysteresis is
caused by trade unions bargaining on behalf of their employed
members, symmetry is likely to prevail. In this case, the rate of
inflation becomes a function of changes in U rather than its level,
but, as shown by Hargreaves Heap, hysteresis actually restores the
long-run trade-off ¥ Yet the policy implications are still uncertain.
Buiter (1987) and Gordon (1988b) are strong advocates of
expansionary policies, whereas Sachs (1986), using optimal control
theory, concludes that the appropriate policy depends on the initial
situation and on the relative weights attached to inflation and
unemployment in the general welfare function.

As regards the empirical support of hysteresis, there is some
indirect evidence that it may have played a role in certain countries,
Capital stock growth rates have generally declined and the Okun
curves (i.e. the relationship between the raie of capacity utilisation
and the rate of unemployment) have shifted. Moreover, the long-
term unemployed appear to have a smaller inflation dampening
effect than those unemployed for less than one year. On the other
hand, assuming that the influence of ‘insiders’ is mainly related to
firm-specific measures of utilisation and that of ‘outsiders’ to

™ This may be seen by combining a simplified version of the NRH

fdw - dw.., = b(U* - 1}]
with the extreme version of the hysteresis model in given above. If the natural raze in
period tis U* and a government decides to reduce unemployment permanently to U#*,
the rise in the rate of inflation in period t + T would be = —ba(U** - U*) and in the next
period —ba*(L** - U*). Between periods n—1 and n dw increases further by —ba" (U**
-~ U*} and since the acceleration is seen to decline over time the total rise in dw compared
with the initial situation would eventually reach:

Adw = —=b{U** - U*Y/{1—a).
Hence, the new and lower rate of unemployment {U**) is accampanied by a higher but
stable rate of infiation and not by a continuocus acceleration.
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market-wide measures (such as U}, one would expect {Flanagan
{1988)] the former to dominate the latter in wage equations.
However, except for a few countries [Gregory (1986)], this is rarely
observed. In addition, when hysteresis is tested directly and U* in
equation (vi} on p. 33 is replaced by a function of U, it is usually
difficult to find statistically firm evidence of the hypothesis.75

(iii) Measurement of U*. Because the natural rate is so difficult to
measure, most empirical studies have used the NAIRU as a proxy.76
It is, however, generally recognised that the natural rate and the
NAIRU are different concepts [Chan-Lee et al. (1987)], as the former
reflects a general equilibrium with the rate of inflation stable but
undetermined while the fatter indicates the degree of labour market
slack required to prevent a given inflation rate from changing.
Hence, in periods of unfavourable supply shocks, measures of the
pnatural rate and the NAIRU will differ by a large margin. For
instance, an acceleration in import prices would feave the natural rate
more or less unchanged while the actual and expected inflation rate

75 On this point sec Chan-Lee et al. (1987), Coe et ai. {1988) and Alogoskoufis and
Manning (1988). As an example of the uncertainty of estimates in this area, it might be
mentioned that Gordon (19872 and b) finds little evidence of hysteresis in European
countries, while Gordon {1988b) reverses the carlier resuits, concluding that {p. 303):
“Burope can choose to achieve a permanent increase in output at the cost of a
permanently higher but not accelerating infiation rate”.

" One exception is Coen and Hickman (1988), who present natural rates for four
countries. Taking a previous “high employment™ year as a benchmark and adjusting
only for demographic changes, they obtain the following natural unemployment rates
for 1984 (actual rates in brackets):

United States5.2 (7.5)

Germany1.3 (8.4)

United Kingdom 1.8 (11.3)

Austrizl .8 (3.9)

They also find that in all four countries most of the (U—U#*} gap can be ascribed to a
shortfalf of demand (rather than an excessive level of real wages), but since prices and
wages are exogenous in their model, they are unable to estimate the extent to which
stronger output and demand growth would be accompanied by higher inflation.
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rises. By contrast, the NAIRU would increase, with the actual rise
depending on the extent of the import price shock and the degree of
real wage rigidity (see Graph 5, p. 35).

Even assuming that the NAIRU was an acceptable estimate of the
natural rate, policy-makers would be ill-advised to use existing
measures in gauging the degree of slack [see Krugman (1987)].
NAIRUs are very sensitive to the time periods used and to the
specification of the wage-price mechanism and for some countries the
published figures cover an uncomfortably wide range. Consequently,
the safest conclusion with respect to recent changes in European
natural rafes is that there is suggestive evidence of some increase.
However, it is not possible to quantify the rise, nor to identify the
principal causes.”

{b) Real Wage Targeis,

Most analysts agree that the European economies were subjected
to severe supply shocks in the 1970s as a strong acceleration in
nominal wages was followed by higher import prices and later in the
decade by slower productivity growth. As discussed above, a policy
aimed at keeping the rate of inflation stable leads to higher
unemployment when adverse supply shocks occur, but an important
question in this respect is whether U has to be raised permanently. If
the supply shock is temporary - as is normally the case - and equation
(vi) given on p. 33 is valid, the increase in U will be only temporary.
However, if the wage equation also contains a term in the lagged real
wage level - as the real wage hypotheses would imply - even a
temporary supply shock would leave a permanent effect on U; i.e. the
existence of a real wage target would be equivalent to a rise in U* and
this influence would remain as long as actual real wages are below the
target.

The validity of the real wage hypothesis is mainly an empirical
question and most studies have found that it does not hold for the

7 Aflof the preceding discussion presupposes that in the early 1970s U and U* were
not too far apart. However, all analysts of the issue seem to have taken this for granted.
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United States. For Europe the results are mixed. There is strong
evidence of real wage effects for the United Kingdom, and some have
also found that the hypothesis is not rejected for Germany, Italy,
Sweden and the Netherlands. On the other hand, there is little
evidence in favour of this hypothesis for France, Belgium and
Denmark, which have all experienced high and persistent rates of
unemployment. Moreover, empirical tests in this area are still subject
to severe statistical problems78 so that even twenty-four vears after
Sargan first proposed the real wage hypothesis it remains a promising
but unproven proposition.

{c) Real Wage Rigidities.

While some analysts regard real wage targets as being eguivalent
to real wage rigidities, others have adopted the concept introduced in
Section Il and ascribed the European problem to a weak response of

. 79 . s e
wages to economic slack.” In theory, the cyclical sensitivity of
European wages might be expected to be lower than in the United
States and Japan given the larger share of unionised workers and the

™ See Hall (1986) and the discussion of estimated price equations on p. 53.

 In some of the early analyses of the European unempioyment problem real wage
rigidities were linked to the “real wage gaps”; i.e. the ratio of actual real wages to
productivity relative to some presumed ecuilibrium fevel. The underlying model is
Hlustrated in Graph 6 on p. 68, where 8S is a labour supply curve, DD the labour
demand curve and point A an equilibrium point. Foliowing the first oil shock the labour
supply curve shifted to the left creating a real wage gap and at the same time reducing
employment so that a positive relation between the real wage gap and the rate of
unemployment could be observed. Subsequently, the demand curve has shifted to the
left and at present many countries are at a point like C where the wage gap is virtually
eliminated but employment is much lower than in the initial situation. The graph also
illustrates why in mast recent studies [see for instance Gordon (1987a and b) and
Schultze (1986 and 1987)] the real wage gap concept has been abandoned as an indicator
of rigidities or insufficient supply-side adjustments. While the move from A te Bmay be
interpreted as an exogenous supply-side shift (and is also influenced by the degree of
nominal rigidies, see Graph 3), the move from B to C is induced by changes on the
demand side and is not indicative of any adjustments on the supply side. In other words,
with a more expansionary demand policy the real wage gap would reappear.
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Graph 6
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tendency to adopt union wages also in the non-unionised sectors. In
practice, however, there appears to be little difference between the
wage equations for the United States and Europe (see Table 4),
whereas the cyclical sensitivity for Japan is clearly higher.

(d) Output Price Constraints.

Just as the wage equation generally has received much more
attention than the price equation, most discussions of the European
problem have focused on the behaviour of wages and almost totally
neglected that of prices. However, since the real wage is not a
behavioural variable but determined by separate - though
interrelated - movements in nominal wages and prices, a rise in real
wages may be due o a higher nominal wage as well as a moderate
price increase or a price fall. Moreover, while most have found that
nominal wages respond fully to changes in prices, the elasticity of
price changes with respect to changes in domestic costs is usually less
than unity, suggesting that price behaviour is a more likely source of
short-run variations in real wages than wage behaviour.

In fact, for an open economy where firms self part of their output
in workl markets or in competition with imports it is not implausible
to assume that developments in foreign prices act as a constraint on
firms’ ability to shift wage-cost increases into higher output prices.
Particularly when the exchange rate appreciates or foreign
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competitors benefit from lower cost increases, such constraints will
lead to an erosion of profit margins and to cuts in labour demand as
production on the margin is no longer profitable. This is an
important transmission mechanism in Schultze’s (1986 and 1937)
model of the European problem, and evidence of foreign price
constraints is also found in Stiehler (1987). However, one weakness
of the price constraint hypothesis is that it is rejected by German
data, as German output prices appear to be exclusively determined by
unit labour costs. Moreover, given the restoration of profit shares
during the 1980s - in several cases to pre-1973 levels - labour demand
should have increased either directly as marginal plants became
profitable again (assuming that they had not all been scrapped)
or indirectly via increases in the capital stock. However, the
improvement in profits has not been accompanied by more
employment, nor - until this year - by significantly stronger
investment.*

(e} Demand Management Policies.

Finally, the policies pursued in Europe may have influenced the
path of inflation and unemployment in two important ways, though
not directly affecting the parameters of the wage-price mechanism:

- policies may have been gradually tightened in the course of the
1980s, so that a downward shift of the short-term Phillips curves (due
to lower price expectations) has been offset by a move along the curve
as a result of weaker aggregate demand;

—the anti-inflationary policy stance may not have been
sufficiently credible, so that inflationary expectations have not
adjusted to the actual rate of inflation and to the degree of policy
tighmess.81

* Pitoussi and Phelps (1986 and 1988) explain the rise in profit margins by the
increase in real interest rates and the real depreciation of most European currencies until
carly 1985. Moreover, they ascribe the absence of a demand pick-up to a reai balance
effect resuiting from the price rise. There is, however, little evidence that real interest
rates directly affect profit margins.

8 See the discussion of the “inflation floor” on p. 39.
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Both effects are plausible and if valid they would leave some
scope for a non-inflationary rise in aggregate demand, However,
given the absence of generally accepted policy indicators and
measures of inflationary expectations, their validity remains an open
question.

Allin all it appears that the European unemployment problem
cannot be related to or explained by one single cause. Rather, a range
of dlfferem factors have played a role and most of them in the same
direction.* This also means that the observed path of unemployment
and inflation in Europe may be consistent with the NRH as
movements along a given Phillips curve have coincided with shifts of
the curve. These shifts partly reflect a rise in the natural rate and
partly other influences which have more or less the same effect as a
rise in the natural rate.

V. Unresolved Issues and Policy Conclusions

It is now about twenty vears since the old Keynesian model and
the policies based on a permanent trade-off between cuiput and
inflation came to an end and there are still several unresolved
theoretical and empirical issues regarding the wage-price
mechanism.® A model based on non-market-clearing wages and
prices seems to give a less inaccurate description of the transmission
of policy changes to the real economy than the New Classical Model
with instantaneous market clearing. However, the latter has provided
three important contributions:

*2 One of the factors not explicitly discussed is the higher population and labour

fc}rce growth experienced in many European countries: se¢ Glyn and Rowthorn (1988).

¥ This is in sharp contrast 1o theories of the long-run and steady rate of inflation.

As noted by McCallum (1987a), there is a wide consensus that an ongeing and steady

rate of inflation conforms fairly closely to moncy growth rates and is largely neutral.

Moreover, most analysts view the socially optimal rate of inflation as zerc or negative
and this proposition is also accepted as 2 long-run policy target in many countries.
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~ it has turned attention away from the rather narrow Phillips
curve paradigm to consideration of the determinants of the aggregate
supply curve and long-run equilibrium conditions;

- it has made forward-looking or rational expectations a standard
and generally accepted maintained hypothesis;

- if has revealed the possible influence of policies on behavioural
parameters and underlined the importance of credible policies.

Within the New Keynesian Model of the wage-price mechanism,
one issue that is not very well understood is the cyclical sensitivity of
prices. Various hypotheses predict that prices should respond only
slowly to changes in nominal and real demand, but surveys of firms’
price behaviour show that prices are not only insensitive to demand
but actually follow a counter-cyclical pattern. Falling average costs
and discount practices are among the reasons cited, but it is not at all
clear why profit-maximising firms should adopt this behaviour.* In
this context Carlton (1986) notes that rigid prices do not necessarily
mean that the price mechanism has failed but merely that additional
allocation mechanisms are used to achieve market efficiency. It is
perhaps also relevant to recall Solow’s (1979a) observation that if
prices (and wages) are sticky, their policy consequences do not go
away because there is no universally settled theory about why they are
sticky.

With respect to nominal wages, there is fairly firm evidence that
they change pro-cyclically, as trade unions become more aggressive in
cyclical upturns and firms more willing to “give in”. This implies that
early signs of inflationary pressures are to be found in labour and raw
material markets and not in markets for finished goods. However,
the estimated cyclical sensitivities (or Phillips curve slopes) are not
very precise. Hence policy-makers contemplating measures to offset
the effect of inflationary shocks have to make their decisions without
knowing the likely costs in terms of lost output. Moreover, while

& Bstimated price equations do not provide much help in this respect as the results
depend on the specification and econometric methods are not suffictently sharp to
choose adequately between competing models.
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most models have adopted Friedman’s natural rate hypothesis, the
natural rate is even harder to estimate than the cyclical sensitivity of
nominal wages. NAIRUs are often used in place of the natural rates,
but it is generally recognised that they are poor substitutes.® Indeed,
available estimates of NAIRUs for a broad range of countries are too
volatile to be used as policy targets. Instead, as recommended by
Chan-Lee et al. (1987), it may be desirable that macro-policies should
aim at stabilising inflation and then let the economies “grind out”
whatever rate of unemployment is compatible with that target.

If such a policy were followed, adverse supply shocks would lead
to higher unemployment rather than higher inflation and this may in
part explain the rise in European unemployment rates in the early
1980s. However, by the same token, favourable supply shocks - such
as the 1985-86 decline in oil and non-oil raw material prices - and the
gradual reduction of inflationary expectations should lead to lower
unemployment. This has not happened in Europe and the persistently
high rates of unemployment without any signs of further deceleration
of inflation are puzzling and difficult to reconcile with the natural
rate hypothesis. Does it mean that this hypothesis does not apply to
Europe? Or have there been factors at work pushing up the natural
and actual rates when the NAIRUs were falling? Section 1V has
discussed this issue without coming to any firm conclusions, thus also
leaving unanswered the question as to why employment performance
has been far more favourable in the United States than in Europe. It
is possible, though, that the answer is not to be found in the
wage-price mechanism but in the labour demand function. A number
of empirical studies suggest that the adjustment of US wages is helped
by an unusually rapid response of employment to changes in demand
and real labour costs.

Another probiem, which complicates not only the evaluation of
the BEuropean situation but policy-making in general, is that the

¥ Tobin (1984) notes that the “natural rates” calculated for the 1970s teli more
aboul the natural rate of il consumption than about the natural rate of unemmployment,
See also Solow (1986} on this point.
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natural rate hypothesis only holds in the very long run. Over periods
of four to five years there is a trade-off due to lags in the wage-price
mechanism. [t is conceivable that the path of inflation and
unemployment in Europe (see Graph 1) merely shows a particularly
slow adjustment process, although the parameters of the price and
wage functions do not point to longer lags than for the United States.
More generally, the existence of a trade-off for periods corre-
sponding to the time horizon of most policy-makers also creates a
risk that policy decisions will be myopic and need to be followed by
corrective actions later on.™

While it is generally agreed that a high degree of nominal or real
rigidity in the wage-price system causes anti-inflationary policies to
be accompanied by “real costs”, there is less agreement as to which
type of rigidity is the more important one to policy-makers. The
American literature tends to stress the influence of nominal rigidities,
and several prominent economists have recommended indexation -
particularly of wages - as a means of shortening the lags and reducing
the real costs associated with anti-inflationary policies. At the same
time, given the experience of large and unfavourable supply shocks,
the Buropean literature has been mostly concerned with ways to
reduce real wage rigidities. Most analysts recognise that real rigidities
worsen the impact of unfavourable supply shocks, but there are
differing views regarding the desirability of more flexible real wages
when shocks originate on the demand side. The most recent studies
suggest that rigid real wages are less destabilising than flexible wages,
thus supporting earlier views by Irving Fisher and Lord Keynes.
However, this issue is probably not yet settled.

What do the theories and analyses reviewed above imply for
monetary policy? Perhaps two observations are worth making in

% s noted by Modigiiani and Papademos (1978), a policy-relevant trade-off also
exists when the Phillips curve is vertical if policy decisions are based on discounted
future values of unemployment and inflation. For instance, a fall in unemployment
now may be traded off against a higher but discounted future rate of inflation, with the
actual trade-off depending on the discount factor and the weights assigned to inflation
and unemployment in the policy-maker’s welfare function.
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concluding this paper. Firstly, the emphasis on policy-sensitive
behavioural parameters of the New Classical School opens the way
for affecting sluggish wage and price adjustments directly through
expectations and the “credibility” of policy actions. In reality, such
direct influences seem to have been difficult to achjeve and one
problem is that a “regime shift” does not depend on monetary
policies alone. Secondly, the deregulations and financial innovations
of recent years have fundamentally changed the transmission
mechamsm of monetary policy changes. One effect of these
changes has been that when the simple correlations between inconte
and money supply growth shown in Table 1a are broken down into
shorter periods, the 19805 show a marked deterioration in a large
number of countmes leadmg several central banks to abandon or
suspend the use of monetary aggregate targets. Yet, even though the
wage-price mechanism has recently been more stable than velocity
and the transmission mechanism of monetary policy, there is little
reason to abandon the medium-term strategy while some authorities
are searching for an alternative nominal anchor. Indeed, continued
stability of the wage-price mechanism is likely to go hand-in-hand
with the continuation of a stable and cautious policy approach.

8 A second effect, according to a recent survey [Chouraqui et al. (1988)] is that the
real influence of monetary policy has been strengthened, particularly because aggregate
demand has become more sensitive to changes in nominal and real interest rates.

% See Friedman (1988),

74



Bibliography

Alogoskoufis, G. and Manning, A. (1988): “Wage setting and labour market
adjustment in the main industrial economies”, Birkbeck College Discussion Paper,
No. 88/1.

Andersen, L. and Jordan, J. (1968): “Monetary and fiscal actions: a test of their
relative importance in economic stabilisation”, Review, Federal Reserve Bank of
St. Eouis, November.

Arak, M. (1977): “Some international evidence on output-infiation trade-offs:
comment”, American Econemic Review, pp. 728-30.

Aukrust, D. (1977): “Inflation in the open economy: a Norwegian modet”, in
L.B. Krause and W.S. Salant {eds.), Worldwide Inflation, Brookings Institution,
Washington, D.C.

Ball, L., Mankiw, G. and Romer, D. (1988): “The new Keynesian economics and
the output-inflation trade-of f”, Brookings Papers on Economic Activity, pp. 1-82.

Barro, R. (1972): “A theory of monopolistic price adjustment”, Review of
Economic Studies, pp. 17-26.

(1977): “Unanticipated money growth and unemployment in
the United States”, American Ecoromic Review, pp. 101-15.

e {197%): Unanticipated money, output and the price level’’,
Journal of Political Economy, pp. 549-80.

Barro, R. and Fischer, S. (1976): “Recent developments in monetary theory”,
Journal of Monetary Econontics, pp. 133-67.

Barro, R. and Rush, M. (1980): Unanticipated money and economic activity”’, in
S. Fischer (ed.), Rational Expectations and Economic Policy, Univezsity of Chicago
Press.

Bean, C.R., Layard, P.R.G. and Nickell, 8.J. (1986): “The rise in unemployment:
a multi-country study”, Economica, Supplement, pp. 1-22.

Bean, C.R. and Layard, P.R.G. (1988): “Why does unemployment persist?”,
Centre for Labour Economics, LSE, Discussion Paper, No. 321.

Beckerman, W. and Jenkinson, T, (1986a): “How rigid are wages anyway?”, in
W. Beckerman (ed.), Wage Rigidity and Unemployment, Duckworth.

(1986b): “What stopped the inflation? Unemployment or
commodity prices?” The Economic Journal, pp. 39-54.

Bils, M. {1987): “The cyctical behaviour of marginal cost and price”, American
Economic Review, pp. 838-56.

Blanchard, O.1. (1984): “The Lucas critique and the Valcker defiation”, American
Econoniic Review, pp. 211-15.

(1986): “The wage price spiral®, Quarterly Jowrnal of
FEeonomics, pp. 543-03.

(1987a): “Aggregate and individual price adjustment”,
Brookings Papers on Economic Activity”’, pp. 57-109.

5



(1987b): “Why does money affect output? A survey”, NBER
Working Paper, No. 2285.

Blanchard, O.1. and Kiyotaki, N. (1987): “Monopolistic competition and the
effects of aggregate demand™, American Economic Review, pp. 647-66.

Blanchard, O.J. and Summers, L.H. (1986): “Hysteresis and the European
unemploymernt problem”, NBER Macroecononic Anrigl 1986, pp. 15-90.

(1988): “Beyond the natural rate hypothesis”, American
Economic Review, pp. 182-87.

Borio, C. and Rankin, N, (1988): “An ‘equilibrium’ theory of the Phillips curve
with adaptive expectations: a simple treatment for closed and open econonyes”, Greek
Economic Review (forthcoming).

Bosworth, B. (1980): “Non-monetary aspects of inflation®, Journal of Money
Credit and Banking, pp. $27-39,

Boughton, J. and Branson, W. (1988): “Commedity prices as a leading indicator
of inflation”, NBER Working Paper, No, 2750,

Bruno, M. (1980): “Impart prices and stagflation in the industrial countries: a
cross-section analysis”, The Economic Journal, pp. 479-92.

Bruno, M., and Sachs, J. (1983): The Economics of Worldwide Stagflation, Basil
Blackwell, Oxford.

Budd, A. and Dicks, G. (1982): “The costs and benefits of cutting inflation”,
Economic Qutlook, October, pp. 19-26,

Buiter, W. (1987): “The right combination of demand and supply policies: the case
for a two-handed approach”, NBER Working Paper, No. 2333.

Burda, N. and Sachs, J. (1987): “Institutional aspects of high unemployment in the
Federal Republic of Germany®, NBER Working Paper, No. 2241.

Cagan, P. and Fellner, W. (1983); “Tentative lessons from the disinflationary
effort”, Brookings Papers on Economic Activity, pp. 603-8,

Calmfors, L. and Driffill, I. (1988): “Bargaining structure, corporatism and
macroeconomic performance”, Economic Policy, pp. [4-61.

Carlton, ). (1986G): “The rigidity of prices”, American Economic Review,
pp. 637-58.

Chan-Lee, I., Coc, D. and Prywes, 1. (1987): “Microeconomic changes and
macroeconomic wage disinflation in the 1980s”, OECD Economic Studies, No. 8,
pp. 121-57.

Christensen, M. (1988): Theoretical and Empirical Evaluation of Credibility and
Reputation in Macroeconomics, Institute of Economics, University of Aarhus,
Denmark,

Chouraqui, J.-C., Driscoll, M. and Strauss-Kahn, M.O. (1988): “The effects of
monetary policy on the real sector: an overview of empirical evidence for selected
OECD countries”, OECD Working Paper, No. 51.

Coe, D.T. (1985): “Nominal wages, the NAIRU and wage flexibility”, OECD
Economic Studies, No. §, pp. 87-126.

76



Coe, D.T. and Holtham, G. {1983): “Output responsiveness and inflation”,
QECD Economic Studies, No. §, pp. 93-146.

Coe, D.T., Durand, M. and Stichler, U. (1588): “The disinflation of the 1980s”,
OECD Economic Studies, No. 11, pp. 89-121.

Coen, R. and Hickman, B. (1988): “Is European unemployment classical or
Keynesian?”, American Economic Review, pp. 188-93.

Courbis, R. (1980): La détermination de 1'équilibre général en Econcmic
concurrencée, Monographies du Séminaire Economeétric, Paris.

De Long, B. and Summers, L. (£988a): “The changing cyclical variability of
economic activity in the United States” in R.J. Gordon {ed.), The American Business
Cycle: Continuity and Change, University of Chicago, Chicago.

. (1986D): “Is increased price flexibility stabilising?”,
American Economic Review, pp. 1030-43.

{1988): “Is increased price flexibility stabilising? A reply”,
American Economic Review, pp. 273-76.

Demery, D. (1984): “Aggregate demand, rational expectations and real output:
some new evidence for the United Kingdom?”, The Economic Journal, pp. 847-62.

Duck, N. (1988): “Money, output and prices”, European Economic Review,
pp. 1603-19.

Duisenberry, 1., Fromm, G., Klein, L. and Kuh, E. (1965): The Brookings
Quarierly Economeiric Model of the United States, Rand McNalty, Chicago.

Dunlop, J. {1938): “The movement of real and money wages”, The Economic
Journal, pp. 413-34.

Eckstein, Q. (1981): Core Inflation, Prentice-Hall Inc.

(1984): “Foundations of aggregate supply price”, American
Economic Review, pp. 216-20.

Englander, S. and Los, C. (1983): “The stability of the Phillips curve and its
imptications for the 1980s”, Federal Reserve Bank of New York, Research Paper,
No. 8303,

Fair, R. (1984): “Estimated trade-offs between inflation and unempioyment”,
NBER, Working Paper, No. 1377,

Faxén, K.O., Odhner, C.E. and Spaant, R. (1988): “Wage formation and the
ecanomy in the nineties”, Mimeo.

Fischer, S. {(1977a): “Long-term contracts, rational expectations and the optimal
money supply rule”, Journal of Political Economy, pp. 191-206.

(1977b): “Wage indexation and macroeconomic stability”, in
K. Brunner and A. Meltzer (eds.), Stabilisation of the Domestic and International
Economy, pp. 107-48.

{1983} “Indexing and inflation”, Journal of Monetary
Econoriics, pp. 519-41.

(1984): “The benefits of price stability”, in Price Stability
and Public Policy, Federal Reserve Bank of Kansas City, Conference, pp. 33-50.

77



(1986): Indexing, Inflation and Economic Policy, The MIT
Press, Cambridge, Mass., United States.

(1988): “Recent deveiopments in macroeconomics”, The
Economic Jowrnal, pp. 294-339,

Fisher, I. (1923): “The business cycle largely a dance of the dollar™, Journal of the
American Statistical Association, pp. 1024-28.

Fitoussi, I.-P. and Pheips, E. (1986): “Causes of the 1980s slump in Europe”,
Brookings Papers on Economic Activity, pp. 487-520,

— (1988): The Shemp in Europe, Basil Blackwell Ltd. Oxford.

Fitzgerald, M.D. and Pollio, G. {1983} “Money, activity and prices®, European
Economic Review, pp. 299-314.

Flanagan, R. (1987): “Labour market behaviour and European economic
growth”, in R.Z. Lawrence and C.L. Schultze (eds.), Barriers to European Growih,
Brookings Institution, Washington.

(1988): “Unemaployment as a hiring problem”, QECD
Economic Studies, No., 11, pp. 123-54.

Franz, W, (1987): “Hysteresis, persistence and the NATRU: an empirical analysis
of the Federal Republic of Germany”, in L. Calinfors and R. Layard (eds.), The Fight
Against Unemployment, pp. 93138, MIT Press.

Friedman, B. (1988): Lessons on mongtary policy from the 19805, Economic
Perspectives, pp. 51-72.

Friedman, M. (1968): “The role of monetary policy®, American Economic
Review, pp. 1-17.

{1974): “Monetary correction” in Essays on Infilation and
Indexation, American Enterprise Institute, Washington.
{1977): “Inflation and unemployment”, Journal of Political

Economy, pp. 451-72.

Friedman, M. and Schwartz, A. (£963): A Monetary History of the United States,
Princeton University Press, United States.

Frisch, H. (1977): “Inflation theory, 1963-75: a ‘second generation’ survey”,
Journal of Economic Literature, pp. 1289-1317.

Giersch, H. (1974): “Index clauses and the fight against inflation”, in Essays on
Inflation and Indexation, American Enterprise Institute, Washington.

Glyn, A. and Rowthorn, B. {1988): “West European unemployment: corporatism
and structural change”, American Econontic Review, pp. 194-99.

Goldstein, M. (1975); “Wage indexation, inflation and the labour market”, IAMF
Staff Papers, pp. 680-713.

Gordon, R.I. (1981): “Output fluctuations and gradual price adjustment”,
Journal of Economic Literature, pp. 493-532.
(1982): “Price inertia and policy ineffectiveness in the United
States, [890-1980", Jowrnal of Political Economy, 1087-117.

78



(1983): “A century of evidence on wage and price stickiness
in the United States, the United Kingdom and Japan®”, in I. Tobin (ed.},
Macroeconomics, Prices and Quantities, Brookings Institution, Washington.

{1987a); “Productivity, wages and prices inside and outside
manufacturing in the United States, Japan and Europe™, European Econontic Review,
pp. 683-739.

e (3987b): “Wage gaps vs. output gaps: is there a common
story for all of Burope?”, NBER Working Paper, No. 2454,

(1987¢): “Postwar developments in business cycle theory: an
unabashedly Keynesian view”, 18th CIRET Conference, Ziirich.

(1988a): The role of wages in the inflation process”,
American Economic Review, pp. 276-83.

(1988b): “Back to the future: Buropean unemployment
today viewed from America in [939", Brookings Papers on Economic Activity,
pp. 271-312,

Gray, LA. {1975): “Wage indexation: a macroeconomic approach”, Journal of
Monetary Economics, pp. 221-35.

Greenwald, B. and Stiglitz, J. (1988): “Examining alternative macroeconomic
theories”, Brookings Papers on Economic Activity, pp. 207-70.

Gregory, R. (1986} “Wages policy and unemployment in Australia®, Feoromica,
Supplement, pp. 53-74.

Grubb, D. (1986): “Topics in the OECD Phillips curve”, The Economic Journal,
pp. 55-79.

Grubb, I., Layard, P.R.G. and Symens, J. (1983): “Wages, unemployment and
incomes policy”, LSE Discussion Paper, No. 168.

Girtner, U. and Ursprung, H. (1981): “An empirical analysis of a Scandinavian
exchange rate model”, Scandinavian Journal of Economics, pp. 38-54,

Hall, R.E. (1986): “Market structure and macroeconomic flactuations”,
Brookings Papers on Economic Activity, pp. 285-338.

(1988): “The relation between price and marginal cost in US
industry”, Jowrnal of Political Economiy, pp. 921-47.

Hall, $.G. (1986} “An appiication of the Granger and Engle two-step estimation
procedure to UK aggregate wage data”, Oxford Bulletin of Economics and Statistics,
pp. 229-39.

Hargreaves Heap, S. (1980): “Choosing the wrong ‘Natural Rate’: accelerating
inflation or decelerating employment and growth”, The Economic Journal, pp. 611-20.

Hart, O. (1982): “A model of imperfect competition with Keynesian features”,
Quarterly Journal of Economics, pp. 109-38.

Helliwell, J. (1988): “Comparative macroeconomics of stagflation”, Jowrnal aof
Economic Literature, pp. 1-28,

Hickman, B.G. and Klein, L.R. {1984): “Wage-price behaviour in the national
models of project LINK™, American Economic Review, pp. 150-154.

79



Hicks, I.R. (1975): The Crisis in Keynesian Economics, Basil Blackwell, Oxford,

Kahn, G.A. (1984): “International differences in wage behaviour: real, nominal or
exaggerated?”, American Economic Review, pp. 155-59.

Katz, L.F. (1986): “Efficiency wage theories: a partial evaluation”, NBER
Macroeconomics Annual, 1986, pp. 233-90.

Keynes, J.M. (1935): The General Theary of Employment, Interest and Money,
Macmillan, London.

(1939): “Relative movements in real wages and output”, The
Economic Journal, pp. 34-51.

King, S. (1988): “Is an increased price flexibility stabilising: a comment”,
American Economic Review, pp. 267-72.

Knoester, A. and van der Windt, P, {1987): “Real wages and taxation in 10 OECD
countries”, Oxford Bulietin of Economics and Statistics, Special Tssue, pp. 151-69.

Koch, P. and Rasche, R. (1988): “An examination of the Commerce Department’s
leading-indicator approach®, Journal of Business and Economic Statistics, pp. 167-87,

Krugman, P. (1987): “Slow growth in Burope: conceptual issues”, in Lawrence
and Schultze {eds.) op. <it., pp. 48-104.

Kuran, T. (1983): “Asymmetric price rigidity and inflationary bias”, American
Economic Review, pp. 373-82.

Laidler, D. (£984): “The buffer stock notion in monetary economies”, The
Economic Journal, Supplement, pp. 12-34.

Laidler, D. and Parkin, M. (1975): “Inflation: a survey”, The Economic Journal,
pp. 741-809,

Lawrence, R.Z. and Schultze, C.L. (1987): “Barriers to European growth”,
Brookings Institution, Washington,

Lilien, D. (1982): “Sectoral shifts and cyclical unemployment”, Journal of
Political Economy, pp. 77193,

Lindbeck, A. and Snower, J.S. (1986a): “Wage rigidity, union activity and
unemployment™, in W. Beckerman (ed.) op. <it., pp. 97-125.

(1986b): “Union activity and economic resilience”, CEPR,
Discussion Paper, No. 114,

Lipsey, R. (1981} “The understanding and control of inflation: is there a erisis in
macioeconomics?”, Canadian Journal of Econotics, pp. 545-76.

Lucas, R.E. (1972): “Econometric testing of the natural rate hypothesis”, in The
Econometrics of Price Determination, Board of Governors of the Federal Reserve
System, Washington, D.C., pp. 50-59.

(1973): “Some international evidence on ocutput-inflation
trade-offs”, American Economic Review, pp. 326-34.

(1976); “Econometric policy evaluation: a critique”, in K.
Brunner and A. Meltzer (eds.), The Phillips Curve and Labour Markets, pp. 19-46.

Lucas, R.E. and Rapping, L.A. (1969): “Real wages, employment and inflation”,
Journal of Political Economy, pp. 721-54,

80



Lucas, R.E. and Sargent, T.J. (1978): “After Keynesian macroeconomics”, in
Federal Reserve Bank of Boston, “After the Phillips curve: persistence of high inflation
and high unemployment®”, Conference Series 19, pp. 49-72.

McCallum, B.T. (1987a): “Inflation: thcory and evidence”, NBER Working
Paper, No. 2312,

{1987b): “Post-war developments in business cycle theory: a
moderately classical perspective”, 18th CIRET Conference, Ziirich.

McDonald, I. and Solow, R. {198{): “Wage bargaining and employment”,
American Economic Review, pp. 896-508.

Mishkin, F. (1982): “Does anticipated monetary policy matter? an econometric
investigation”, Journal of Political Economy, pp. 22-51.
{1984): “The causes of inflation”, in Price Stability and
Pubiic Policy, Federal Reserve Bank of Kansas City, pp. 1-24.

Mitchell, D. {1986): “Explanations of wage inflexibility: institutions and
incentives”, in Beckermann, W, (ed.), op. cit., pp. 43-76.

Modigliani, F. and Papademos, L. (1978): “Optimal demand policies against
stagflation®, Weltwirtschaftliches Archiv, pp. 737-81.

Newell, A. and Symons, J. {1985): *Wages and employment in OECD countries”,
LSE Discussion Paper, No. 219,
— (1986): “The Phillips curve is a real wage equation”, LSE
Discussion Paper, No. 246.

(1987): “Corporatism, laissez-faire and the rise in
unemployment”, European Economic Review, pp. 567-601.

Nordhaus, W. (1972): “Recent developmenis in price dynamics”, in The
Econometrics of Price Determination, op. <it., pp. 16-49.

Okun, A. (1962): “Potential GNP: its measurement and significance”,
Proceedings of the American Statistical Association, pp. 98-104.

{1975): “Inflation: its mechanics and welfare costs”,
Brookings Papers on Economic Activity, pp. 357-90.
(1978): “Effective disinfiationary policies”, American
Economic Review, pp. 348-52.
(1981): Prices and Quantities: A Macroeconomic Analysis,

Brookings Institution, Washington.

Perry, G. (1983): “What have we learned about disinflation?”, Brookings Papers
on Economic Activity, pp. 587-602.
(1986): “Policy lessons from the post-war period”, in
W. Beckerman (ed.) op.cit., pp. 127-51.

Phelps, E. (1967): “Phillips curves, expectations of inflation and optimal
unemployment over time”, Economica, pp. 254-81.
(1968): “Money wage dyamics and labour market
equitibrium”, Journal of Political Economy, pp. 687-711.

81



(1972): Inflation Policy and Unemployment  Theory,

Magcmillan, London.

Phelps, E. and Winter, $. (1970): “Optimal price policy under atomistic
competition”, in E. Phelps (ed.) Microeconomic Foundations af Employment and
Inflation Theory, Norton, New York, pp. 309-37.

Phillips, A.W. (1958): “The relation between unempioyment and the rate of
change of money wage rates in the United Kingdom, 1861-1957”, Economica,
pp. 283-99,

Pigott, C. (1978): “Rational expectations and counter-cyclical monetary policy:
The Japanese experience™, Economic Review, Federal Reserve Bank of San Francisco,
Summer.

Rappoport, P, (1987): “Inflation in the service sector”, Federal Reserve Bank of
New York, Review, Winter, pp. 35-45.

Rosen, 8. (1985): “Implicit contracts: a survey”, Journal of Economic Literature,
pp. 1144-75,

Rotemberg, J. (1987): “The new Keynesian microfoundations”, in NBER
Macroeconamics Annual 1987, pp. 69-104.

Rowiatt, P. {1988): “Analysis of the recent path of UK inflation”, Oxford Bulletin
of Economics and Statistics, pp. 335-60,

Sachs, J. (1986): “High unemployment in Burope™, NBER Working Paper,
No. 1830.

Santomero, A. and Seater, J. (1978): “The inflation-unemployment trade-off: a
critique of the literature®, Journal of Economic Literature, pp. 499-544,

Sazgan, 1.D. (1964): “Wages and prices in the United Kingdom?”, in P.E. Hart,
Mills, G. and Whittacker, J.K. (eds.), Economaetric Analysis for National Economic
Pianning, Butterworth, London.

Sargent, T. (1982): “The ends of four big inflations”, in R.E. Hail (ed.), Inflation:
Causes and Effects, NBER, University of Chicago Press, pp. 41-98,

Schultze, C.L. (1984): “Cross-country and cross-temporal differences in inflation
responsiveness”, American Economic Review, pp. 160-65,

(1986): Other Times, Other Places, the Okun Memorial
Lecture, Brookings Institution, Washington.

(1987): “Real wages, real wage aspirations and
unemployment in Europe”, in Lawrence and Schultze (eds.), op. cit., pp. 230-302.

Shapiro, C. and Stiglitz, J. (1984); “Equilibrium unemployment as a warker
discipline device™, American Economic Review, pp. 433-44,

Sims, C. (1972): “Money, income and causality”, American Economic Review, pp.
540--52.

(1980): “Comparison of inter-war and post-war business
cycles: monetarism reconsidered”, American Econonic Review, pp. 250-57.

Stichler, U. (1987): “Price determination in the seven major country models in
Interlink”, OECD Working Papers, No, 44.

82



Solow, R. (1979a): “Alternative approaches to macrogconomic theory: a partiat
view”, Canadian Jowrna! of Economics, pp. 339-54.
(19799): “Another possible source of wage stickiness”,
Journal of Macroeconomics, pp. 79-82.
(1986): “Unempioyment: getting the guestions right”,
Econgmica, Supplement, pp. 23-34.

Tarshis, L. (1939): “Changes in real and money wages”, The Economic Journal,
pp. 150-34,

Taylor, J.B. (1979). “Staggered wage setting in a macio model”, American
Economic Review, pp. 108-13.

(1980): “Aggregate <dynamics and staggered contracts”,
Journal of Political Economy, pp. 1-23.

(1983): “Union wage settlements during disinflation”,
American Economic Review, pp. 981-93.

(1984): “Recent changes in macro policy and its effects: some

time series evidence”, American Economic Review, pp. 200-10.
Tobin, J. (1972): “Infiation and unemployment”, American Economic Review,

pp. 1-18.

(1975): “Keynesian models of recession and depression”,
American Economic Review, pp. 192-202.

(1980): “Stabilisation policy ten years after”, Brookings
Papers on Economic Activity, pp. 19-90.
(1984): “Unemployment in the 1980s: macroeconomic
diagnosis and prescription”, in Pierce (ed.}, Unemployment and Growth in the Western
Economies, Council on Foreign Relations, New York.

83



No.2

No. 3*

No. 10

No. 11

BIS ECONOMIC PAPERS

Credit and liquidity creation in the international banking
sector, by Helmut Mayer, November 1979,

US monetary aggregates, income velocity and the Buro-
dollar market, by W.D. McClam, April 1980,

““Rules versus discretion’”: an essay on monetary policy in
an inflationary environment, by Alexandre Lamfalussy,
April 1981.

Theories of the growth of the Euro-currency market: a
review of the Euro-currency deposit muitiplier, by R.B.
Johnston, May 1981.

The theory and practice of floating exchange rates and the
r6le of official exchange-market intervention, by Helmut
Mayer, February 1982,

Official intervention in the exchange markets: stabilising or
destabilising?, by Helmut Mayer and Hiroo Taguchi, March
1983,

Monetary aggregates and economic activity: evidence from
five industrial countries, by Geoffrey E.J. Dennis, June
1983,

The international interbank market: a descriptive study,
July 1983,

Financial innovations and their implications for monetary
policy: an international perspective, by M.A. Akhtar,
December 1983,

Adjustment performance of open economies: some
international comparisons, by W.D. McClam and P.S.
Andersen, December 1983,

Inflation, recession and recovery: a nominal income analysis
of the process of global disinflation, by J.A. Bispham,
February 1984,

84



No. 14

No. I5

No. 16

No, 17

No. 18

No. 19

No. 20

No, 21

No. 22
No. 23

Interest rate futures; an innovation in financial techniques
for the management of risk, by A.B. Frankel, September
1984,

international interest rate relationships: policy choices and
constraints, by J.T. Kneeshaw and P. Van den Bergh,
January 1985,

The stability of money demand functions: an alternative
approach, by Palle S. Andersen, April 1985,

Interaction between the Euro-currency markets and the
exchange markets, by Helmut W, Mayer, May 1985,

Private ECUs potential macro-economic policy dimensions,
by Helmut W. Mayer, April 1986.

Portfolio behaviour of the non-financial private sectors in
the major economies, by E,P, Davis, September 1986.

The evolution of reserve currency diversification, by Akinari
Horii, December 1986.

Financial market supervision: some conceptual issues, by
Jeffrey C. Marquardt, April 1987.

Rising sectoral debt/income ratios: a cause for concern?, by
E.P. Davis, June 1987.

Financial market activity of life insurance companies and
pension funds, by E. P, Davis, January 1988.

Reserves and international liquidity, June 1988,

Changes in central bank money market operating

procedures in the 1980s, by J.T. Kneeshaw and P. Van den
Bergh, January 1989,

* Also available in French

85






