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Introduction

During the last fifteen to twenty years, a variety of forces have had an impact on the structure,
profitability and stability of the banking industry in the industrial countries. New technologies,
financial innovations and liberalisation of national as well as international markets have changed the
environment in which banks operate and have also had implications for the conduct of monetary
policy and the fundamental stability of the financial sector. Banks have had to adjust to increased
competition from other financial institutions as well as to changes in the regulatory environment and,
in some cases, these changes have contributed to serious financial instability. In many countries, banks
have responded by looking for economies of scale and scope, through consolidation and a widening of
the range of product and services offered. At the same time, the rise in concentration and the blurring
of distinctions between bank and non-bank financial intermediaries has raised further questions
regarding system stability and the lender of last resort function of central banks.

Against this background and with a view to exploring macro as well as microeconomic implications,
the topic of the Central Bank Economists’ Meeting held at the BIS on 29th and 30th October 1998 was
chosen to be:

“The monetary and regulatory implications of changes in the banking industry”

The papers submitted by the participating central bank economists were presented and discussed in
four sessions covering the driving forces and key manifestations of changes in the intermediation
process; the implications for the transmission of monetary policy changes; the implications for
financial stability and payments systems; and policy implications. The remainder of this Introduction
summarises the papers in the order in which they were presented, concluding with a brief review of the
main issues discussed.

Session 1: Driving forces and key manifestations of changes in the intermediation process

In the first paper presented in this session, 7. F. Brady (Board of Governors of the Federal Reserve
System) starts by reviewing developments in the US banking sector over the last ten years,
emphasising the effects of changes to the regulatory structure, advances in managerial practices and
the consolidation of the banking system on competition, bank credit and profitability. All in all, it
appears that competitive pressures have fostered improvements in managerial standards and, together
with innovations, contributed importantly to the strong gains in bank profits and to the restoration of
capital ratios to generally high levels.

The paper next discusses some of the regulatory implications of recent developments, in particular
changes to the regulatory environment that have not yet been tested. The paper points to potential
areas of concern, notably the potential for banks to use loan securitisation as a means to circumventing
the 8% risk-based capital requirement and the difficulties of interpreting banks’ capital ratios in such
conditions. The author then goes on to consider some possible solutions, such as allowing bank
examiners to make judgemental adjustments to estimates of banks’ capital needs and possibly
requiring banks to issue some minimum amount of subordinated debt. Recognising the implicit trade-
off between the need to protect the safety of the banking system and avoiding discouraging practices
that are risky but on balance beneficial, the author also points out that some regulatory capital
arbitrage can be useful as a “safety valve”.

In the final section of the paper, the author discusses the implications for the conduct of monetary
policy, concluding, however, that most of the changes in the banking system have had little effect on
the implementation of monetary policy and the transmission mechanism. In part, this is the result of
counterbalancing effects. For instance, while the securitisation of loans is likely to have made the cost
of credit more sensitive to monetary policy, it has also given banks more leeway to raise funds



independent of the level of reserves in the banking system and thus tended to weaken the credit
channel of monetary policy.

Against the background of a sharp fall in profit margins of Italian banks in the early 1990s, the paper
by A. Generale and G. Gobbi (Bank of Italy) studies the link between bank profitability, efficiency and
corporate governance, using a sample of about 300 banks spanning the period 1984-96. By estimating
a reduced-form equation for profits, the authors find that indicators of both allocative and operating
efficiency contribute significantly to the dispersion in profit rates. More particularly, the banks with
higher-than-average credit risk did not succeed in getting sufficiently high lending premia.
Profitability also appears to be negatively correlated with per capita staff costs, suggesting that the
benefits from employing more costly (and presumably more skilled) human resources are more than
offset by the additional costs. The findings regarding the effects of corporate governance are less
clear-cut although there is some evidence that privately owned banks have performed better than
publicly owned banks.

The final section of the paper studies the relationship between profitability and changes in top
management. Using a probit model, the paper finds that banks with higher management turnover had
indeed experienced lower profitability and a greater number of bad loans in prior years. However, the
relationship is rather weak and the hypothesis that it would be stronger for private than for public
banks is rejected by the data. Moreover, because the period for this analysis is rather short (only
1994-96) it is uncertain whether a change in management is likely to improve future profitability.

In their paper on restructuring of the Belgian banking sector, T. Timmermans and P. Delhez (National
Bank of Belgium) first highlight some distinguishing characteristics of Belgian banks. The first such
characteristic is the very high proportion of interbank claims and liabilities on the balance sheet which
reflects the openness of the economy. Second, Belgian banks hold a relatively large amount of public
debt while the share of claims on individuals and companies is comparatively small. While the effects
of this structure have been positive in terms of risks and overall stability, they have been rather
negative in terms of profitability and returns on assets. Moreover, in periods when markets are
undergoing profound changes, the low capitalisation ensuing from the structure of assets tends to
narrow the room for manoeuvre. In this context, the major risk facing the Belgian banking sector
seems to be a strategic one. Since banks have to adapt to a changing environment from a low capital
base and relatively weak profitability, they could be tempted to adopt risky or ill-designed strategies.

So far the banks’ adjustment to the various changes and challenges have mostly taken place within
existing business structures. In particular, by creating mutual funds, banks have turned the process of
disintermediation to their own advantage and thus managed to increase their non-interest income.
Similarly, by integrating new technologies, they have developed new distribution channels without
actually reducing their extended network of branches. However, this adaptation through internalisation
has its limits and the introduction of the euro will force banks to reconsider their strategies. Thus, in
order to reduce costs, banks will have to be more selective in organising their network. In addition, it
will be necessary to develop tailor-made products from a rather traditional basis of activities to
increase revenue.

Until a few years ago, the adaptation process of Belgian banks was proceeding rather slowly, as
favourable economic conditions tended to reduce banks’ sense of urgency to restructure. In particular,
the move to low inflation and the resulting fall in interest rates have temporarily boosted income from
maturity transformation. More recently, banks have been more pro-active. The number and importance
of mergers and acquisitions have been striking, with all major banks having radically changed their
shareholder structure. This somewhat delayed reaction could, however, entail risks and have
implications for the prudential authorities as well. Indeed, many banks have to tackle the organisation
and management of complex mergers or acquisitions simultaneously with the introduction of the euro,
the year 2000 issue as well as a possible shift to less favourable economic conditions.

Mergers and acquisitions and their implications for competition and prudential regulations also figure
prominently in the paper by C. Braun, D. Egli, A. Fischer, B. Rime and C. Walter (Swiss National
Bank). Following a brief review of the evolution and restructuring of the Swiss banking sector and the
implications for monetary policy, the authors turn to the impact of the UBS-SBC merger on systemic
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stability. The process of consolidation made a quantum leap with this merger, as, for many cantons,
the increase in concentration matches that of the last dozen years. Moreover, the fact that the new bank
will have a balance sheet larger than Switzerland’s nominal GDP, combined with an assumption that it
will be prone to take on new risks to increase returns, has significantly raised the costs of potential
failure. In response, the prudential authorities have established a new group specialised in monitoring
the activities of the two largest banks and relying more on on-site inspections than has been the case in
the past.

The last part of the paper is an empirical analysis of the effects of the merger on concentration and
competition in retail banking in Switzerland. Drawing on two indices of concentration, the authors
first evaluate the effects of the UBS-SBC merger on concentration and then turn to estimating the
relationship between concentration and competition. To this end they focus on two products (saving
deposits and mortgage loans) and distinguish between three hypotheses: the contestable market
hypothesis, whereby banks in oligopolistic markets do not exploit their market power; the structure
performance hypothesis, which predicts a positive (negative) relationship between concentration and
mortgage rates (rates on saving deposits); and the market efficiency hypothesis which reverses the
asummed causality links by postulating that efficient banks increase their market shares (and thus
concentration) by offering more favourable rates to their customers.

The empirical results are ambiguous. From cross-cantonal data it appears that the efficient market
hypothesis cannot be rejected for smaller cantons whereas for medium-sized and large cantons it is the
contestable market hypothesis which cannot be rejected. At the same time, using time series data, the
structure performance hypothesis cannot be rejected for deposit rates whereas, for mortgage rates, the
contestable market hypothesis cannot be rejected. Despite the ambiguity, however, it appears that anti-
trust policies should concentrate on changes in concentration ratios rather than on levels.

The main purpose of the paper by I Fuentes and T. Sastre (Bank of Spain) is to evaluate the
implications of two important phenomena affecting the structure and performance of Spanish banks in
the 1990s: the process of consolidation through mergers and acquisitions and the growing competition
in prices which has been particularly notable in some sectors and may also have influenced the
transmission mechanism of monetary policy. More specifically, the paper explores these issues using
two different tools: a model for the determination of deposit and credit interest rates in an imperfectly
competitive market and a case-by-case analysis of eighteen mergers over the last ten years, which
evaluates the impact on performance by comparison with a control group.

Three types of conclusion are drawn from the empirical analysis. First, the consolidation process does
not seem to have affected the growing degree of competition. In particular, in an environment
characterised by intense competition, merged banks do not seem to have taken advantage of their
increased market share. Second, while some mergers and acquisitions have been aimed at expanding
business and others at reducing costs and improving efficiency, the results obtained in terms of
profitability per unit of asset suggest that it is virtually impossible to simultaneously expand business
and reduce costs. Third, all mergers and acquisitions have been accompanied by an improvement in
capital adequacy ratios, which have not only facilitated investment growth but also strengthened the
competitive position of the merged institutions.

In the last paper presented at this session, Q. De Bandt (European Central Bank) discusses the relative
importance of EMU as a factor provoking changes in banking structure and performance. According to
the paper, EMU is likely to introduce a regime shift which will exacerbate the underlying trends
(liberalisation, globalisation, technological changes, disintermediation and concentration) affecting the
medium to long-run prospects of the European banking industry and could even play a catalytic role.
EMU will also increase the depth of money and financial markets, which, in turn, will provide new
challenges to banks and may reinforce the disintermediation process. The main effect, however, will
be to increase the level of competition in the different market segments. The paper provides indicators
showing that, at least at the beginning of Stage Three, concentration will be lower than in other areas
of comparable size (for instance, the United States). Following the transitional rise in costs associated
with the changeover to the euro, EMU should, in the medium run, strengthen the competitiveness of
EU institutions. .
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Session 2: Implications for the transmission of monetary policy changes

The paper by W. Engert, B. S. C. Fung, L. Nott and J. Selody (Bank of Canada) first highlights the
primary forces (the information and technology revolution, changing financial habits of the “baby
boom” generation, and the volatile inflation and interest rate environment of the last thirty years) that
have motivated and influenced the financial restructuring process in Canada. As a result of these
forces, but also facilitated by legislative changes, there has been a considerable amount of
consolidation. Moreover, assets have been redistributed among participants, new markets have
developed and significant improvements have been made to the range of financial investment choices
available to consumers.

However, despite the significant financial restructuring over the last thirty years, there is little
evidence that the monetary transmission mechanism has been affected. For instance, the broad
business-cycle characteristics and correlations in the 1990s are similar to those of the previous three
decades. Moreover, even though monetary data have been affected, stability tests of the various
models used by the Bank are not suggestive of any fundamental changes in the transmission
mechanism. In some sense, these findings are not surprising as the transmission of monetary policy
changes in Canada has for many years been driven by market forces and most of the financial
restructuring has reinforced market forces.

In the final part of the paper, the authors discuss the implications for financial stability, noting that
several innovations in the supervisory regime over the last decade have helped to maintain financial
stability. They then consider a number of factors that will continue to affect financial restructuring
with implications for regulatory arrangements. These include the increasing complexity of financial
services, the blurring of distinctions among financial service firms, greater international linkages and
improved risk proofing of clearing and settlement systems.

In the first of two contributions from the Bank of France, S. Matherat and J.-L. Cayssials review the
major changes in the banking environment and structures in France since the mid-1980s and evaluate
their implications for the regulatory authorities. Among the most significant changes are the gradual
return of banks to the private sector; a steadily growing volume of international activity; a rapidly
expanding role of trading activities through the growth of banks’ securities portfolios and off-balance-
sheet transactions; and a sharp decline in banks’ intermediation business, due to more intensive
competition from liberalised and booming capital markets against a background of slowing economic
growth One result of the deregulation and restructuring process has been a change in the composition
of banking profits in favour of income from trading activities. Moreover, as in many other countries,
the various changes have led to a complete overhaul of the structure of the French banking sector, with
important implications for financial stability and banking supervision. Finally, reflecting the change in
composition, profitability has become more volatile and highly sensitive to movements in capital
markets as well as international developments. Thus French banks suffered a severe decline in profits
in the early 1990s, from which, however, they are now recovering.

The second contribution from the Bank of France by C. Pfister and T. Grunspan analyses the
implications of bank restructuring for the transmission mechanism and the implementation and
definition of monetary policy. As regards the transmission mechanism, the authors estimate the speed
and the extent of the passthrough of changes in policy rates into bank lending rates over different
periods. From the estimates, which are all derived using an error correction model, it appears that the
short-run response of both short and longer-term bank lending rates to firms has increased
significantly compared with the 1980s, even though the long-run passthrough is still less than
complete. The estimates also reveal that, because of more intense competition, banks are no longer
able to pass on their funding costs to their corporate customers. In contrast, when lending to
individuals, banks are still able to pass on their full funding costs, including those related to sources at
regulated rates. Despite these results, it would be premature to conclude that deregulation has
strengthened the interest rate channel of the transmission mechanism. First, a large part of banks’
liabilities are still remunerated at regulated rates, which are far stickier than marker rates. Second,
long-term rates play an important role in the financing of the French economy and they are not under
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the direct influence of the Bank. Finally, the increasing role of capital markets is likely to have
weakened the credit channel and thus the influence of policy interest rates.

As regard the implementation and definition of monetary policy, one consequence of deregulation and
the liberalisation of capital flows has been the abolition of direct control instruments as well as tighter
constraints on the setting of more market-related instruments, such as reserve requirements and policy
rates. As a result, the Bank has increasingly relied on daily fine-tuning operations to stabilise money
market rates. Like in other countries, deregulation and financial market developments in general have
also forced the Bank to change or adjust its intermediate objectives while, at the same time, provided
opportunities for developing new indicators. Among the latter, the yield curve, monetary conditions
indices, asset prices and various derivatives appear particularly useful in gauging market sentiments
and evaluating future developments.

The impact of financial changes on the interest channel is also discussed by H. Bauer and
D. Domanski (Deutsche Bundesbank) who foresee a growing significance of this channel. More
generally, they expect that increasing competition will tend to quicken the pace with which monetary
policy changes work through the banking sector. As regards recent developments and changes in the
German banking system, the paper identifies several major trends. First, technological progress and
the start of EMU have exerted continuous pressures for structural changes, in particular favouring
consolidation to exploit economies of scale. Second, there has been a gradual decline in banks’ overall
importance as financial intermediaries, though the decline is more pronounced on the liability side
than on the asset side. Third, there has been a strong rise in interbank activities and in business with
other financial intermediaries as well as a greater involvement in securities markets. Finally, and
similar to developments seen in a number of other countries, interest margins have tended to narrow
while non-interest earnings have become more important.

Concerning the future financial landscape, the authors argue that advances in information and
computer technology as well as EMU will continue to act as catalysts for changes in the financial
sector and in the conditions under which services are provided. As regards the regulatory environment,
European integration has undoubtedly had the strongest impact on banks and further harmonisation of
banking legislation in the EU area will likely reinforce the general trend towards more competition.
Banks may also become subject to increasing competition from European institutional investors who
can be expected to lose some of their “home bias” when EMU takes effect.

The paper by W. J. Jansen and R. T. L. Moonen (Netherlands Bank) first describes the main structural
features and changes of the Dutch banking sector, highlighting the high concentration and increasing
internationalisation, the competitive pressures from non-bank financial institutions, the small presence
of foreign banks and the predominance of lending as a source of profits. The second part of the paper
attempts to explain overall interest margins and, in particular, their remarkable stability during this
decade. To this end, the authors construct a measure of overall interest margins as a weighted average
of interest margins on different assets. A major finding from this exercise is that, despite growing
pressures on funding costs and increasing competition from other financial institutions, banks have
enjoyed stable profitability because of a maturity mismatch between short-term liabilities and long-
term assets. Moreover, even though rates on corporate credit have fallen and savings rates have
increased, trends in interest rates have generally had a positive effect on bank profits. First, bank
lending rates have responded more slowly to the lower market rates in the 1990s than average costs of
funds. Second, favourable movements of the yield curve have widened margins for long-term loans
significantly. However, looking ahead, the authors argue that higher savings costs could eventually
counterbalance the effects of the maturity mismatch and reduce banks’ profitability.

In the third section of the paper, the authors provide some information on the access of small and
medium-sized firms to bank loans. From the evidence it appears that, in periods of tightening credit
conditions, Dutch firms do not look for alternative sources of finance but rather try to “muddle
through”. The paper concludes by taking a look at the response of Dutch banks to a tightening of
monetary policy. Using a VAR methodology, the authors find that banks respond to a rise in official
rates by shedding foreign assets rather than by cutting back domestic securities. Moreover, a
tightening of monetary policy does have a noticeable impact on output and prices. Consequently,



despite the limited room for manoeuvre, Dutch monetary authorities have enjoyed a non-negligible
degree of independence.

Session 3: Implications for financial stability and payments systems

This session opened with the paper by A. Bowen, G. Hoggarth and D. Pain (Bank of England) which
offers a very extensive and detailed review of the evolution of the UK banking industry and its
implications for financial stability. The paper begins by documenting changes in the balance sheets of
the non-financial private sectors, notably the shift in household assets away from banks and building
societies, and a small, but potentially important, change by corporations away from bank loans
towards the issue of bonds and commercial paper. The paper next examines various structural features
of the banking sector, including consolidation and market concentration, profitability, efficiency and
the rise in the importance of retail banking. The authors take the view that these recent developments
are suggestive of increasing competition within the banking sector. However, this has been
accompanied by a continuing high level of profits in both retail and investment banks. The next
section, therefore, briefly reviews the factors that might explain this somewhat puzzling result. The
final section of the paper evaluates the implications for financial stability. The entry of banks into
more innovative activities raises some short-term concerns because these activities are relatively new
to the banks. However, a shift of lending towards less risky industries and a wider diversification
across regions have helped to reduce risk in traditional banking. Moreover, judging by the
development in profits, UK banks appear to be healthy.

In the second paper presented in this session, H. Toyama (Bank of Japan) argues that the “bubble
economy” of the late 1980s interrupted the impact of the global process of restructuring and financial
innovation on Japanese banks. Thus, the bubble in asset prices led banks to focus on expanding their
loan portfolios without paying adequate attention to the quality of credit. The subsequent collapse in
asset prices left banks with large stocks of non-performing loans, which limited their capacity and
incentive to innovate.

The weakened condition of the banking sector inevitably forced both the Government and the Bank of
Japan to get involved and the last part of the paper describes the wide range of policy measures taken.
To alleviate concerns about systemic risks and ensure continued functioning of the interbank market
following the failure of several institutions in late 1997, the Bank of Japan took action by extending
credit to failing financial institutions and also by injecting huge amounts of liquidity into the money
market. Another type of intervention was required to facilitate international borrowing by Japanese
banks which had faced difficulties (the “Japan premium”) in borrowing from international banks. The
support operations not only had the effect of substantially expanding the Bank’s balance sheets but
also raised questions concerning its role as lender of last resort. First, the operations involved the
extension of credit to a non-bank financial institution, deemed too big to fail. Second, since the
support operations necessitated accepting more private debt as collateral, another issue raised was the
extent to which the Bank should get involved in restoring the weakened intermediary function of
financial institutions.

The measures implemented by the Government are mainly of two kinds. First, a public money
injection package was adopted in October 1998, amounting to some 12% of GDP. It aims at restoring
the stability of the financial system by providing additional funds to the deposit insurance system,
strengthening the capital base of solvent banks and taking over insolvent banks. Second, a wide-
ranging package of deregulation measures (the “Japanese Big Bang”), with the purpose of
strengthening the efficiency and competitiveness of the financial system, was initiated in late 1996 and
is expected to be completed by 2001. The basic aims of the reform plan are essentially to: (i) liberalise
the financial system in terms of entry, scope of activities and organisational structures; (ii) establish
rules for fair and transparent transactions; and (iii) improve the services provided by intermediaries
while promoting competition between them and developing markets which are easy to use.

The main purpose of the paper by L. J. Radecki (Federal Reserve Bank of New York) is to describe and
analyse the consolidation and restructuring of the US banking sector and to identify the main effects.
The paper first reviews the fundamental forces driving consolidation, including deregulation, the
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emergence of market-based alternatives to bank products and technological and financial innovation.
According to the author, the objectives of consolidation include the desire to diversify geographically,
reduce overlapping operations through reorganisations, take advantage of economies of scale in
implementing new technologies and the need to reach a critical mass to compete successfully in the
wholesale market. The paper also looks at some considerations underlying recent mergers and at the
business areas which banks see as presenting the best growth opportunities.

The second part of the paper turns to the multiple effects of consolidation, including its impact on
financial stability. Consolidation has already led to an expansion of the geographical reach of markets
for retail banking services. This should generally help to stabilise profits, though increased
competition may also have encouraged banks to take more risks. The profitability of banks has also
been influenced by their position in providing payments services. Growing demand for such services,
deriving from higher trading volumes and innovation, coupled with the fact that success in this area
requires heavy investment in highly sophisticated infrastructure, have created opportunities as well as
challenges for banks. Given the dependence of financial markets on maintaining smoothly operating
clearing and settlement systems, these developments also have important implications for policy-
makers, notably with respect to supervision and the safety net.

The paper by G. de Raaij, B. Raunig and W. Waschiczek (Austrian National Bank) first describes the
main changes of the Austrian financial system over the last decade and how these have influenced the
profitability of banks. One main development has been that banks have increasingly become subject to
competition from other financial institutions, to which they have responded by expanding their
activities abroad, increasing their off-balance-sheet activity and engaging in take-overs and mergers.
However, even though the universal banking system has helped to maintain the pivotal role of banks
in Austria, profitability is still below that of other European institutions. Moreover, the advent of
EMU, combined with enhanced international competition and a likely decline in the core business of
banks, will probably put further downward pressure on their profitability.

The authors next look at the Value-at-Risk methodology, following three different methods in
estimating VaR parameters. While two of the methods are standard in the literature, the third one is
new and consists of transforming the data in such a way that they become normally distributed,
whereby non-normal characteristics, notably fat tails, can more easily be dealt with. The authors then
compare the performance of the three methods by applying them to different foreign exchange
portfolios and daily exchange rates over twelve years. The results differ widely, suggesting that, while
the VaR approach is a useful tool for risk management, it may be misleading to compare VaRs across
institutions with different internal models.

The paper by C. Kent and G. Debelle (Reserve Bank of Australia) is organised around four topics:
(i) monetary policy, financial system stability and efficiency; (ii) trends in the financial system;
(iii) consolidation and its impact on efficiency and system stability; and (iv) conglomeration and the
competitive fringe. The first section of the paper discusses the interaction between monetary policy
and system stability, stressing that monetary policy with a medium-term orientation needs to take
account of system stability in ways that, occasionally, may imply non-standard responses to short-term
inflationary pressures. The second section provides an overview of the main trends in the Australian
financial system and the four driving forces: financial deepening, globalisation, technological progress
and deregulation. Looking forward, the authors see three principal pressures: mergers between the
largest banks in an already concentrated market; pressures to form large conglomerates, which
combine banking with other financial institutions; and technological developments, which reduce the
costs of unbundling financial products and thus attenuate the trend towards more concentration.

In analysing the impact of consolidation, the authors review the literature on the effect of mergers on
efficiency. They present arguments both for and against efficiency gains and highlight the difficulty of
applying overseas evidence to the Australian situation. Also, whether concentration will lead to more
monopolistic behaviour seems to depend on technological changes and on fringe competition in
certain market segments. The authors develop a simple analytical framework, which incorporates a
definition of system stability based on the expected macroeconomic losses that might result from
problems in the financial sector. They emphasise that there may be a potential trade-off between
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stability and efficiency in that heavy-handed regulation reduces the risk of instability but is also likely
to reduce the efficiency of the financial system. With respect to system stability, the optimal policy
response in terms of regulating the number of banks depends on a number of factors, including the
likelihood of contagion and the possible perception that banks may be “too big to fail”.

The authors further argue that conglomeration is likely to boost efficiency by increasing convenience
and competition, while reducing information costs. However, the stability effects are ambiguous.
Increased diversification may reduce the risk of bank failures but the risk of contamination from
failures in non-banking activities could increase. The last section of the paper briefly discusses what
central banks can do to improve system stability, stressing as positive factors low inflation and stable
growth and highlighting the importance of the terms and conditions for access to both the payments
system and emergency liquidity support.

In the final paper presented at this session, M. Andersson and S. Viotti (Bank of Sweden) discuss the
Swedish banking crisis of the early 1990s and the lessons that can be drawn from it. They first point
out that the eruption of the crisis can mainly be attributed to the process of full deregulation during a
period of sustained economic upswing and a tax system that favoured borrowing to saving, notably in
times of high inflation. This led to high investment in real estate, skyrocketing property prices and
very strong credit growth, in particular collateralised lending to housing and commercial properties.
The banking crisis began when the economy went into recession in 1990 and property prices fell
sharply. The paper next looks at the main elements in managing the crisis. The first was the unlimited
guarantee by the government to depositors of the banks, which led to a rapid restoration of confidence.
The second was the creation of a separate institution (the Banking Support Authority) to handle the
crisis. The third and final element was finding the best way of providing the support, for which the
socalled “hammock approach” was used as the fundamental paradigm.

Concerning the lessons to be drawn from the crisis, the authors distinguish between three different
phases. It is argued that, during the building-up phase, actions could have been taken in response to
early warning signals and that such actions might have led to a less severe course of events. The basic
problem during this phase was that the burden of defending the exchange rate fell entirely on monetary
policy, which led to a conflict between the price and financial stability targets of the Central Bank.
One important outcome of the lessons from this phase is the Financial Markets Report, which
disseminates the Bank’s analysis of financial system stability. In addition, a major revision of the
regulatory and legislative framework is under way.

The second phase concerns the threats of payment system collapse, where subsequent work has
concentrated on detecting, at an early stage, macroeconomic inconsistencies, which may pose a threat
to financial system stability. In this context, the authors also discuss the lender of last resort mandate,
stressing that the responsibility of the Bank is to provide short-term liquidity (“bridge loans”) to
solvent banks with acute payments problems, but not to take responsibility for longer-term financing
or recapitalisation. The last phase is the crisis management phase where the key elements are
transparency to reduce uncertainty, speed, given how quickly liquidity shortages may develop, and, to
the extent possible, finding a consensus approach.

Session 4: Policy implications

Several participants reiterated the conclusions reached in Session 2 that, while the transmission
mechanism of monetary policy must be affected by changes in financial structure, no statistically
significant changes have been observed to date. More competitive systems are likely to increase the
effects of changes in policy rates but credit availability effects will become less important. There was
also general agreement that structural changes will make monetary aggregates less useful as
intermediate targets and may also reduce their reliability as indicators. Moreover, even though this
may occur independently of structural change, higher levels of private sector debt and/or weak
banking systems may lead to non-linear responses to monetary tightening.

In returning to the implications for financial stability, some participants argued that structural change,
while perhaps welcome in itself, could pose dangers during the period of transition. Such dangers

viii



would vary, depending on the nature of the changes, and might be exacerbated by interactions with
other ongoing events, including the general macroeconomic situation. The growth of derivative
markets was generally seen as having increased market efficiency. However, derivatives were
complicated and subject to both non-linear payouts and concerns about international legal processes in
the event of bankruptcy. It was also agreed that, as documented in the paper by Mr. Radecki, payments
services are increasingly important as a source of revenue. While this helps to stabilise profits in
periods when other sources of revenue are diminishing, the threat to payments services by banks
stemming from new technologies (Internet etc.) should also be kept in mind. As shown in the Austrian
paper, the use of internal VaR models in evaluating risk exposure should lead to better management of
risk. However, especially in light of recent events, concerns were expressed about the stability of
historical variances (“fat tail” events) and covariances (which may suddenly rise towards unity and
thus eliminate the benefits of diversification). Moreover, if many large players employ more or less
the same models and techniques, all of them may be forced to retrench at the same time, thus
reinforcing the effects of the original shock.

Regarding policy responses in general, many participants recognised the trade-off between efficiency
and financial stability highlighted in the Australian paper. However, given the prevailing uncertainty
about the exact meaning of financial stability, it is hard to draw practical conclusions from the trade-
off. With respect to crisis prevention, most agreed that current safety-net provisions are too extensive
and should be cut back. The current trend towards consolidating financial supervision in an institution
outside the central bank was seen as providing a clearer mandate for both. However, it could also open
the door to competition and hostility as well as to a lack of necessary communication. Most
participants also agreed that a process of structured early intervention and resolution (SEIR) has merit
for individual institutions, even though it does presume some degree of market failure. Moreover, it
remains unclear how the principles underlying SEIR might be applied to institutions deemed “too big
to fail” or in the event of several institutions finding themselves in trouble at the same time.

Except for the lender of last resort function of central banks, crisis management received relatively
little attention during this session. Some expressed concern that central banks might feel they did not
have sufficient information to warrant a rapid expansion of lending in an increasingly complicated
financial world. Moreover, the removal of banking supervision from central banks could accentuate
this information problem. Potential shortages of collateral were also mentioned, as was the growing
importance of international banks and even international conglomerates. These issues posed additional
complications for the lender of last resort function.
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Balance sheet, profitability and regulatory developments
affecting US commercial banks, 1988 to 1998

Thomas F. Brady'

1. Introduction

US banking organizations have grown rapidly over the past decade. Bank holding company assets stood
at $5,285 billion as of June, 1998, up 78.7% from ten years earlier (Table 1). Nonbank subsidiaries of the
holding companies grew particularly rapidly, but banks in bank holding companies — which constitute
around 95% of bank holding company assets — grew by a significant 71.1%.” Assets at independent banks
(those not associated with bank holding companies) showed little net change over the decade and have been
declining in recent years, as many of these banks have been acquired by bank holding companies through
mergers. US branches and agencies of foreign banks, which mainly do wholesale banking business and
account for a little under a fifth of the credit extended by banks to nonfinancial businesses, have expanded
even faster than their domestically chartered counterparts, in part owing to shifts of assets to US offices
from Caribbean offices in the early 1990s. Assets at all commercial banks (domestically chartered plus
branches and agencies of foreign banks) rose 73.7% over the last decade, about 10% faster than the
expansion in nominal GDP.

Table 1
Banking organizations in the United States
Assets by entity type, in billions of US dollars

Entity 1988 1990 1992 1994 1996 1998*

Banking holding cos. 2,958 3,266 3,362 3,932 4,541 5,285
Nonbank subsidiaries 103 176 178 243 288 400
Bank subsidiaries 2,855 3,090 3,184 3,689 4,253 4,885
Multibank HC 2,305 2,462 2,513 3,022 3,366 3,825
One bank HC 550 628 671 667 887 1,060
Independent banks 234 269 292 282 276 236
Total domestic banks 3,089 3,359 3,476 3,971 4,529 5,121
Branches and agencies of foreign banks 359 367 509 590 715 869
Total commercial banks 3,448 3,726 3,985 4,561 5,244 5,990

* June.

Sources: Financial Structure Section and Flow of Funds.

This paper represents the views of the author, which do not necessarily reflect those of the Board of Governors or the Federal
Reserve System. The paper has benefited from helpful comments from William English, Myron Kwast, Brian Madigan,
Edward Ettin, William Nelson, William Watkins and Dennis Farley. The skillful research assistance of Adrian Sosa is greatly
appreciated.

The organizational structure of the banking system in the United States is more complex than in most other countries, as there
are several ways in which banks may be organized, and bank holding companies can engage, through nonbank subsidiaries,
in activities proscribed for banks themselves.



This paper focuses primarily on domestic US banking organizations, in particular on developments relating
to domestically chartered commercial banks over the last decade.® Section 2 begins with a review of some
of the key balance sheet developments of domestically chartered banks since 1988, including the roles of
bank capital and of changes in the competitive environment in which banks have operated. The paper next
turns to the two major legislative actions affecting domestically chartered commercial banks over the last
decade: the FDIC Improvement Act of 1991 and the Riegle-Neal Interstate Banking and Efficiency Act of
1994. The paper then discusses the reasons for and implications of the ongoing consolidation of the US
banking system, concluding the overview with an analysis of trends in commercial bank profitability over
the last decade. The third and fourth sections of the paper examine the implications of the first section’s
findings for bank regulation and for monetary policy. The final section presents a brief summary and
conclusions.

2. Overview of domestically chartered US commercial banks, 1988-98

2.1 Major on- and off-balance-sheet developments
2.1.1 Bank credit, bank capital and banks’ share of financial activity

The growth of bank credit slowed in the late 1980s and early 1990s (Chart 1, top panel), apparently
reflecting reductions in both supply and demand. Banks’ ability to grow was constrained by regulatory and
market pressures to bolster their capital at a time when the quality of their assets was poor and their cost
of capital high. Many banks responded by taking active steps to limit asset growth. A substantial portion
of respondents to the Federal Reserve’s Senior Loan Officer Opinion Survey on Bank Lending Practices
reported tightening lending standards for both commercial and industrial and commercial real estate loans
in the 1990-91 period (Chart 2). Banks also established more stringent pricing policies and other terms in
their commercial lending at that time. According to the Federal Reserve’s Survey of Terms of Business
Lending, banks substantially increased spreads of loan rates over the federal funds rate — a measure of the
marginal cost of short-term funds to banks as well as a base lending rate — for both large (over $1 million)
and for other business loans.* Banks also reported a reduced willingness to make consumer loans at that
time.

Bank lending was also damped by weak demand, as both the household and the business sectors were
burdened by high debt-service ratios in those years. Reflecting the lackluster demand for credit, even the
relatively few banks that were well capitalized in those days expanded their balance sheets much more
through securities purchases than by making loans.’

To give a complete overview of commercial banking in the United States, however, an Appendix very briefly describes the
major balance sheet changes at US branches and agencies of foreign banks since 1988.

The wider lending spreads depicted in Chart 2 for large loans in the late 1980s appear to represent a compositional shift in
lending toward riskier loans, as banks at that time were substantial suppliers of credit to finance mergers and acquisitions,
including leveraged buyouts.

Thus, the stronger growth of securities relative to the loan component of bank credit over that period appears to reflect the
weakness of loan demand as much as or even more than the low or zero Basle risk weights on many securities. The weakness
of loan demand is illustrated by the fact that bank loan growth in 1991 and 1992, negative overall, was positive (but weak)
at well-capitalized banks, for which supply constraints were presumably small and where fairly strong overall asset growth
was centered on securities. Well-capitalized banks likely viewed the higher yields on loans as more attractive than the low
risk weights on securities. Confirming the view that well-capitalized banks would meet a strengthening of loan demand was
the experience of 1993, when overall loan growth turned sharply positive. At well-capitalized banks, loan growth exceeded
that of securities. Adequately and undercapitalized banks, by contrast, expanded mainly by purchasing securities. Growth
rates for loans and total assets for these years at banks disaggregated by capital adequacy classifications are presented in Boyd
and Gertler (1995).
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As an economic recovery eventually took hold and banks began to rebuild their capital, lending started to
pick up. By the mid-1990s, growth of bank credit became sufficiently robust to reverse some of the drop
in banks’ share of nonfinancial debt (credit market debt of individuals, nonfinancial businesses, and
governments), a decline that had been in train since the mid-1970s. Banks’ gains came only after they had
begun to improve their capitalization (Chart 1, top and middle panels). Facilitating this recovery was a



strong performance of the share prices for a range of banks that extended over much of the decade (Chart 1,
bottom panel). The gains in banks’ share prices likely reflected ongoing improvements in their asset quality
and the growing efficiency with which they evidently were being operated, as discussed below in
Section 2.4 on bank profitability.

Chart 2
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Chart 3
Securitized Assets and Mutual Fund Shares
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Banks’ strong recovery is particularly notable because it took place at a time when developments in
computing, financial technology, and finance theory seemed particularly to favor the capital markets, as
reflected in the rise of commercial paper, the junk bond market, and asset securitization. Clearly, advances
that provide borrowers increased opportunities to circumvent financial intermediation by issuing debt
directly to lenders should act to limit banks’ potential size and growth rate by reducing demand for their
assets. A parallel development, the explosion of mutual and money market fund shares, which are major
purchasers of capital market instruments, simultaneously acted to damp demand for bank’s core deposits,
a major funding source (Chart 3).°

The expansion of securitized nonmarketable assets over the past decade has importantly involved bank
loans. By increasing the financial resources available to purchase bank assets, albeit indirectly,
securitization acts to lower returns on them and thus to diminish their attractiveness as an asset to hold on
the balance sheet. Countering this effect to some degree is the greater liquidity that securitization confers
on loans, making them a more attractive balance sheet item from this perspective.

Some banks have been securitizing residential mortgages that they have originated ever since this market
was developed in the early 1970s by the Government National Mortgage Association (Ginnie Mae). The
scope and nature of banks’ securitization activities have changed over the last decade, however, as banks
have developed new techniques to securitize assets. Unlike the case of straightforward securitization of
residential mortgages, in which banks shed both the need to fund the securitized loans and the risk
associated with them, techniques used to securitize credit cards (and, more recently, business loans) are
designed to retain almost all of the credit risk at the securitizing banks. Loan securitization was given some
impetus by the capital shortages banks suffered in the early years of the decade, but securitization has
accelerated since then even though bank capital ratios have risen well above regulatory thresholds.

There are several methods a bank can use to securitize assets while retaining their risk, but they usually rely
on a “special purpose vehicle,” a trust established and controlled by the bank and having as its sole function
the purchase of assets from the bank’s balance sheet. The trust uses these assets to back a funding vehicle,
asset-backed securities, which it issues in the capital markets. The originating bank takes an interest in a
small part of the securitization, the “seller’s interest.” The rest — the “investors’ interest” — is owned by
purchasers of the securities. The earnings of the trust are distributed to the seller’s interest and the
investors’ interest on a pro rata basis.

The investors’ interest generally consists of three tranches of asset-backed securities, with the second
subordinate to the first and the third subordinate to both the first and second. Owing in part to this
subordination, the first tranche has an investment-grade rating, but all three tranches are largely insulated
from credit losses by three separate layers of protection provided by the bank, where almost all of the risk
remains. The first layer of protection consists of the trust’s net income, referred to as the “excess yield” —
basically the difference between the earnings on the underlying loans and the payments due on the
securities, net of loan charge-offs and the trust’s servicing expenses. The excess yield accrues to the bank
as fee income. As long as this income is positive, it is available to absorb possible increases in charge-offs
on the loans. The second layer of protection is a “spread account,” an asset of the trust that is set up to fund
the pro rata payments to the investors’ interest were the excess yield to become temporarily insufficient to
do so. The spread account is created by retaining some of the initial flow of the excess yield within the trust,
rather than paying it to the bank, until a target level is reached. Finally, there is an “early wind-down”
feature, which obligates the trust under certain conditions to accelerate payments of principal to the
investors’ interest.” This provision is designed to ensure that the investors’ interest is paid off fully before

In short, financial innovation has caused banks to lose cost advantages in acquiring liabilities and income advantages in
acquiring assets. See Mishkin (1996).

Early wind-down is accomplished by allocating to the investors’ interest a portion of the total principal payments collected
by the trust that is equal to the investors’ share of the underlying collateral at the beginning of the wind-down period. This
paydown formula continues to be used to calculate monthly principal payments, even as the claims of the investors’ interest
on the underlying loans decline as principal is paid down. As a result, the principal payments going to the investors’ interest
increasingly exceed its pro rata share. This procedure greatly speeds up the paying off of the investors’ interest. Although



deterioration in the underlying assets proceeds to a point that would make this impossible. Early wind-down
protection typically is designed to be triggered should the three-month moving average of the excess yield
turn negative.

When the underlying loans perform as expected, the bank’s net earnings under this type of securitization
(in the form of fee income) are what they would have been (in the form of net interest income less
provisions) had the loans been held on balance sheet (apart from the expense of setting up the trust and
taking into account any difference between the interest paid on the securities and the interest cost of funding
the loans with on-balance-sheet liabilities). Similarly, if the loans perform less well than expected, the effect
of the additional charge-offs on bank earnings would, in all likelihood, also be the same as if the loans had
been held on balance sheet. Only if the loan losses were well above historical experience would the
investors’ interest share in the loss. To date, a credit card securitization has never defaulted.

The bank benefits from these arrangements by having to hold capital equal to 8% of the sellers’ interest
rather than 8% of the entire amount of loans sold to the trust. It is generally thought that the cost of capital
far exceeds that of debt, so these techniques are attractive to banks. And, to the extent that the capital the
market requires behind the loans being securitized is less than the 8% in the Basle standards, banks’ use
of these techniques could be viewed as a useful “safety valve,” allowing beneficial and prudent credit
extensions to proceed that banks would otherwise find to be too expensive from a capital standpoint. On
the other hand, banks’ use of such methods cast some doubt on the meaningfulness of their reported capital
ratios. Also, these procedures could be abused to the extent that the Basle 8% capital requirement
recognizes the presumed existence of balance sheet loans requiring more than 8% capital. Clearly, a
suitable balance, from a regulatory point of view, between “below 8% and “above 8%” loans could be
disturbed by the securitization of a bank’s better quality loans. This problem - referred to as regulatory
capital arbitrage — is addressed below in Section 3.

Chart 4 illustrates the volume of credit card receivables that banks have securitized in recent years and also
the outstanding amount of collateralized loan obligations (CLOs) issued by domestic banks in recent
quarters. CLOs are multi-tranched securities backed by commercial and industrial loans that some banks
have employed to remove these assets from their balance sheets. The techniques used are basically the same
as those devised to securitize credit card receivables, including the banks’ retention of the loans’ credit
risk.”

Apart from driving down the yield on potential loan assets as discussed above, the growth of securitization
doesn’t necessarily imply that bank balance sheets will be smaller than they otherwise would be. When
capital is freed up, it can be used to support other assets. Moreover, the advent of securitization has
spawned a variety of new financial instruments that have filled more and more financial niches. Some of
these instruments may be attractive to banks. Indeed, banks’ holdings of US government agency
collateralized mortgage obligations (CMOs) rose from about 13% of assets in 1990 to 3% in 1993, although
they have since fallen back to about 2%. There is no evidence that domestic banks have yet begun to add
significant volumes of securitized credit card receivables, CLOs, or similar assets to their investment
accounts, although trading in these instruments might help to explain a rise in banks’ trading account assets
from 1.3% of assets in 1988 to 3.1% at mid-year 1998.

the early wind-down feature mitigates credit risk, it presents interest rate risk, i.e. the need to reinvest the funds at interest
rates prevailing at the time of the repayment.

Typically, loans used to back CLOs are of high quality. They often are selected to provide a great deal of diversity in terms
of industry classification and geography, contributing to the frequently large size of CLOs. For example, a NationsBank CL.O
in October 1997 totaled $4.2 billion.
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2.1.2 Off-balance-sheet developments

Growth in commercial banks’ off-balance sheet activities has been very brisk in recent years. For example,
as of June 1998, the notional principal value of banks’ interest rate swap contracts was $10,159 billion, up
by a factor of more than ten from a decade earlier. One way that has been suggested to measure banks’ off-
balance-sheet positions relative to their on-balance-sheet assets is to use the on-balance-sheet credit
equivalents that banks are required to report for their off-balance-sheet positions under the Basle Accord.”
Using this measure, banks’ off-balance-sheet positions have risen from an amount equal to about one-
quarter of total interest-earning assets in 1991 to just over 40% of assets as of June 1998 (Chart 5).

An interesting off-balance sheet innovation of the last few years are credit derivatives, which allow banks
to swap credit risk on loans. A seller of credit risk, or “beneficiary,” contracts to pay a counterparty, or
“guarantor,” the interest actually earned on a loan it holds in return for receiving some market rate,
frequently one tied to LIBOR. For its part, the counterparty agrees to bear all the risks associated with the
loan. Of course, a bank may also acquire risk in this market by entering into such an arrangement as a
guarantor. As suggested by the positions presented in Table 2, the credit derivative market appears to have
been expanding rapidly in recent quarters, at least as judged by banks’ participation in it. Not surprisingly,
very large banks are major players. As a group, they were in net beneficiary positions at the end of the third
and fourth quarters of 1997, but were essentially balanced for the first two quarters of this year.

Table 2
Notional value of credit
Derivatives held by banks, in billions of US dollars

Bank group 1997Q3 1997Q4 1998Q1 1998Q2

(by assets) G B G B G B G B
Top 10 122 23.8 13.7 39.9 43.7 44.0 44.6 44.8
Next 90 279 0.2 0.6 04 2.7 0.8 1.8 0.1
All others -~ 0.3 - 2.3 - 0.2 - 0.7

G: bank is guarantor; B: bank is beneficiary.
Source: Report of Condition.

Credit derivatives can be viewed from one perspective as an extension of the loan sales market that
developed in the 1980s. Banks used this market to buy and sell loan participations, that is pieces of loans
that had already been booked, thus shedding or adding risk and diversification to their portfolios. Since this
market entailed the actual sale and purchase of loans, it caused some bank borrowers not wishing to see
their debt obligations traded to stipulate in loan contracts that their loans could not be sold. Another issue
that has complicated the loan sales market is settling the role that purchasers of loan participations have in
the event a workout becomes necessary. Credit derivatives allow banks to achieve the same risk and
diversification goals while avoiding these problems.'® However, credit derivatives do of course present
both parties in a transaction with counterparty risk.

Boyd and Gertler, op. cit. In most cases, banks are instructed to determine on-balance-sheet credit equivalents by multiplying
the face value of notional amounts by a credit conversion factor.

The size of the loan sales market peaked at $80 billion in 1990, according to data on the outstanding volume of loans sold
collected in the Senior Loan Officer Opinion Survey. This market has not been surveyed sinTe the early 1990s, so it can’t
be determined to what extent it has been affected by the development of credit swaps.

10



2.2 Key legislative developments affecting domestically chartered banks

Two major pieces of legislation affecting banks have been enacted over the last decade.!’ The first
revamped the regulatory structure so that regulators’ decisions would tend to simulate market responses.
The second overturned two federal laws, one that had prevented interstate bank branching and another that
had allowed individual states to prevent banking organizations located in other states from establishing
banks within their borders.

2.2.1 The Federal Deposit Insurance Corporation Improvement Act of 1991

In response to the banking problems that developed in the 1980s, the US authorities supplemented the
Basle Accord with the provisions of the FDIC Improvement Act (FDICIA). The underlying logic of this
legislation is to improve regulation by designing it so as to encourage regulators to act in a market-like way,
while allowing them to retain necessary flexibility. For example, FDICIA attempts to mimic the market by
linking the cost of a bank’s deposit insurance to its capitalization. In addition, just as a nonregulated
institution lacking the safety net enjoyed by banks would find itself encountering increasing difficulties in
raising funds were its capital ratios to decline, regulators under the prompt corrective action (PCA)
provision of FDICIA are required to impose controls on banks’ deposit-taking activities as capital falls
below specified levels.'”” PCA under FDICIA also requires that banks be shut down once capital becomes
critically low. Finally, under least-cost resolution, the Act requires the FDIC to close failed banks using the
least costly available procedure without regard to the implications for uninsured depositors and other
creditors.

This final provision raises the issue of “too big to fail” since it contemplates closing critically
undercapitalized banks regardless of size. To address this problem, FDICIA provides that when at least
two-thirds of the members of the Board of Governors of the Federal Reserve System and two-thirds of the
Directors of the FDIC, in addition to the Secretary of the Treasury (in consultation with the President),
determine that least-cost resolution requirements would “have serious adverse effects on economic
conditions or financial stability” the FDIC can “take other action or provide assistance as necessary to avoid
or mitigate such effects.” FDICIA further provides that any insurance fund losses arising from such
exceptional actions must be recovered through special assessments on all depository institutions that are
members of the relevant fund, with the assessment rate determined by the FDIC and applied to an
institutions’ total assets (including foreign assets) less total tangible equity and subordinated debt.

2.2.2 The Riegle-Neal Interstate Banking and Branching Efficiency Act of 1994

A movement toward interstate banking had been underway for some time prior to the Riegle-Neal Interstate
Banking and Branching Efficiency Act, as a growing number of states — frequently as parts of regional
compacts — began opening themselves up to each others’ banks. Indeed, by 1987, states in which 91.7%
of US banking assets were located had enacted provisions allowing some form of out-of-state ownership
of banks."> This ratio had risen to over 99% by 1992, and the Riegle-Neal Act completed this process by
removing all substantial remaining barriers to interstate banking. Under its provisions, adequately
capitalized and managed bank holding companies are able to acquire a bank in any state, providing that the

A third important piece of legislation of the last decade was the Financial Institutions Reform, Recovery, and Enforcement
Act of 1989, which, among other things, established the Resolution Trust Corporation to dispose of the assets of failed
depositories and set up two separate deposit insurance funds, one for banks and one for thrift institutions.

The use of insured brokered deposits by undercapitalized banks is prohibited, and other banks may accept insured brokered
deposits only with an FDIC waiver. Limitations have also been imposed on interest rates paid on such deposits.

The regional movement began in New England and then emerged in the Southeast. It led to the birth of “super regional” banks
such as NationsBank. The Bank Holding Company Act had allowed bank holding companies to acquire banks in other states
only with the statutory approval of the target state, while the Garn-St Germain Act of 1982 allowed out-of-state holding
companies to purchase failing banks.
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deposits of the resulting bank holding company do not exceed 30% of total bank deposits in the state of the
acquired bank and 10% of deposits nationwide.

The Riegle-Neal Act also addressed interstate branching.'* The Act allowed, as of June 1, 1997, interstate
bank branching to occur through the consolidation of banks in existing bank holding companies or through
interstate bank mergers. The Act permitted states to “opt in” or “opt out” of its interstate branching
provisions; only two states, Texas and Montana, opted out. De novo interstate branching is still restricted
to those states allowing it. Since the Riegle-Neal Act took effect, several bank holding companies have
converted their banks into branches. Functionally, these holding companies often had operated their banks
as though they were branches in any case. Converting them to branches for legal purposes is more efficient
because it allows the elimination of separate boards of directors and other expenses.

2.3 Consolidation of the banking system

As noted, consolidation of the US banking system has been underway for some time. During the 1980s,
bank mergers and assets acquired in mergers averaged 435 and $62.7 billion per year, respectively. The
frequency of mergers has slowed a bit in the 1990s, to an average of 357 per year, but the average amount
of assets acquired per year has jumped, to $148.5 billion (through 1997). Thus, over the 1980-97 period,
a cumulative $1,806 billion in bank assets has been acquired through mergers, an amount exceeding a third
of all insured commercial bank assets at the end of 1997.

Boosting the dollar amount of assets acquired during the 1990s have been so-called “mega-mergers” of
some very large bank holding companies. Examples include BankAmerica-Security Pacific (1992),
Chemical Bank-Chase Manhattan (1995), First Union-First Fidelity (1995), Wells Fargo-First Interstate
(1996), and NationsBank-BankAmerica (1998). Largely as a result of mergers, the number of multi-bank
holding companies has declined from 968 in 1988 to 734 as of June 1998. Over the same period, mergers
have been the major factor reducing the number of one-bank holding companies from 4,851 to 4,337 and
independent banks from 3,899 to 1,913." Thus, over this period, the number of banking organizations
declined more than a fourth, from 9,718 to 6,984.

On a national basis, consolidation has markedly increased concentration in the banking system. For
example the share of domestic commercial bank assets held by the top five banking organizations rose from
12.6% in 1987 to almost 24% in mid-1998; for the top 100 banking organizations, these shares rose from
61.9% to 75.4% (Table 3).

There have been several economic forces behind these mergers. Some banks have entered into mergers in
order to attain a size that they believe would better allow them to provide certain services efficiently.
Securities underwriting and market making, for example, require a certain size to be competitive. In
addition, new financial technology is frequently expensive, meaning that it benefits larger banks
disproportionately. Credit scoring models, which are used to price consumer loans, mortgages, and small
business loans, require large databases. Similarly, securitization programs require a minimum size to be
economic, and some tools to improve risk management are more valuable to larger banks (Berger et al.
(1999)). Second, natural banking areas frequently did not conform with state boundary limitations, and
so the US banking system has been adjusting through mergers to the form it might have taken many years
ago had legal constraints on interstate banking never existed. A third factor encouraging mergers has been
the move toward generally more efficient banking, as exemplified, for example, by the adoption of more
systematic recognition of relative levels of risk in loan pricing (discussed below in Section 2.4). Combined
with, and spurred on by, the increased competition made possible by the elimination of barriers to interstate

‘ot supersedes the McFadden Act of 1927, which had prohibited all bank branching across state lines.

5 Following the allowance of interstate branching, some multi-bank holding companies have become one-bank holding
companies.
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banking, these efficiency advances inevitably have revealed some banks to be too weak to survive in the
new environment and so made them desirable candidates for takeover.'®

Table 3
Shares of domestic commercial banking assets held by largest banking organizations, 1985-98
In percent
Year Top 5 Top 10 Top 25 Top 50 Top 100
1985 12.8 20.4 33.2 45.8 57.9
1986 12.7 20.2 34.1 47.3 60.4
1987 12.6 19.9 34.8 48.5 61.9
1988 12.8 20.4 35.7 51.1 64.0
1989 13.3 21.7 36.9 51.8 64.7
1990 13.1 21.8 37.8 52.7 654
1991 16.0 24.4 40.3 534 65.5
1992 17.3 25.6 41.8 55.6 67.1
1993 17.6 26.9 43.8 58.0 69.2
1994 18.2 27.9 457 59.9 71.3
1995 17.8 28.8 4175 61.4 72.2
1996 21.1 329 51.0 64.3 73.5
1997 22.5 33.8 52.7 66.1 74.6
1998* 23.9 354 54.1 67.3 75.4

* June.
Sources: NIC Database and Reports of Condition.

Research based on banking data for the 1980s had suggested that banks’ average cost curve was fairly flat
between $100 million and $10 billion, and that gains in scale efficiency through merging were relatively
small.”” More recent work, based on data from the 1990s, suggests that increasing bank size up to
$25 billion may improve efficiency, and by a substantial amount. The different findings may reflect the
larger presence of technology and the reduced influence of geographic limitations in the second study.'®

Although the increases in national concentration ratios noted above are dramatic, national measures are not
generally useful for assessing the competitive effects of mergers. For nationally competitive banking
activities, for example, syndicated lending, securities underwriting, and so on, the number of banks
operating in these markets is still large and likely to remain so for the foreseeable future. Moreover,
nationally active banks face competition from other entities, for example investment banks and foreign
banks, as well as from the capital markets.

Rather, competitive issues raised by mergers are generally thought to be limited to local markets. Standard
measures of concentration reveal that competitive conditions in local markets have changed relatively little
since 1980, despite the substantial reduction in the number of banks over that period.' There are a number

1 If the US banking system is evolving toward a structure that already might exist had it not been for legal and regulatory

restrictions, what will that structure look like? One approach to answering this question uses a model of banks’ response to
earlier partial moves toward deregulation. The model suggests that the United States could end up with about 5,000 or so
banks. This result is roughly consistent with the prediction of approximately 4,000 banks obtained by multiplying the number
of banks in California, where full statewide branching has been in effect since early in the century, by the reciprocal of its
share of assets in the banking system. See Berger et al. (1995).

Berger et al. (1999), p. 28.
Ibid., p. 30.

Two commonly used measures of local competition are the share of deposits held at the three largest banks in urban and rural
markets and the Herfindahl-Hirschman index. The former measure has remained steady or declined over the last two decades;
the latter measure, the sum of the squares of market shares, has not increased over the same period. See Meyer (1998a).
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of reasons why local market competitive conditions appear to have been immune to banking consolidation.
First, some mergers are between banks serving different geographic areas. More fundamentally, barriers
to entry are not especially high in banking, and de novo banking has been present to one degree or another
throughout this period.?® Third, banks that are acquired by large out of town banks tend to lose market
share to local rivals. Fourth, small banks tend to perform very well, even when competing against very large
rivals.®' Finally, vigorous enforcement of antitrust laws has limited the degree of increased concentration
resulting from mergers. For example, some mergers are allowed only after the divestiture of banking
offices, and the presence of these laws doubtless has prevented some anti-competitive combinations from
even being proposed.*

If competition has not been significantly diminished at either the national or local levels by the declining
number of banks, there are reasons to expect the impact of consolidation on the cost and availability of bank
credit to be generally positive. Acquiring banks typically are much larger than acquired banks, and larger
banks tend to be more highly leveraged and have greater concentrations of loans than smaller banks
(Chart 6). On the assumption that surviving banks in a merger will more closely resemble the acquiring
than the acquired bank(s), the leverage of the banking system and its propensity to lend should be raised
as a result of mergers. Table 4 illustrates the results of mergers over last few years, excluding mergers
between banks in the same holding company. There has been a clear tendency for acquiring banks to be
more highly leveraged; they have not consistently had higher concentrations of loans, however.”

Table 4
Banks involved in mergers'
Characteristics prior to merger 1995 1996 1997 19982
S P S P S P S P
Average assets($ billion) 241 0.15 2.20 0.68 3.48 043 6.34 0.73
Equity/assets (%) 7.72 8.24 8.42 9.10 8.02 8.76 7.84 9.28

Loans/interest-earning assets (%) 71.0 71.0 76.4 69.4 76.0 76.0 76.9 80.1

S: successor bank; P: predecessor bank. ' Excludes mergers between banks in the same holding company. 2First two quarters.
Sources: NIC Database and Report of Condition.

Notwithstanding these reasons to expect that overall credit availability may be favorably affected by bank
mergers, questions have been raised about the implications of mergers for the supply of credit to small
borrowers. Commercial banks are the single most important source of credit extended to small businesses.**
Larger banks, however, tend to hold much smaller shares of assets in the form of loans to small businesses
than do smaller banks. For example, as of June 1998, the sum of small (under $1 million) business loans
and commercial real estate loans as a share of total business and commercial real estate loans at the 100
largest banks, the next 900, and all others were, respectively, 20.9, 48.9 and 81.8%. Thus, one might worry
that industry consolidation would constrain lending to small businesses.

2 There were 400 de novo banks in 1984, but the number fell to under 100 in the early 1990s. With bank profitability again

on the rise, de novo banks numbered 207 in 1997. Ibid.

2 Community banking flourishes in California, where statewide branching has been in effect since early in the century. Another

example is provided by New York State, where the introduction of statewide branching in 1962 revealed that large banks
based in New York City were unsuccessful in competing with small upstate banks. See Mishkin, op. cit., p.16.

22 See Kwast (1996).

2 Recent studies find that, after merging, banks tend to shift assets from securities toward loans, raise the ratio of assets to

equity, and hold more diversified loan portfolios. In addition, the cost of uninsured purchased funds decline, as the market
rewards the greater diversification of assets in the merged bank. See Berger (1998) and Akhavein et al. (1997).

2 See Cole and Wolken (1996).
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Of course, a large bank may buy small banks precisely to reach small businesses. In many cases, however,
the organizational complexity of large banks suggests that they would incur high costs in dealing with small
borrowers in a market served by an acquired bank. On the other hand, large banks may be better able to
provide credit to small customers, particularly in times of banking weakness, owing to their advantages as
gathers of funds. Evidence obtained regarding these aspects of lending have been mixed, although the most



common findings are that consolidation of large bank organizations tends to reduce small business lending
while consolidation of smaller organizations tends to increase it.”

Even if credit to small businesses is initially disrupted or even diminished by particular mergers, economic
theory would lead one to predict that over time other lenders would emerge to exploit the resulting
profitable lending opportunities. This notion is supported by studies that have found that in geographic
areas where credit supply to small businesses has been negatively affected by mergers, other local lenders
~ have tended to fill the gap. Another study found that de novo banks tend to lend more to small businesses
than do other small banks of comparable size.*

Nevertheless, small businesses might be affected in a more permanent way by banking consolidation to the
extent that it eliminates banks whose inefficient lending practices had resulted in a tendency to fund low
or even negative present value projects.”’ To some degree offsetting such effects of consolidation would
be benefits accruing to small businesses from the recent technical advance in lending and credit scoring.
As noted, credit scoring models use large databases to predict the outcome (in terms of portfolio
performance) of small business loans based on characteristics of the borrowers. By reducing the number
of loan officers required to underwrite small business loans, credit scoring models lower the cost of lending
to small businesses and so contribute to increased supply.

2.4 Commercial bank profitability

The profitability of US commercial banks underwent a major transformation in the mid-1990s, moving to
significantly higher levels not only relative to the difficult years early in the decade but also to longer-term
norms (Chart 7). Indeed, the industry’s average return on equity over the years 1993 to 1997 was 4
percentage points higher than the average over the forty years from 1948 to 1987.%® Elevated profits in
recent years can be attributed to a number of factors, the most important being the low level of provisioning
for loan losses (Table 5). The low provisioning seems to be in step with a decline in banks’ overall loan
delinquency rate from 6.14% in early 1991 to 2.17% in mid-1998 (Chart 8). The apparent very high quality
of most bank loans, particularly those to the business sector, evidently reflects, at least in part, the extended
period of economic growth that followed the recession of 1990-91. It may also have been influenced by the
substantial tightening of lending standards at the beginning of the decade, although these standards have
been eased on balance since 1992,

Bank profits also have benefitted in recent years from net interest margins, which widened to historically
high levels earlier in the decade. Although margins have narrowed steadily in recent years, partly reflecting
intense lending competition among banks, they have remained somewhat elevated through mid-1998
(Chart 9). The high level of the net interest margin during the 1990s has reflected several factors. First,
banks had a particularly strong incentive to keep loan rates high and deposit rates low in the early 1990s,
as such pricing served the dual purposes of constraining asset growth and boosting earnings and capital.
Despite the competition from money and stock and bond mutual funds, banks have kept yields on core
deposits low even after restoring their capital ratios, evidently expecting to benefit from the inertia of some
depositors (Chart 10).29

2 See Berger and Udell (1998).

2 1bid.

2 See Gertler (1995).

2 See English and Nelson (1998).

* The retail deposit data shown in Chart 10 refer to the most commonly posted rates and so would not pick up the effects of

deposit rate tiering.
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Net interest margin* and slope of the yield curve**
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Chart 10

Bank Retail Deposit Rates and Managed Liabilities’ Share of Funding
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Table 5
Income and expense as a percentage of average net assets

Item 1990 1991 1992 1993 1994 1995 1996 1997 1998+

Net interest income 3.46 3.61 3.89 3.90 3.78 3.72 3.73 3.67 3.51
Noninterest income 1.67 1.81 1.95 2.13 2.00 2.02 2.18 2.23 2.38
Noninterest expense 3.49 3.75 3.86 3.94 3.75 3.64 371 3.61 3.63
Loss provisions 0.97 1.03 078 0.47 0.28 0.31 0.37 0.40 0.38
Securities gains 0.01 0.09 o1 0.09 -0.01 0.01 0.03 0.04 0.05
Income 0.68 0.73 1.32 1.70 1.73 1.81 1.85 1.93 1.92
Taxes and extraordinary items  0.21 0.22 041 0.50 0.58 0.63 0.65 0.68 0.66
Net income 047 052 091 1.20 1.15 1.18 1.20 1.25 1.26
Dividends 042 046 041 062 073 0.75 0.91 090 0.73
Retained earnings 0.05 0.05 0.49 0.58 0.42 0.43 030 035 0.53
Memo item:

Return on equity 7.31 7.80 12.64 1532 1463 1469 14.53 14.84 15.01

* First half, at an annual rate.
Source: Report of Condition.

Second, the net interest margin subsequently was supported by a cyclical shift in the banking system’s
portfolio from securities to higher yielding loans as the economic recovery took hold and credit demands
rose. Third, banks have been funding a greater share of assets with capital than they did in the early 1990s,
and dividends to equity owners are not included in interest income. Finally, banks’ interest earnings have
benefitted from the better loan pricing procedures they have developed. A key element has been the
movement toward assigning risk ratings to loans and setting hurdle rates of return for various risk categories
of loans sufficiently high to cover the cost of capital assigned to these categories.™

One factor that has been commonly cited by financial analysts for the widening of the net interest margin
in the early 1990s was the very low levels to which monetary policy had pushed short-term interest rates
and the resulting steepness of the yield curve at that time. In response to widespread imbalances in the
economy, which Chairman Greenspan characterized as creating “S0 mile an hour headwinds” holding back
economic growth, the federal funds rate was lowered from about 83% in early 1990 to 3% in late 1992 and
kept at that level until early 1994. Long rates also fell, but by much less. The resulting steep yield curve
suggests that banks may have earned substantial profits by funding longer-term securities with short-term
liabilities. However, an analysis of the historical relation between the net interest margin and either the
slope of the yield curve or changes in the slope does not support this interpretation (Chart 9). The
alternative explanation cited above, that banks were pricing assets and liabilities at that time with an eye
toward restoring badly eroded capital positions, seems more persuasive.’'

It is interesting to note that since 1993, banks of all sizes have moved steadily, albeit modestly away from
core deposits — largely retail transaction and savings deposits, which tend to be held in amounts under
$100,000 and thus are fully insured — and toward managed liabilities — uninsured nondeposit instruments
and large time deposits, which are insured only for the first $100,000 (Chart 10). Banks’ success in
increasing their reliance on uninsured liabilities in an era of mandatory least cost resolution may reflect in
part comfort provided by banks’ strong capital positions. Indeed, cognizance of the need to attract
uninsured liabilities at a reasonable cost under the provisions of FDICIA helps to explain banks’ decisions
to keep capital ratios generally high.

0 See Treacy and Carey (1998) and Brady et al. (1998).

1 See English (1996) and English and Nelson, op. cit., pp. 401-2.
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Also contributing importantly to banks’ high profitability in recent years has been steady rises in the share
of total revenue accounted for by noninterest income even as noninterest expenses, also measured relative
to revenue, have trended down (Chart 11). The rise in noninterest income reflects banks’ shift toward off-
balance- sheet and other fee-generating activities. Credit card fees, mortgage servicing fees, fees from the
sale and servicing of mutual funds, ATM surcharges, and income from securitized loans have all been
important contributors to bank fee income. Trading revenues are also included in noninterest income; while
highly variable from quarter to quarter, these revenues have generally trended higher over the decade.

Table 6
Share of US bank assets at foreign offices and share of income from foreign operations
In percent
Share 1993 1994 1995 1996 1997 1998
Assets 12.2 13.2 13.6 14.8 15.0 15.0'
Income 16.3 11.9 11.6 12.0 10.3 11.9°

" June. ? First half; compares to 15.4% for the first half of 1997.
Source: Report of Condition.

Noninterest expenses have been held down by restraint placed on labor and occupancy costs. Since the mid-
1980s, for example, employment has declined 2% and the number of bank offices has increased less than
20% while revenue, adjusted for inflation, rose 60%. In other words, average revenue per employee
increased more than 60% while revenue per office rose more than 30%. In addition, inflation-adjusted
occupancy cost per bank office fell over this period.”

Table 7
Country exposure of US banks
In billions of US dollars
June 1982 March 1998
Money Other All banks Money Other All banks
center large center large
(€)) (2) 3) 4) () (6)
Total 204 66 344 368 75 479
To troubled areas* 52 17 87 100 19 132
To Japan 20 9 42 29 5 39
Memo items: '
Exposure as % of capital e
a. to troubled areas* 191 135 131 81 26 37
b. to Japan 73 70 64 23 7 11

* 1982: Latin America and Eastern Europe; 1998: Latin America, Eastern Europe and Asia, excluding Japan.
Source: FFIEC E.16 Release.

Until very recently, bank profits have been boosted by strong earnings from foreign operations. Just over
10% of bank income last year derived from foreign operations, somewhat below the previous several years
even though the share of assets at foreign offices rose slightly, to 15% (Table 6).”> The weakening of

2 English and Nelson, p. 403.

3 Relatively few very large banks account for the bulk of the US commercial banking industry’s activities abroad; some of these
banks hold very substantial shares of their assets overseas.
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foreign earnings of late has reflected economic problems in Asia. Banks doing business abroad continue
to be vulnerable to problems in Asia and other troubled areas. Exposure to such regions is notable for some
banking groups, but distinctly less than it was in the 1980s. As of March 1998, exposure to Latin America,
Eastern Europe, and Asia (excluding Japan), expressed as a percentage of capital, was 37% at all banks
(Table 7). Money center banks were much more prominent, at 81% of capital. In June 1982, exposure of
money center banks (to Latin America and Eastern Europe) stood at 191% of capital; for all banks, this
measure was 131%.

3. Regulatory implications of the developments of the 1990s

The exceptional health of the banking system, at least as reflected in data through mid-1998, has so far left
the new features of FDICIA basically untested. In recent years, only a few small banks have failed.
Nevertheless, concerns about some other aspects of the regulatory structure, in particular the “one size fits
all” aspect to the Basle 8% risk-based capital requirement and the resulting incentive to engage in
regulatory capital arbitrage, have grown. At the same time, the growing size and complexity of some banks
has added to regulatory challenges. Also, pressures have continued to mount to alter the structure of the
banking system to allow more competition between banks, securities firms, and the insurance business. This
section reviews some problems associated with the current regulatory structure and then looks ahead to the
banking system that would emerge if current legislation, The Financial Services Act of 1998 (H.R. 10), or
something like it, becomes law.

3.1 Banking issues that have emerged following FDICIA
3.1.1 Implications of regulatory capital arbitrage

As noted in Section 2, techniques used by some banks to reduce their capital levels relative to the risk they
hold, such as by securitizing loans, cast some doubt on a literal reading of their capital ratios, a key trigger
mechanism to many of FDICIA’s provisions. The regulatory response to this development has been to
convey to bank examiners and to commercial banks themselves the full implications of regulatory capital
arbitrage. The vehicle for doing this is “Supervision and Regulation (SR)” Letters, sent out by the Board’s
Division of Supervision and Regulation to Federal Reserve examiners and to the banks they examine. For
example, an SR letter dated July 11, 1997, included the following statement:

“Supervisors and examiners should review the substance of secondary market transactions
when assessing underlying risk exposures. For example, partial, first loss direct credit
substitutes providing credit protection to a securitization transaction can, in substance,
involve much the same credit risk as that involved in holding the entire asset pool on the
institution’s balance sheet. However, under current rules, regulatory capital is explicitly
required only against the amount of the direct credit substitute... Supervisors and examiners
should ensure that banking organizations have implemented reasonable methods for
allocating capital against the economic substance of credit exposures...

If, in the supervisor’s judgment, an institution’s capital level is not sufficient to provide
protection against potential losses from such credit exposures, this deficiency should be
reflected in the banking organization’s CAMEL or BOPEC ratings.”

Thus, examiners are directed to make judgmental adjustments to banks’ capital needs and assign CAMEL
ratings appropriately. Such a flexible approach in effect allows banks to adjust their capital on some loans
below the 8% Basle requirement as long as this seems appropriate to their examiners. According to the
information on capital ratios contained in Table 8, which are adjusted for examiner ratings, to date at least
regulatory arbitrage has not significantly eroded the banking system’s capitalization.
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Table 8
Distribution of bank assets by capital status*
As a percentage of industry assets

1990:Q1 1993:Q3 1998:Q2
Under-capitalized 32.6 8.9 0.1
Adequately capitalized 36.8 17.8 1.3
Well capitalized 30.5 73.3 98.5

* Adjusted for examiner ratings.

3.1.2 Bank consolidation and mega-mergers

Mergers of very large banks raise special questions of supervision. Steps the Federal Reserve has taken in
response to the recent rash of such mergers include formal efforts to coordinate state and federal
supervisory activities, reviews of staffing requirements to ensure that personnel are properly trained to deal
with evolving financial techniques and instruments used by very large banks, and continued reliance on
other agencies in the case of some nonbank activities carried on within bank holding companies.** In
addition, Federal Reserve supervision has become more “risk focused” in recent years, particularly
regarding large and complex organizations. This has meant putting relatively less emphasis on balance
sheets and asset quality measures and more on institutions’ risk management policies and procedures,
including associated information systems and internal controls. Indeed, bank examiners now separately
evaluate a bank’s risk management as part of the overall management component of their CAMEL rating.”
In short, greater attention is being paid to the roles of banks’ senior managements and boards of directors.

3.2 Looking ahead
3.2.1 Market-driven regulation using mandatory subordinated debt

Recently, regulators have begun to express interest in the possible benefits of requiring banks, particularly
large banks, to issue some minimum amount of subordinated debt.*® Several regulatory benefits are seen
to derive from such a step. Subordinated debt holders own an uninsured instrument whose value can fall
to zero if a bank fails but, unlike the value of equity, cannot rise to share in extraordinary gains that might
derive from a bank’s risk taking. Hence, the presence of investors holding a bank’s subordinated debt
(particularly if they don’t also hold its equity) could work to limit its incentives for risk taking. Secondly,
the yield at which such debt can be issued by individual banks (or the price at which it trades if a liquid
market in this instrument were established), would provide information on the market’s view of the bank’s
riskiness that, in principle, regulators could use to price deposit insurance or trigger other regulatory
mechanisms. Some proposals for mandatory subordinated debt would make it a much more powerful
regulatory tool by setting a ceiling rate, relative to a riskless Treasury instrument, at which banks are
allowed to issue it.*” In this case, market perceptions about an institution’s riskiness would limit its size,
or could even force its liquidation.

4 Meyer, loc. cit. pp. 15-17.

3 Mishkin, p. 20. Four aspects of risk management are evaluated: the quality of oversight provided by the board of directors

and senior management; the adequacy of policies and limits established to control all activities that present significant risk;
the quality of risk measurement and monitoring systems; and the adequacy of internal controls with respect to fraud.

% See Meyer (1998b).

37 See Calomiris (1997) and Walls (1998).

25



Thinking about proposals for mandatory subordinated debt is in its early stages at the regulatory level.
There likely would be practical problems to overcome in order to implement such a proposal. For example,
at the end of 1997, subordinated debt issued by commercial banks amounted to $62 billion, or 1.2% of
assets. This is a bit below the low end of the range of required levels of subordinated debt in various
proposals.”® Moreover, much of banks’ subordinated debt apparently is held by their parent holding
companies, as opposed to the market participants who would have to be involved for the suggested benefits
to materialize.*

The doctrine of prompt corrective action has some interesting interactions with mandatory subordinated
debt proposals. For example, if subordinated debt holders were fully confident that a troubled bank would
be closed while its net worth was still positive, the debt’s price would be virtually immune to changes in
the bank’s perceived health. Conversely, shifts in the market’s assessment of the likelihood of
implementing PCA successfully would presumably affect the yield on troubled banks’ subordinated debt.
Moreover, yields on the subordinated debt of banks the market believed to be “too big to fail” might be less
responsive to changes in their perceived health than would be true of other banks. Another complicating
factor is that the spread of the rate on a bank’s subordinated debt over a riskless rate is susceptible to shifts
in investor demands both for the subordinated debt or the riskless instrument for reasons that are unrelated
to changes in the condition of a particular bank (for example, liquidity demands for the riskless instrument
owing to some economic shock).

Finally, the proposal to set a regulatory ceiling on the rate at which subordinated debt can be issued relative
to the rate on a riskless security raises the issue of how the maximum allowable spread between the two
rates is to be set. Doing so would be a crucial regulatory decision, since it could essentially determine the
trade-off between a desire to avoid discouraging financial intermediation and other banking practices that
are sometimes risky but on balance beneficial, on the one hand, and a need to protect the safety and
soundness of the banking system and prevent abuse of the safety net, on the other. In this respect, the
ceiling rate is analogous to capital requirements: they may fail to protect the safety and soundness of the
banking system if set too low but would tend to discourage desirable and productive bank lending if set too
high. Our ongoing experience with the banking system’s and regulators’ responses to the Basle Accord
on required capital levels, specifically the emergence of regulatory capital arbitrage, seems very instructive
here. While this practice can be viewed with some concern, its “safety valve” feature has been seen as
valuable.*® Because it is not clear that such a safety valve would emerge in the case of the proposed interest
rate ceiling for subordinated debt, it would be all the more important that the ceiling be fixed at an
appropriate level.

3.3 Expanding banking activities: The Financial Services Act of 1998 (H.R. 10)

As noted in the first section of this paper, the nonbank subsidiaries of bank holding companies have grown
faster than their bank subsidiaries over the past decade, largely owing to the growth of “section 20”
subsidiaries, which carry on underwriting activities for corporate debt and equity.*' Pressures on regulators
to expand what banking organizations are permitted to do have been evident for years, and they have
mounted recently along with the acceleration of change in financial technology. On May 13, 1998, the
House of Representatives passed a bill addressing these problems, H.R. 10. While the bill does not allow

38 See Hancock (1998).

¥ Some proponents of mandatory subordinated debt argue that its owners should not have direct or indirect interest in the stock

of the banks that issue the debt. Ibid.

0 Meyer (1998c).

*!" The Federal Reserve Board gave some bank holding companies limited authorization to underwrite corporate debt and equity

in so-called section 20 subsidiaries in 1987. Initially, gross revenues from underwriting ineligible securities were capped at
10% of the subsidiary’s total gross revenues. This ceiling was subsequently raised to 25%.
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a FHC to mix banking and commerce, its essential feature is the provision allowing banking organizations
to enter into the businesses of securities and insurance underwriting. Further, it would require that this be
done using the structure of the bank holding company.

The Act provides for the establishment of financial bank holding companies (FHCs) whose subsidiaries,
in addition to commercial banks, could include securities firms that underwrite debt and equity and
insurance subsidiaries that underwrite insurance.”” To qualify as a financial holding company, each of the
bank holding company’s depository institution subsidiaries must be well capitalized and well managed.

The Act also establishes a new type of financial institution, the Wholesale Financial Institution (WFI).
WFIs would be prohibited from accepting retail or FDIC-insured deposits, but would have access to the
discount window and the payments system. WFI holding companies would be able to engage in the same
activities as FHCs except that they could not own insured banks or savings associations, other than certain
limited-purpose institutions. There is some scope for commercial activity, since a company that becomes
a WFI may retain any commercial holdings it holds as of the date on which the Act becomes law.

Supervision would employ the “umbrella” concept — the Federal Reserve would have supervisory authority
over all bank holding companies, but its authority over their nonbank subsidiaries would be limited, and
these would be supervised on a functional basis by appropriate regulators; for example, securities
subsidiaries of a FHC would be supervised by the SEC. H.R. 10 also requires the Secretary of the Treasury
to conduct a study and prepare a report to Congress concerning the impact of the bill on the Community
Reinvestment Act.*

4. Implications for monetary policy

The changes that have affected the US banking system over the last decade appear to have fairly limited
implications for the techniques used to implement monetary policy as well as for its transmission to the
economy.

4.1 Implementation of monetary policy

Controlling the federal funds rate. The Federal Reserve carries out its monetary policy through open market
operations that affect the supply of reserves in the banking system relative to the demand for them and
hence exert a substantial influence over the federal funds rate, the price of these reserves in interbank
markets. One development that initially raised some concerns about the adequacy of control over the federal
funds rate is banks’ use of deposit “sweep” arrangements to reduce their levels of required reserves.* In
addition to fulfilling reserve requirements, banks hold reserves to meet clearings against their accounts at
the Federal Reserve. With required reserves reduced, reserves became less able to cushion against adverse
clearings. The resulting increase in the likelihood that adverse clearings would force banks to scramble to

2 Other activities that would be permitted to financial bank holding companies: merchant banking activities; any activity in the

United States that the Federal Reserve Board determines is usual in connection with banking overseas; and any other activity
the Board determines to be financial in nature or incidental to financial activities.

“ The Community Reinvestment Act of 1977 (CRA) calls on the federal banking agencies to encourage the institutions they

supervise to help meet the credit needs in all sections of the local communities they are chartered to serve and requires the
agencies to make public records of compliance with the CRA and to take into account CRA performance when considering
applications for mergers and acquisitions.

Sweep accounts link checking accounts, with a reserve requirement of 10%, with money market deposit accounts (MMDAs),
which have a reserve requirement of zero and which allow up to 6 withdrawals per month. In a manner invisible to the
account holder, the bank automatically sweeps all funds over some minimum level in the checking account into the MMDA.
Funds are shifted back into the checking account to prevent its close-of-business balance from falling below zero. Through
August 1998, checking accounts totaling about $298 billion have been converted into sweep accounts.
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find balances to avoid overdrafts could potentially make the federal funds rate more volatile.* Indeed,
volatility did rise for a short time in the early 1990s, but since then banks have become more adept at
working with lower reserve balances.

The role of M2. The relation between M2 and income became less predictable for a period in the early
1990s, as M2 velocity rose even as interest rates and the opportunity cost of M2 declined. This shift is
likely to be in part attributable to growth of mutual funds, which compete with the components of M2 as
vehicles for household savings. Although there has since been some re-establishment of a predictable
relationship among M2, its opportunity cost, and income, it remains too weak to allow M2 to be considered
as a monetary target or indicator. This influence of mutual funds on the behavior of M2 can be viewed as
one in a long series of institutional changes beginning in the mid-1970s that have acted to place limitations
on the monetary aggregates as guides to monetary policy.

4.2 The transmission of monetary policy

Some of the channels through which monetary policy is transmitted may have been strengthened somewhat,
on balance, by the changes in the banking system and by the developments elsewhere in the financial sector
over the last decade. For example, the increased securitization of loans has probably made some loan rates
more sensitive to market developments, since loans must be competitively priced to be sold in capital
markets. Thus, some bank borrowers may now find the cost of credit more sensitive to changes in monetary
policy than previously. Also going in the direction of strengthening the effects of monetary policy actions
has been growth of securities and equity holdings as a share of household wealth. This development should
reinforce the “wealth effect” of monetary policy actions. For example, between 1988 and 1998, the ratio
of household wealth to disposable income is estimated to have risen from 5.0 to 5.6. Moreover, the share
of household wealth that is financial, including equity, has risen from about 71 to 80%. Thus, changes in
the price of financial assets resulting from changes in monetary policy are likely to produce larger effects
now than they did a decade ago.

Working in the other direction has been the weakening effect of the expansion of securitization on the
“credit” channel of monetary policy. The credit channel focuses on the unique nature of some bank loan
assets and asserts that, because central banks operate through the commercial banking system in their open
market operations, banks and at least some of their customers are affected by changes in monetary policy
by more than is captured in the resulting increase or decrease in short-term interest rates. The ability to
securitize more and more bank assets, however, provides a way for banks to arrange for the provision of
credit without having to expand their balance sheets. In addition, the Federal Reserve lowered to zero the
reserve requirement on all nontransactions deposits in the early 1990s as part of its efforts to stimulate bank
lending and economic activity at that time.*® Thus, banks have substantial scope to raise funds to support
asset expansion at the margin that is independent of the level of reserves in the banking system.

" Part of the solution to the problem which lower required reserves has caused for clearing needs has been for banks to hold

additional reserves in the form of required clearing balances. These are reserves banks agree to hold voluntarily and that earn
interest in the form of credits used to defray some costs of Federal Reserve services (such as check clearing). The statutory
and clearing balance requirements are met on a two-week average basis, so that low reserve levels on a particular day can be
made up for with higher holdings on another day of the maintenance period. Clearing needs, by contrast, must be met on a
day by day basis.

6 . . . .
* The reserve requirement on nonpersonal time deposits was reduced from 3% to zero, effective December 27, 1990. The

reserve requirement on transactions deposits was reduced from 12 to 10%, effective April 2, 1992.
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5. Conclusions

The US banking system has changed considerably over the last decade. It has simultaneously become more
competitive and more profitable. While the length of the economic expansion following the 1990-91
recession evidently has given important support to banks’ earnings, the numerous facets of the overall rise
in profitability — lower loan provisioning, wider interest margins, and steady improvements in noninterest
revenues and expenses — suggest some fundamental advances in the way many banks are managed.
Increased competitive pressures associated with the persistent advance of interstate banking, culminating
in the Riegle-Neal Act, doubtless have helped to raise managerial standards, and average performance
levels ought to rise also as a result of less efficient banks being acquired by more efficient competitors.
Banking also has been improved by the spreading practice of assessing and pricing loans on the basis of
relative risk. Recent setbacks in Asian and other markets indicate that bank profits will fall from their lofty
recent levels, at least for a while. Even so, the extended period of strong profits has contributed to high
capital ratios, as have regulatory pressures. Changes to the regulatory structure contained in FDICIA —
making it more market like — have made it harder for banks to take advantage of the safety net and made
it more likely that troubled banks will be closed in a timely fashion.

While changes to the US banking system over the past decade have had only limited implications for
monetary policy, they have raised a number of important regulatory questions. Banks’ efforts to engage in
regulatory arbitrage points up the problem inherent in setting appropriate capital standards in a broad
fashion, and how to alter or replace the Basle 8% risk-based capital requirement is an area of much ongoing
work. A step that has already been taken is allowing banks to use internal Value at Risk models to calculate
risk-based capital requirements against specified risks in their trading accounts. This approach may point
the way for further reliance on internal models, although much more work needs to be done before this can
happen.”’” Another possible tool for improving regulatory control is the use of mandatory subordinated
debt. Here, too, more work is necessary.

Mega-mergers, the growing complexity of banking, and pressures to expand banking powers, vividly
illustrated in the Citicorp — Travellers Group merger, raise other regulatory issues. The direction the
solutions take may already be foreshadowed in the concept of risk-focused regulation and the legislative
ideas contained in H.R. 10. The need to address these problems likely will guide much of the
research/regulatory agenda at the Federal Reserve and elsewhere over the coming decade.

4T See Mingo (1998).
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Appendix: loans and securities at US branches and agencies of foreign banks,
1988-98

The amount of bank credit supplied by US branches and agencies of foreign banks over the last decade has
been distorted by shifts in the early 1990s of assets from the Caribbean offices of these institutions to their

Chart A-1
U.S. Branches and Agencies of Foreign Banks
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* Includes loans and securities held at Caribbean offices managed or controlled by U.S. branches and agencies of foreign banks.
Source: FFIEC 002/002S.
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US offices.*® Much of the growth in branch and agency loans and the consequent rise in the share of these
loans relative to loans made at all US banks — domestically chartered banks plus US branches and agencies
of foreign banks — during the years 1990-92 reflect these shifts (Chart A-1). Balance sheet data for the
Caribbean offices of branches and agencies only became available in 1993. Since then, the share of loans
at branches and agencies relative to all US bank loans (inclusive or exclusive of claims on US nonbank
residents booked at the Caribbean office) has declined on balance, although it has been fairly steady in
recent years. The composition of branch and agency loans by nationality of parent bank has shifted,
however, with the share of Japanese banks declining markedly, evidently in reflection of capital constraints
at their parent banks.

In contrast to loans, the share of securities at branches and agencies has risen since 1993, particularly in
recent years. This recent growth has been concentrated at several large European branches and agencies
and has been in largely in their trading account securities.

48 . . . . .
The shift was a response to the Federal Reserve’s reduction from 3% to zero in the reserve requirement on nonpersonal time

deposits in December 1990. US branches and agencies are subject to reserve requirements, but their offshore offices are not.
Branches and agencies often use their US offices to offer the banking services of their offshore offices to their US customers.
A remaining incentive to book business at offshore offices is state and local taxation. See Terrell (1993).
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Corporate governance and bank profitability:
empirical evidence from the Italian experience

Andrea Generale and Giorgio Gobbi'

1. Introduction

Beginning in the early nineties the vast majority of Italian banks have been affected by a fall in profit
margins. A decline in net income from traditional banking business, downward rigidity of operating
costs and an increasing share of gross income offset by loan losses have been system-wide trends due
in part to structural and external factors. Tendencies, similar in nature if different in timing, emerged
in the banking systems of most major countries as a consequence of liberalisation and deregulation.
The magnitude of the profit reduction and the persistence of poor profitability nevertheless suggest
that the problems of Italian banks stemmed not only from structural factors but also from significant
inefficiencies in management. It has been argued that, in the years preceding the profit decline, public
ownership of a very large part of the banking system had weakened incentives for the efficient use of
real and financial resources. The structurally high profit margins of that era may have enabled banks
to compensate for their inefficiencies despite intensifying competition. In short, the adjustment of the
Italian banking system could have been hindered by problems of corporate governance, some of them
a legacy of the past.

This paper offers an empirical test of this hypothesis, collating two information sets: differences in
profitability between Italian banks from 1984 to 1996 and changes in top management during a much
briefer period, 1994-96. Like those of other countries, the Italian banking system features broad
dispersion in return on assets, due to differences in business specialisation, degree of competition in
market segments and, at least in part, differences in both allocative and operating efficiency.

To pinpoint the role of operating efficiency, we have conducted an econometric exercise relating
profits to a set of variables that can be interpreted as indicators of efficiency, controlling for the
effects of specialisation and market composition. In particular, we have considered two set of
variables, one designed to capture banks’ capacity and incentives for risk management and one to
measure efficiency in the combination of productive factors. To test the hypothesis that inefficiencies,
and hence differentials in profitability, are linked to differences in ownership, we also introduced
stylised variables for corporate governance, such as type of ownership and stock exchange listing. The
methodology differs from the standard one for estimating efficient frontiers in that it permits direct
identification of the determinants of differences in profitability. Estimates derive from a fixed-effect
panel model. To assess the effect of the governance variables, in addition to gauging their
contribution to the individual component of each bank not explained by the other regressors, we
analysed their correlation with the most significant indicators of efficiency. This procedure is justified
by the pronounced stylisation of the information on governance, which makes it impossible to capture
the real diversity of systems.

Finally we analyse the relationship between the earnings performance of banks and changes in top
management. The issue is important for two reasons: first, in a system in which banks are directly or
indirectly owned by the state, it is likely that managers face different incentives and constraints from
those faced by managers in the private sector. If profit maximisation is not the only objective of the
leading shareholder, the expected negative relationship between profitability and management
turnover will probably be weakened. Second, the period under study was marked by a considerable

Economists, Banca d’Italia, Research Department. The views presented here are those of the authors and do not
necessarily reflect the view of the Banca d’Italia.
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deterioration in average bank profitability. As a result, banks began a process of restructuring that, in
addition to promoting the supply of innovative services and cost containment, probably affected the
quality of top management.

The paper is organised as follows: in Section 2 we briefly review the main arguments of the
theoretical and applied literature on corporate governance in banking. Section 3 analyses profit
differences among banks both descriptively (Section 3.1) and econometrically (Sections 3.2 and 3.3).
Section 4 examines changes in top management, while Section 5 concludes.

2. Banks’ efficiency and corporate governance

The relationship between systems of corporate governance and business efficiency is a theme that has
attracted economists ever since neoclassical theory was judged inadequate to describe the constraints
and purposes of entrepreneurs. Analysis of the various mechanisms by which corporate governance is
exercised becomes relevant given two conditions: an agency problem generating conflicting interests
between the various parties involved (owners, managers, creditors, employees); or transaction costs so
high as to prevent resolution of conflicts by contract between the parties (incompleteness of
contracts).” The most commonly studied conflicting interests are those of providers of finance
(owners and creditors) on the one hand and management on the other and those of suppliers of finance
enjoying different preference (equity and debt capital). In the former case, the problem is to oblige
management to pursue maximisation of the value of the firm rather than personal advantages. In the
latter, differing positions in case of liquidation create differing preferences on risk-taking. Specific
forms of ownership correspond to different degrees of informational asymmetry. The problem of
monitoring management decisions is presumably much less severe when ownership is concentrated
and more severe when shareholding is diffuse. It also varies in severity between financial systems and
firms.

Interest in corporate governance in banking has increased of late, chiefly because of the
transformation of the financial system in many countries (Prowse (1997)). Banks share with non-
financial firms the same sort of governance problems such as the control of shareholders on the
management’s choices (Tonveronachi (1997)). On the other hand, banking intermediation is based on
funds raised from a myriad of small depositors with neither the incentive nor the capacity to gather
information or to act to modify management decisions. In most countries, depositors are protected by
deposit insurance schemes and their interests are represented by supervisory authorities in a position
to intervene if the bank’s performance is not satisfactory. The safety net for depositors may set
incentives for the banks to exploit deposit protection schemes (and/or lending of last resort).
Conversely, the threat of intervention by the authorities, which can foster changes in control, may be
one factor in banks’ achievement of efficiency (Dewatripont and Tirole (1994)).

Empirically, the case for studying corporate governance in banking is related to the dispersion of
profit margins within most national systems. Figure 1 shows the average values of each of the three
thirds of the distributions of return on assets for banks in the main European countries and the United
States. The differences reflect differing business specialisations (sometimes due to regulation), out of
equilibrium adjustment processes and differences in allocative and operating efficiency.” However,

For a comprehensive survey of the literature on corporate governance see Shleifer and Vishny (1996). The incomplete
contract approach is discussed in details in Hart (1995).

Studies of the determinants of bank profitability in Europe (Conti, Ossanna and Senati (1997); Angeloni, Generale and
Tedeschi (1997); Generale (1996)) have found significant differences between countries in terms of the composition of
margins and costs. In particular, Conti et al. propose a tripartite classification of banking systems according to market
structure and regulation: the Latin model, characterised by high net interest margins and inefficiency in controlling costs;
the northern European model, operating on narrower margins but more efficient; the Anglo-Saxon model, specialised in
supplying innovative services. The completion of the single European market in banking is already blurring the
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differences in both profit and cost efficiency on the order of 20% between banks in the same country
have been documented by numerous empirical studies.” Berger and Mester (1997) investigated the
correlation of the efficiency scores for US banks with a number of variables proxying for
organisational form and corporate governance. In particular, they considered banks’ positions in
holding companies, whether parent banks in the holding companies are listed on the stock market, the
concentration of ownership and the proportion of stock owned by board members. They found that
banks in holding companies and banks listed in the stock market display higher cost and profit
efficiency while the ownership variables are not correlated with efficiency scores.

Figure 1
International comparison of distribution of banks’ profits
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Source: Based on BankScope — Bureau Van Dijk data, for 1993-95, on a sample of banks with total assets of more than $1
billion ($5 billion for the United States).

A different strand of the literature has focused on the degree of separation between ownership and
control in large corporations with diffuse shareholding, which implies differing preferences between
management and shareholders. Gorton and Rosen (1995) empirically check whether the decline in
profitability suffered by US banks during the eighties should be blamed on problems of moral hazard
involving the owners or on problems of corporate control. In the case of moral hazard, the decisive
factor is the owners’ incentive to make high-risk loans when a deposit protection scheme is in place
and the value of the bank is declining. In the case of control problems, it is the incentives for
management that underlie the granting of increasingly risky loans. For this to occur, the manager must
hold enough equity to be able to determine strategy but not enough to suffer a serious personal loss if
the risky project fails. Gorton and Rosen find empirical evidence for this last effect which contrasts

differences between national banking systems. Some patterns also recur across countries; in particular, banks with a high
ROA also tend to have a high net interest margin, whereas low ROA tends to be correlated with high cost ratios.

For the United States, see Berger and Humphrey (1992) and Berger and Mester (1997); for Italy, see Conigliani (1984),
Martiny and Salleo (1997), Resti (1997) and Gobbi (1995).
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with previous findings. Saunders, Strock and Travlos (1990) found that banks with an owner more
powerful than the managers display a propensity to take greater risks.

Finally a line of research investigated on the effects of the different ways in which management
discipline is enforced. One mechanism is corporate take-overs. Schranz (1993) examines the relation
between profitability and take-over regulation in different parts of the US, finding empirically that
banking profits are higher in the states where take-overs are more frequent.’

The recent literature on Italian banks has focused on the ownership structures and, in particular, on
the issue of efficiency of publicly owned banks compared to private ones. Bianchi, Di Battista and
Lusignani (1997) examine the relation of several corporate governance indicators to banks’
performance. They find that publicly owned banks are outperformed by private ones by each of the
yardsticks considered. De Bonis (1997) shows that many performance indicators are worse for
publicly owned banks even excluding the large crisis-ridden banks in the South. Among private banks
several studies have found evidence that those organised in the legal form of cooperative banks are
better managed. For example, in the analysis by Farabullini and Ferri (1997) of the ex ante
probabilities of underperformance among southern banks, cooperative banks turn out to be less likely
to perform poorly.® Among publicly owned banks the savings banks are local institutions that have
now mostly come under the control of major banking foundations whose role is still debated.
Moreover, until recently, saving banks’ organisational structures have been more similar to those
prevailing in the public administration than in other publicly owned banks. The effect of the stock
market in controlling management is less clear: Bianchi, Di Battista and Lusignani (1997) find little
support for a market discipline effect of stock exchange listing. Owing to the paucity of detailed
information less attention has been paid to other aspects of organisational structure and corporate
governance.

This brief survey of the literature suggests the shape of our empirical analysis in Section 3. First, it
takes the type of ownership into account. Evidence already available shows that the performance of
public sector banks is less satisfactory. Within this group, however, we look in particular at the
savings banks; among private banks we examine the cooperative banks, which are characterised by
widely diffuse ownership and stability of control. A second element that should theoretically capture
the way in which governance is exercised is stock exchange listing and the position within holding
companies. A further relevant factor is the relation between corporate governance and the bank’s
propensity to exploit deposit protection schemes (and/or lending of last resort). For US banks, there is
a close correlation between the composition of ownership and the amount of excess risk exposure. For
Italy, we need to test whether the indicators proxying for the degree of allocative inefficiency are
correlated with type of ownership. To capture these inefficiencies, one must also take into account the
level of capitalisation, which is the link between corporate governance and the exercise of prudential
supervision. Capital inadequacy may trigger intervention of the authorities and will very likely foster
a revision of the system of governance, interacting with the bank’s performance. Finally, our analysis
will consider the structure of the markets in which banks do business, as this is an exogenous
constraint on management decisions.

Schranz also notes that “When take-over activity is restricted, increased use of other mechanisms that provide an
incentive to maximise firm value, such as concentration of equity ownership and management ownership of stock, is
observed. However, these alternative methods have a smaller effect on profitability and do not completely compensate for
the absence of an active take-over market.” On this, see also James (1984).

On the cooperative banks (banche popolari) see De Bonis, Manzone and Trento (1994). On the mutual banks (banche di
credito cooperativo), see Padoa-Schioppa (1997). De Bonis ¢t al. note that “In cooperative enterprises, the compromise
between safeguards for the shareholders and certainty for managers is based on the powerful bonds of trust among the
members, reinforced by the homogeneity of the groups involved, often by their links with the local community and with
mutual societies. The incentive mechanism appears to be based on these elements of trust and participation rather than on
the external control of the financial markets. Shared values, mutual acquaintance, the regular encounters characteristic of
the cooperative culture form a deterrent to management abuses.”
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3. Profitability of Italian banks

3.1 Differences in profitability among banks: some facts

To examine the differences in profitability of Italian banks in greater detail, we utilised a larger, more
representative sample than that used for the international comparison shown in Figure 1. We have
included the banks in the sample used for the construction of the monetary and financial aggregates in
Banca d’Italia statistics, but have excluded the branches of foreign banks in Italy, central credit
institutions and mutual banks (banche di credito cooperativo) because of their very specific lines of
business. The data come from supervisory returns and from the reports to the Central credit register.
The profit-and-loss and balance-sheet figures of the former special credit sections are merged into
those of the institutions to which they belonged for the entire period under review. The sample ranges
from a maximum of 316 banks in 1984 to a minimum of 209 in 1996 and refers to the period from
1984 to 1996.

The ratio of profit before tax to total assets was selected as the indicator of profitability.” Figure 2
shows the median and the difference between the other two quartiles. In the period considered, the
average difference between the third and fourth quartiles was a little less than 1 point: the return on
assets of the bank at the 75th percentile of the distribution averaged 2.5 times that of the bank at the
25th percentile. Income before tax was determined by subtracting operating expenses and net value
adjustments and readjustments to assets (mainly arising from loan losses) from gross income. For
descriptive purpose, we considered the average values for banks within the three groups, ordered
according to the profitability indicator. To simplify the exposition, we further aggregated the data into
three relatively homogeneous periods: 1984 to 1987, when administrative constraints on lending were
phased out; 1988 to 1991, marked by the rise of competitive pressures in the fund-raising and lending
markets; 1992 to 1996, distinguished by the sharp contraction in banks’ profit margins.

Figure 2
Dispersion of ratio of profits to assets
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’ We chose it for two reasons. First, there are marked differences in the rules laid down by tax law and the Civil Code for

drawing up annual accounts and the rules changed during the period considered. Second, as loss-making banks do not
pay income tax, differences in profitability are attenuated if net profit is adopted as the indicator. In this study we also
performed descriptive and econometric analysis using ROE (the ratio of net profit to capital plus reserves) as the indicator
of profitability. As the results are very similar, we opted only to present those for pre-tax ROA.
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In each of the three periods, the most important determinant of the dispersion of profits was gross
income and, within it, net interest income (Table 1). Banks with high net interest income generally
also had high income from services and trading. Differences in gross income were generally not offset
by differences in operating expenses. The disparities in operating expenses between groups of banks
tended to diminish over time. The qualitative findings obtained by comparing the groups of banks are
confirmed by correlation analysis. The correlation coefficient between gross income and profit before
tax is positive, high and statistically significant in each of the three periods considered, whereas there
is no correlation between operating expenses and profit before tax (Table 2). The component due to
value adjustments, and thus indirectly to loan losses, is important but not large enough to reverse the
rankings established with reference to net income.

Table 1
Profit and loss accounts for groups of banks*
As a percentage of average balance sheet total

1984-87 1988-91 1992-96
I I I I I III I I III
Net interest income 304 336 434 299 333 419 245 307 357
Net income from trading 060 047 060 038 040 051 035 041 047
Other income 065 053 063 048 053 062 056 068 080
Gross income 430 436 557 385 427 533 336 415 484
Operating expenses 308 239 290 268 258 285 241 257 264
of which: staff costs 211 152 182 18 162 178 160 155 161
Net income 1.22 197 267 116 168 248 095 158 220
Value adjustments and provisions 063 073 075 066 060 053 087 063 0.72
Profit before tax 059 124 192 050 109 196 009 095 147
Profit after tax 031 067 104 027 060 101 -0.12 045 0.62
Memorandum items
Average balance sheet total 25,189 14,786 7,686 38,205 22,628 9,545 80,604 27,611 17,021
Bad debt ratio (% ) 7.00 506 518 652 387 361 933 531 478
Share of interest-bearing assets 421 59 1021 267 509 974 008 498 8.69

acquired with own funds (%)

Capital and reserves/Balance sheet 351 574 ~7.11 544 - 6.51 823 624 7.04 972
total (%)

Average return on interest-bearing  12.61 1347 1324 1237 1254 1257 1068 11.02 1094
assets (%)

Average cost of funds (%) 931 981 894 864 862 773 7134 733 6.85
Staff costs per employee (millions of 61.59 58.63 57.07 89.99 8495 83.82 113.09 107.64 103.49
lire)

Asset per employee (billions of lire) ~:2.92 3.87 314 496 524 47 709 693 642

* Banks are grouped into thirds in each period according to the distribution of pre-tax profits. In each period the data for
banks involved in mergers and acquisitions are consolidated. Ratios for each group were obtained by consolidating the data of
the banks therein.

The fact that the differences in profitability are captured mainly on the income side whereas cost
ratios do not diverge appreciably from bank to bank is subject to two diametrically opposite
interpretations. The first one is that, with technology used and cost factors being equal, the banks with
the highest margins are those operating in the least competitive markets. Hence their higher profits are
comparable to monopolistic rents that presumably translate into wider spreads between lending and
deposit rates. The second one is that the services supplied by banks differ sharply and require
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different “technologies”. The more profitable banks supply higher value-added services involving
high costs. The less profitable banks show they are inefficient by incurring costs virtually equivalent
to those borne by the profitable ones but not matched by products of comparable quality. The two
interpretations, which are not mutually exclusive, can be examined in the light of the principal
characteristics of the banks classified in each third of the sample.

Table 2
Correlations between profits before tax and some performance indicators*
1984-87 1988-91 1992-96

r p-value r p-value r p-value
Net interest income 0.60 0.00 0.60 0.00 045 0.00
Gross income 0.53 0.00 0.52 0.00 0.45 0.00
Operating expenses ~0.01 0.80 0.06 0.30 0.05 0.50
Staff costs -0.05 0.34 0.04 0.54 0.00 0.98
Value adjustments and provisions 0.04 0.45 -0.07 0.22 ~0.56 0.00
Average balance sheet total -0.25 0.00 -0.27 0.00 ~0.25 0.00
Bad debt ratio -0.25 0.00 -0.31 0.00 -0.50 0.00
Interest-bearing acquired with own funds 0.45 0.00 0.54 0.00 0.68 0.00
Capital and reserves/Balance sheet total 0.48 0.00 048 0.00 0.48 0.00
Staff costs per employee -0.22 0.00 -0.16 0.00 -0.26 0.00
Assets per employee -0.09 0.10 -0.13 0.03 -0.11 0.12
Number of banks 309 274 225

* Profit before tax and profit and loss accounts items are expressed as percentage of average balance sheet total. Assets and
staff costs per employee are converted into logarithms.

In every period, larger banks are prevalent among the less profitable institutions. Since larger banks
generally operate in more competitive markets, as is confirmed by the data on rates of return on
earning assets and the average cost of funds, this might argue in favour of the first of the two
aforementioned hypotheses. However, differences in average spreads explain much but not all of the
difference in net interest income between the groups of banks; around one third of the difference is
attributable to the acquisition of earning assets with the banks’ own funds. Not only are the more
profitable banks more strongly capitalised, they also have a smaller share of their capital tied up.
From the accounting point of view, this is due largely to the lower incidence of bad debts on assets;
from the economic point of view, the causal relationship could run in the other direction, i.e. the more
strongly capitalised banks have a larger incentive to make an efficient selection of customers and
higher net interest income therefore reflects greater allocative efficiency.

The less profitable banks have higher staff costs per employee in each of the periods considered,
owing in part to a larger proportion of managers among staff. Differences in productivity, measured
by assets per employee, do not appear to be closely correlated with profitability; however, they are
significant when we control for bank size. The indicators of operating efficiency would appear to
corroborate the second of the two hypotheses set out above.

Overall, simple examination of the data indicates a high dispersion of profitability in the Italian
banking system. This situation pre-dates the decline in profit margins that began in the nineties.
Descriptive analysis enables us to attribute the differences observed in profitability to operating and
allocative inefficiencies; however, it does not allow us either to quantify their effects or to assign part
of them to different aspects of corporate governance. In the section below we explore the question
further with an econometric exercise.
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3.2 A simple model to account for profit dispersion

The aim of the following analysis is to verify whether the differences that still exist in the Italian
banking system in terms of size, geographical market and mix of services are able to explain the
dispersion of the performance indicators and how much weight, if any, should be assigned to specific
components directly correlated with individual banks’ efficiency. If such components play a role, it
will be necessary to complement the analysis by investigating their relations to the variables
attributable to corporate governance.

A widely used measure of the inefficiency of banks amounts to considering the deviation from an
efficiency frontier obtained by estimating a cost or profit function. The problem with this approach is
that the estimation of inefficiencies requires very restrictive assumptions about the structure of the
markets, banks’ product mix and production technologies. In particular, one has to assume that banks
are price-takers in both output and input markets, an hypothesis which seems particularly strong for
analysing the evolution of the Italian banking system in the last decade. On the output side, several
studies have documented an increase in competition during the eighties, spurred by the reform in the
regulatory framework. This would imply that, for most of the period covered by our analysis, banks
had some power to fix interest rates on loans, deposits and commission fees.® On the input side, the
far most important non-financial factor is labour whose remuneration is the result of a two-stage
bargaining process between unions and bankers’ associations: one at the national level and the other
at the individual bank level. The dispersion across banks of unit labour costs is therefore related to
within firm bargaining powers as well as to productivity and staff skills.’ It is thus possible that some
banks may have been less efficient in managing human resources.

Given these problems we preferred to use a reduced-form specification of bank profits, with the aim
of directly identifying the main determinants of the differences in profitability.

In accounting terms, profits are represented by the identity:
€8] T = pg—wk

where 7 stands for profits, ¢ and k are vectors of the products and factors of production, and p and w
are vectors of their respective prices. Assuming that the technology used by the banks can be
described in terms of the transformation k = f (¢), an individual bank’s profits can be written as:

2) ;= pgi— wiF(g:) + &

where €; represents a stochastic disturbance having the usual properties.

The differences among banks can stem from: (i) structural differences in the types of products they
offer or the markets they serve; or (ii) inefficiencies both on the income side (allocative

inefficiencies) and on the cost side (x-inefficiencies). To take account of these factors, (2) can be
rewritten as:

3 T = (pi M) qi— wi [F(q) + i gi+€;

where 1; is a set of variables capturing the allocative inefficiencies and v; are variables capturing the
operating inefficiencies. No assumption is imposed a priori on the structure of the markets, so that p;
and w; remain specific to the structure of the bank, with differences between banks reflecting
differences in market structures and in the quality of the services supplied.

The competitiveness of loan markets has been investigated, among others, by Ferri and Gobbi (1992) and Angelini and
Cetorelli (1998) and changes in the deposit market by Focarelli and Tedeschi (1992); Focarelli and Tedeschi (1994) and
Farabullini and Gobbi (1996) report quantitative estimates on the downsloping trend of unit commission fees. Ferri and
Gobbi (1997) review the main regulatory changes since the early 1980s.

°  The bank specific components of staff expenses display an upward trend since the early 1980s (ABI, (1998)).
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After specifying the variables that proxy for the factors described in (3), it is possible to obtain an
equation of bank profits for econometric estimation. The variables used in the estimation (Table 3)
can be grouped in four categories: (i) indicators that proxy for the degree of competitiveness, risk and
financial depth of the geographical markets in which the individual bank does business; (ii) variables
that proxy for the type of products offered; (iii) indicators of allocative efficiency; and (iv) variables
correlated with operating efficiency.

Table 3
Definition of variables
Variable Definition Units
ROA Profit before tax/total assets %
lta Log of assets deflated using GDP deflator Assets: billions of lire
Ita2 Ita squared
freec (Interest-bearing assets (IBA) — interest-bearing liabilities)/IBA %
freec2 freec squared
badd Bad debts/total loans %
badm badd due to market specialisation %
bads badd-badm %
cap Capital and reserves/Total assets %
cpe Deflated staff costs per employee Staff costs: millions of lire
man Management personell/Total staff %
cpes Staff costs/Total operating expenses %
tape Total assets per employee (deflated) Billions of lire
bspread Average differential between lending rates and %
yield on Treasury bills
bherf, Average Herfindahl concentration index %
bcreva Ratio between loans and value added
bvabr Value added per branch (logs, deflated) Value added: billions of lire
popbr Log of number of inhabitants per bank branch
Itls Medium and long-term loans/Total loans %
lfas Loans/Financial assets %
nins Non-interest income/Gross income %o

du84-95 Time dummies

Market-geographical segmentation is particularly relevant in Italy for two reasons. First, the
differences in regional economic and financial structures are large and have substantial effects on
banking markets. Second, banks differ widely with respect to the geographical penetration, ranging
from virtually the whole country to a few provinces. We have therefore chosen to take account of
geographical difference by using the nearly 100 provinces as local markets and computing for each
bank a set of indices reflecting the average conditions of the markets in which it operates. Given a
variable [; defined for province j (e.g. per capita value added or Herfindahl index of concentration of
lending), for bank i we have the weighted average:

Li=%;5;1;

where s;; is the share of bank i loans granted to customers located in province j in total loans granted
by bank i.

The geographical variables that we have actually used are: the Herfindahl index of concentration of
lending (bherf) and the average differential between lending rates and Treasury bill rates (bspread) as
proxies for the degree of competition in local markets; the ratio of bad debts to total loans (badm),
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which measures the riskiness of the market; the ratio of loans to value added (bcreva), the value added
per bank branch (bvabr) and the number of inhabitants per bank branch (popbr) were used as proxies
for the extent of bank penetration of the market. As stated the variables at individual bank level were
calculated as weighted averages using the bank’s share of loans in each province as weights, except in
the case of badm, which also takes account of specialisation by sector and size of the customer base.

The variables of business specialisation are the ratio of loans to interest-bearing funds (Ifas), the ratio
of medium and long-term loans to total loans (l#/s), and the ratio of income from services to gross
income net of dealing income (nins).

Three regressors were used as proxies for the level of allocative efficiency. The difference between a
bank’s bad debt/loan ratio and badm; this is denoted as bads and shows the quality of the loan
portfolio compared with the average for banks operating in the same markets. To take account of the
way a high level of capitalisation affects allocative efficiency by reducing moral hazard problems, we
used the ratio of capital and reserves to total assets (cap); we controlled for the free capital effect by
using the ratio of the difference between interest-bearing assets and liabilities to interest-bearing
assets (freec). freec actually plays a dual role: first, it serves to control for the accounting effect that
free capital reduces the cost of funding; second, a large share of own capital invested in financial
assets may signal a suboptimal use of capital. For this reason we have also introduced the square of
Jreec (freec2).

The variables measuring operating efficiency are staff costs per employee (cpe), assets per employee
(tape), the ratio of managerial personnel to total personnel (mmans) and staff costs in relation to total
operating expenses (cpes).

Six organisational form and corporate governance dummies were used as proxies for corporate
governance: private sector bank, listed bank, institutional form of the bank (cooperative bank, savings
bank), membership of a banking group and position in the group (parent company/simple member),
presence of an executive committee, and dummy for former special credit institutions.

Regarding the interpretation of these indicators, it is well established in the literature that a publicly
owned bank may be managed for objectives other than profit maximisation; moreover, where public
ownership is predominant, the strategic conduct of private owners as well may deviate from the aims
of maximising profit and raising operating efficiency. However, other aspects of corporate governance
have to be considered in describing the conduct of a bank. For example, stock exchange listing, which
guarantees more stringent control by the markets and should mitigate the tendency to deviate from
objectives of efficiency even where banks are publicly owned. The dummy for institutional form
(cooperative bank, savings bank, special credit institutions) is designed to identify a specific model of
governance in the case of cooperative banks and investigate savings banks in the light of the
discussion in Section 2. Position in the group is important to capture intra-group efficiencies of scope;
more simply, it can capture the entry of banks in very critical conditions into the group. The dummy
for the executive committee is designed to distinguish banks by the existence of this body, which may
be viewed as a go-between for settling conflicts between owners and managers.

The estimation was made using a fixed-effect unbalanced panel model, and included controls for the
time dimension. The coefficients of the ownership variables were obtained with the procedure
described in Hsiao (1986)."° In principle, if bank inefficiency depends on the form of ownership, this

10 Consider the model:

(If) yi=ep+Zy+X;B+eoy+u

where, given N individual observations and T temporal observations, y is a vector 7x1 of the dependent variable, | is a
constant, Z is a matrix of individual characteristics that do not vary over time, X is a matrix of the variables that change
over time and between individuals, o is a specific/individual effect and u is random error. In the presence of a correlation
between the X regressors and the individual effect, the OLS and GLS estimations produce distorted and inconsistent
results (Hausman and Taylor (1981)). In order to overcome this problem, the fixed-effect estimation transforms the
equation into deviations from the individual mean. Although the results are not distorted, it is not possible to estimate the
effects of the variables that are fixed over time and, therefore, the parameters of v. One way to overcome this difficulty is
to estimate (1f) with a fixed-effect OLS, obtaining:
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should be captured primarily by the corporate governance dummies. In reality, the highly stylised
nature of the ownership indicators prevents us from capturing the actual control arrangements within
each of the groups identified with dummies. It is therefore possible that in the panel model the greater
variability of the efficiency indicators would produce an imprecise estimation of the effect of the
corporate dummy. In order to verify the indirect effects of these indicators on profitability, a
correlation analysis was conducted on some of the regressors used in the panel.

3.3 Results

The study examined the period between 1984 and 1996."' A total of 330 banks were analysed, of
which 192 were present throughout the entire period. The estimations were conducted using the ratio
of gross income to total assets (ROA) as the dependent variable. In order to check for the presence of
size effects, the regressors include the log of total assets (/ta), inserted also as a square (Ita2).

The explanatory power of the panel, measured with a R® of 0.38,' is satisfactory although, in
agreement with most studies of bank profitability indicators, not extremely high (Table 4). As regards
the geographical variables, badm 1is statistically significant with the expected negative sign: a
differential in the ratio of bad debts to loans in the bank’s reference market of a similar size to that
between North and South (about 15 percentage points) reduces ROA by about 0.6 points. Among the
variables correlated with the competitiveness of banking markets, bspread is significant and negative.
This regressor probably captures the greater riskiness of markets with a wider differential between the
lending rate and the T-bill rate. The concentration variable (bherf) and the variables that approximate
the extent of bank penetration of markets are not significant. Their effect is probably captured by
badm.

Of the variables for business specialisation, only Itls is significant with a negative sign, owing to the
lower profitability of medium and long-term lending. Among the operating efficiency variables, cpes
is significant and positive. A dual interpretation is possible. One is that rigidities in the use of labour
have meant that investment in physical capital has not translated into a reduction in staff costs
(Martelli (1987)). Alternatively, a high proportion of other costs may indicate unproductive
expenditure. Per capita staff costs are negative and highly significant, indicating that any benefits
deriving from the use of more highly qualified personnel are more than offset by the increase in costs.
This is confirmed by the fact that the ratio of management-track personnel to total staff enters with a
negative sign. The productivity indicator (tape) is positive and significant.

The measures of allocative efficiency are all significant. For bads the negative sign indicates that
banks that took on a higher-than-average level of risky credit were not able to compensate with
sufficiently high lending premiums;" in other words, the increased riskiness seems to be related to
poor borrower selection rather than to conscious portfolio decisions. The signs of the variables for
capitalisation confirm that they reflect greater allocative efficiency. As regards the size variable, an
increase in scale appears to be associated with a decline in ROA.

Qf) i -xXiB=przy+ @+

where the * indicates mean values. Estimating (2f) by OLS after having substituted the estimates of [} obtained with (1), it
is possible to recover the values of . This two-stage procedure is consistent when N tends towards infinity and o is not
correlated with z. In the latter case, Hausman and Taylor (1981) solve the problem by a procedure that employs two-stage
least squares (2SLS) and uses the elements of the vector x that are not correlated with o as instruments. In this work, we
focus on estimating equations (1) and (2f).

See Section 3.1 for a description of the sample.

The significance of the regressor coefficients does not change significantly when checked for heteroskedasticity in the
€ITor.

See Focarelli (1996) on the relationship between bank lending rates and credit risk.
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Table 4
Panel analysis on bank profitability
Fixed effect estimate

Dependent variable: ROA

Coefficient Standard error t P>l
lta -1.330 0.232 -5.726 0.000
Ita2 0.062 0.014 4.276 0.000
freec 0.051 0.004 12.819 0.000
freec2 -0.001 0.000 -7.309 0.000
bads -0.055 0.003 -18.041 0.000
badm -0.042 0.006 -7.630 0.000
cap 0.025 0.007 3.704 0.000
cpes 0.028 0.003 11.009 0.000
cpe -0.649 0.129 -5.012 0.000
man -0.014 0.005 -2.510 0.012
tape 0.419 0.104 4.039 0.000
bspread -0.056 0.023 -2.425 0.015
bherf -0.314 0.492 -0.639 0.523
bcreva -0.107 0.106 -1.013 0.311
bvabr 0.149 0.461 0.322 0.747
ltls -0.004 0.002 -1.964 0.050
lfas -0.135 0.217 -0.621 0.535
popbr -0.002 0.471 -0.004 0.997
mins 0.001 0.002 0.373 0.709
du85 -0.003 0.050 -0.058 0.954
du86 0.247 0.062 3.993 0.000
du87 0.032 0.065 0.494 0.622
du88 0.051 0.078 0.655 0.513
du89 -0.033 0.098 -0.340 0.734
du90 -0.006 0.107 -0.055 0.956
du91 -0.017 0.114 -0.145 0.884
du92 0.026 0.110 0.240 0.810
du93 -0.042 0.121 -0.345 0.730
du94 -0.574 0.125 ~-4.599 0.000
du95 -0.143 0.137 -1.045 0.296
du96 0.036 0.143 0.250 0.803
constant 8.203 2.205 3.721 0.000
Number of observations: 3501 Number of banks: 330
R? within: 0.38 Adjusted R*: 0.376
F(31, 3469): 62.5 Root MSE: 0.563

The estimates of the effects of the indicators approximating the corporate control structure (corporate
dummies, Table 5) show that cooperative banks are more profitable." As regards banking groups,
only the parent company has an increased ROA, indicating that the group strategy does not favour all

14 . . S .
The tables show a number of regressions to avoid multicollinearity problems between the dummies, such as between

private banks and cooperative banks.
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Table 5
Correlation between individual effect and corporate governance dummies

Variable Specification I Specification IT Specification III

Coeff. Std. Err. t P>ltl Coeff. Std. err. t P>l Coeff. Std. err. t P>l
constant  0.144  0.112 1.280 0.200 0.017 0.104 0.170 0.860 0.206 0.104 1.970 0.040
dupri 0.088 0.087 1.010 0.310
quo 0073 0.128 0570 0560 0.138 0.122 1130 0250 0.088 0.130 0.670 0.500

duex -0.203 0.104 -1940 0.050 -0.160 0.100 -1.590 0.110 -0.211 0.104 -2.020 0.040
dugr -0.074 0.097 -0760 0440 -0.074 0.093 -0.790 0430 -0.070 0.097 -0.720 0.470
ducapo 0314 0.128 2440 0.010 0315 0.123 2550 0.010 0307 0.128 2380 0.010

dics -0.095 0.135 -0700 0480 0003 0.130 0.020 0970 =~0.137 0.134 -1.010 0310
dupop 0.367 0.089 4.120  0.000
ducas -0.016 0.095 -0.170 0.860
Number of observations: 208
F(6, 201) 2.330 5.150 2.150
P>F 0.034 0.000 0.050
R’ 0.065 0.133 0.060
Adj. R? 0.037 0.108 0.032
Dummies dupri = private bank dugr = group member dupop = cooperative bank
quo = listed bank ducapo = group parent ducas = savings bank
duex = executive committee dics = former special credit institution

member banks equally, probably because of differences in their starting positions, especially risk
levels.”” Banks with an executive committee to reconcile the demands of owners and managers have a
lower ROA. There are two possible explanations for this. One is that the increase in the number of
corporate bodies may slow the decision-making process for major changes in corporate strategy;
alternatively, the establishment of an executive committee may be associated with banks which
already had lower-than-average profitability and for which it was necessary to create a “crisis”
committee to mediate between owners and management in the process of revising bank strategy. The
coefficients for the other corporate dummies are not statistically significant.'® As regards the private
bank dummy, it is likely that these banks’ superior performance is already captured by some of the
regressors used in the panel to approximate allocative and operating efficiency. In particular, the
indicator of specific bad debts for these banks was significantly lower than average (Table 6), as was
that for per capita staff costs. Conversely, savings banks and the former special credit institutions are
less efficient than the average bank, both in terms of allocative and operating efficiency. In contrast to
what we might have expected on the basis of theoretical considerations, the results of listed banks are
not significantly higher than average.

Overall, even though the findings are only partial, given that corporate governance structures are
highly stylised, the results indicate that private banks, cooperative banks and the parent companies of
banking groups are more profitable than average. In particular, it emerges that the relationship

Berger and Mester (1997) found that: “Banks in holding companies tend to have higher levels of profit efficiency than
independent banks, and their cost efficiency is significantly greater as well.” As much as the situation of US holding
companies differs from that of Italian groups, Berger and Mester offer a possible explanation for the superior profit
performance of the parent company: “A potential explanation may be a form of the efficient structure hypothesis — more
efficient banking organizations may tend to acquire other banks, ... and the holding company is the vehicle that allows
them to do it.”

In order to check whether overlapping between the corporate dummies and efficiency indicators would distort the results
of the former, the panel was also estimated excluding the latter. The results confirm those presented here, with no
significant changes in either the sign or the significance of the dummy coefficients.
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Table 6
Correlation between some proxies for allocative and
operating efficiency and corporate governance dummies

Variable Specification [ Specification II Specification ITI
Coeff. t P>t Coeff. t P>t Coeff. t P>l
Left-hand side variable: bads
constant -2.719 -2.040 0.040 -3.491 -2.710 0.000 —4.898 -3.970 0.000
dupri -2.131 -2.060 0.040
quo 0.389 0.250 0.790 -0.241 —0.150 0.870 0.599 0.380 0.690
duex —0.165 -0.130 0.890 -0.078 —0.060 0.950 ~0.125 -0.100 0.910
dugr 4.463 3.870 0.000 4.351 3.750 0.000 4,543 3.920 0.000
ducapo -2.314 -1.520 0.130 -2.164 -1.410 0.150 -2.196 -1.440 0.150
dics 3.051 1.900 0.050 3.488 2.160 0.030 4.662 2.920 0.000
dupop -1.178 ~1.060 0.280
ducas 2.202 1.940 0.050
Number of observations: 208
R? . 0.065 0.104 0.116
Adj. R? 0.037 0.078 0.090
Left-hand side variable: cpe
constant -=2.158  -90.890 0.000 -2.161  -96.740 0.000 -2.268 -106.210 0.000
dupri ~0.098 -5.360 0.000
quo 0.081 2.990 0.000 0.043 1.660 0.090 0.098 3.700 0.000
duex -0.011 ~-0.530 0.590 -0.017 —0.780 0.430 -0.012 -0.580 0.560
dugr -0.011 -0.570 0.560 -0.016 -0.790 0.420 -0.005 -0.280 0.770
ducapo 0.051 1.890 0.060 0.056 2.130 0.030 0.056 2.130 0.030
dics 0.188 6.570 0.000 0.184 6.610 0.000 0.271 9.820 0.000
dupop : -0.119 -6.230 0.000
ducas 0.127 6.510 0.000
Number of observations: 208
R® 0.356 0.383 0.393
Adj. R? 0.337 0.365 0.374
Left-hand side variable: freec
constant 6.577 5.640 0.000 6.511 5.810 0.000 5.778 5.390 0.000
dupri -0.307 —-0.340 0.730
quo -1.380 -1.030 0.300 -1.482 -1.120 0.260 -0.940 -0.700 0.480
duex 1.889 1.740 0.080 1.889 1.740 0.080 1.767 1.640 0.100
dugr -2.407 -2.380 0.010 -2.422 —2.400 0.010 -2.273 -2.250 0.020
ducapo -2.773 -2.080 0.030 -2.754 2.060 0.040 -2.791 -2.100 0.030
dics -3.720 -2.640 0.000 -3.690 -2.630 0.000 -3.050 -2.190 0.020
dupop -0.259 -0.270 0.780
ducas 1.616 1.640 0.100
Number of observations: 208
R’ 0.149 0.148 0.159
Adj. R? 0.123 0.123 0.134

Note: For a description of the variables, see Tables 3 and 5.

between the indicators used to describe the form of corporate governance (the corporate dummies)
and profitability is weak, while the main determinants of performance differences are allocative and
operating inefficiency. Nevertheless, as shown in the auxiliary regressions between indicators of
allocative and operating efficiency and the corporate governance indicators (Table 6), there is a
positive relationship between the efficiency indicators examined and private ownership, but a
negative one for savings banks. The interaction between profitability, efficiency and corporate
governance was therefore examined both directly and indirectly: first, the additional explanatory
power of the governance dummies was measured after checking the different levels of bank
efficiency. Second, it was shown that the significance of some of the efficiency indicators that
explained differences in profitability varies depending on the governance structure of the bank. The
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limitation of the exercise and, at the same time, a starting point for further research, is the fact that the
dummy variables used to distinguish between various bank governance models do not capture
differences within groups: even between banks with a given governance structure (for example,
public-sector banks) there are significant differences that the form of ownership alone probably does
not reveal.

4. Turnover in top management and bank performance

This section analyses the relationship between the earnings performance of banks and changes in top
management, albeit only for a short period (1994-96)."” The issue is important for two reasons: first,
in a system in which banks are directly or indirectly owned by the state, it is likely that managers face
incentives and constraints which differ from those faced by managers in the private sector. If profit
maximisation is not the only objective of the leading shareholder, the expected negative relationship
between profitability and management turnover will probably be weakened. Second, the period under
study was marked by a considerable deterioration in average bank profitability. As a result, banks
began a process of restructuring that, in addition to promoting the supply of innovative services and
cost containment, probably affected the quality of top management.

Table 7
Change in banks’ management
Total sample Public banks Banks with ROA > 0
in period 1994-96
No. of banks % No. of banks Yo No. of banks %

1994
Stability 152 69.1 61 61.6 136 70.8
Partial change 55 25.0 30 30.3 46 24.0
Total change 13 5.9 8 8.1 10 52
Total 220 100.0 99 100.0 192 100.0

1995
Stability 162 73.6 67 69.1 147 76.6
Partial change 46 20.9 24 24.7 38 19.8
Total change 12 55 6 6.2 7 3.7
Total 220 100.0 97 100.0 192 100.0

1996
Stability 168 76.4 74 77.1 153 79.7
Partial change 42 19.1 18 18.8 33 17.2
Total change 10 4.6 4 4.2 6 3.1
Total 220 100.0 96 100.0 192 100.0

Our analysis focuses on changes in the president and managing director (or general manager).
Changes in management posts other than natural turnover were studied for each pair of adjacent
years.'"® Turnover may be partial (either the president or the managing director leaves) or total (both
leave). The data show that in 1994, the top management of 152 out of the 220 banks examined was

17" See Ferri and Trento (1997) for a study of management changes in banks between 1940 and 1995.

1 . . S .
¥ In order to take account of the fact that changes in top management usually take place in conjunction with annual general

meetings, the measurement of annual turnover considers permanence in the position until June of the following year,
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completely stable (69%; Table 7); 25% experienced partial turnover while the remainder replaced
both of their top managers. The proportions are virtually the same in the second two-year period.

The intensity of turnover is represented by an indicator that takes a value of zero if there was no
change or only one partial change over the whole 1994-96 period and a value of 1 if there was more
than one partial change or at least one total change.

Banks with an indicator value of 1 had a significantly lower ROA on average than the most stable
banks as early as 1990 (Table 8). In 1994 the mean ROA was 0.73 for the stable banks and 0.02 for
those that had experienced management turnover;'° mean ROE was 3.1% for stable banks and -3.9%
for the others. The credit risk faced by the least stable banks was higher for the entire period: in 1994
their ratio of bad debts to loans was 13.7%, compared with 8.9% for the stable banks. Analysis of the
other performance indicators shows that the lower profitability of the less stable banks can be
attributed to a smaller contribution from gross income and higher charges for risky assets.

Table 8
Change in banks’ management and performance
Differences between averages*

Year Event No. of obs. ROA ROE Bad debts to
loans ratio
1990 0 156 1.53 13.2 6.3
1 61 1.18 9.9 8.6
Student-T 3.3% 3.4% —1.9%%%
1991 0 155 1.44 12.2 6.4
1 61 1.14 8.7 8.9
Student-T 2.3%% 3.3% —]. 8%k
1992 0 157 1.24 7.4 6.5
: 1 61 0.74 4.1 9.1
Student-T 2.7% 2.7* —2.0%*
1993 0 158 1.32 6.3 7.3
1 62 0.77 1.9 10.3
Student-T 3.8* 3.3% 4%
1994 0 158 0.73 3.1 8.9
1 62 0.02 -3.9 13.7
Student-T 3.5% 3.0* —3.4%
1995 0 158 1.18 5.6 9.2
1 61 0.05 -5.8 14.9
Student-T 4.8% 3.6* -3.6%
1996 0 158 1.16 5.8 10.9
1 60 0.37 -0.7 16.2
Student-T 5.0% 3.2% «~2.9%

* Event 0: stability; 1: change. The data on change are for 1994-96. * Significant at 1%; ** significant at 5%; ***
significant at 10%.

In order to quantify the effect of management turnover on performance differences, we adopted a
probit model that estimates for the entire period the probability that a management change will occur
following a change in ROA or the ratio of bad debts to total loans. The results show that higher ROAs
are associated with a lower probability of management change; at the same time, as the ratio of bad

1 The result is not substantially changed by the presence of outliers: in 1994 the median ROA for stable banks was 0.75,

compared with 0.29 for those that had experienced a change.
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debts increases, the probability of a change in management also rises. Figure 3 shows the probability
of management turnover in relation to variations in the profitability indicator, which is the most
important determinant. The probability that a bank with a ROA close to zero will undergo a
management change is about 30%, while that for banks with a ROA over 1% is less than 10%.
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Probit estimate
Coefficient Standard error z P>z

roa94 -0.252 0.0988 -2.55 0.01
bad94 0.034 0.0135 2.47 0.01
constant -0.815 0.1907 -4.27 0.00
Number of observations = 220
chi2 (2) = 2359
prob > chi2 = 0.0000
Pseudo R? = 0.0902
Log Likelihood = -119.03172




The analysis reveals the existence of a mechanism for correcting management action: if results are
below average, punishment is meted out in the form of removal. Nevertheless, the findings must be
treated with caution, as the observation period is quite short. This distorts probability estimates since
nothing can be said about past events: if a bank changed its management in 1993, it would probably
show up as stable in 1994. In addition, the analysis does not exclude the possibility of an inverse
relationship between turnover and performance: it is likely that a certain degree of stability is needed
to pursue consistent strategies and, therefore, achieve satisfactory incomes. This is supported by the
fact thatzothe less stable banks continue to record unsatisfactory profitability in the years following the
change.

In conclusion, our analysis indicates that a relationship does exist between profitability and changes in
top management. However, the link appears to be weak, given the low explanatory power of the probit
analysis. Moreover, as shown in Table 7, the fact that, at least for the available sample, the expected
differences in the strength of the relationship between public and private banks did not emerge, shows
a marginally higher rate of turnover for public-sector banks. Consequently, the probit analysis that
distinguished between the effects of the determinants of the change according to whether the bank
was private or public did not reveal significant differences in the estimated probability.

Finally, future analyses of the relationship between management turnover and bank profitability
should throw light on the relationship between turnover and performance and verify whether banks
that have experienced changes in their top management record significant variations in performance
after enough time has passed for the strategy introduced by the new management to be implemented,
which was not possible in this case owing to the brevity of the time period considered. Such a study
would enable us to establish a symmetry of behaviour: on the one hand, the existence of punitive
mechanisms for managers that are incapable of generating satisfactory returns; on the other, an
evaluation of the effects of change on managerial efficiency.

5. Conclusions

The main results of the econometric estimates confirm that the indicators of both allocative and
operating efficiency contribute significantly to explaining the dispersion in profit rates. Specifically,
the banks with higher-than-average credit risk, adjusting for customer composition, did not succeed in
compensating with sufficiently high lending premiums. Even controlling for the share of funds
directly invested in interest-bearing assets, the more highly capitalised banks have higher profits; the
correlation may be interpreted as a sign that those banks have greater incentives for efficient risk
control. We find an inverse correlation between profitability and per capita staff costs, indicating that
the benefits from the use of more costly and hence presumably more skilled human resources are
more than offset by the additional cost. Under-utilised productive capacity at the microeconomic level
is captured in the estimates as a high positive value of the coefficient measuring productivity, i.e. the
volume of lending per employee. Finally the stylised variables for corporate governance have limited
explanatory power; but it is confirmed that private banks, including the cooperative banks (banche
popolari), have higher profitability, thanks in part to better operating and allocative efficiency.

The analysis of management changes finds a weak, though statistically significant, correlation
between the bank’s profitability and the probability of replacing top management. In view of the short
period covered, the results must be handled with caution, but they do suggest the limited effectiveness
of the corrective mechanisms for management action. In any case, no appreciable differences are
found in this sphere between banks of differing ownership structure.

2 1n this case too, however, the length of the observation period affects the results and it is likely that more years are

needed to observe improvements in performance.
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All in all, our analyses pinpointed a significant component of banks’ performance that relates to
management inefficiencies. The differences due to form of ownership are significant but smaller than
those captured by the efficiency indicators. These results, which are consistent with those of other
recent studies, should be appraised in the light of three considerations. First, corporate variables have
both a direct effect on profits, in that they capture differences between banks that are not explained by
the efficiency variables, and an indirect effect, through their interaction with the latter. Second,
however, the stylised corporate governance variables only very crudely capture differences in the
relationship between management and ownership; even among banks with the same type of
governance (e.g., public banks) there are significant differences not reflected solely in the form of
ownership. Third, the process of change initiated with privatisation is only marginally captured; as the
analysis of top management turnover shows, it takes a period longer than that covered here for the
effects to emerge.
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Restructuring of the Belgian banking sector and financial stability

Thierry Timmermans and Philippe Delhez”*

1. Introduction

Over the past two decades banking has undergone similar changes in most market economies:
deregulation, disintermediation, internationalisation and technological innovations have all helped to
intensify competition in ever more globalised financial markets. But the banking sectors of the various
developed countries still have widely differing characteristics, even within the European Union.

The introduction of the euro in January 1999 will blur this diversity. The element of segmentation due
to national currencies will disappear and EMU will also be a catalyst to extend or reinforce current
trends. The fact remains that it is from their current specific structures that the various national
banking sectors must adapt in order to meet these new challenges.

This paper will first examine the distinctive characteristics of Belgian banks, then detail the types of
responses that they are attempting to make to the changes in progress and finally highlight some of the
implications for the prudential authorities.

2. Distinctive characteristics of Belgian banks

2.1 Type of business

As the single currency will compel the Belgian banking sector to fit into a larger whole, it seemed
appropriate to compare, as far as possible, this sector’s position with that of four neighbouring
countries — Germany, France, the Netherlands and the United Kingdom — and the average for these
countries. These countries are in any case some of Belgium’s main commercial and financial partners.
It turns out that the balance-sheet and trading structure of Belgian credit institutions is markedly
different from that of the four neighbouring countries (Table 1).

For one thing, interbank operations account for 41% of liabilities against an average of 26% in the
other countries. Corresponding assets are 33% of the balance-sheet total in Belgium against only 23%
in the other countries. Belgian credit institutions therefore have a large net debit position on interbank
operations. This structure has a negative impact on the profitability of the sector, which funds part of
its lending to customers by means of relatively costly resources.

The size of interbank operations in Belgium results in part from the high degree of openness of the
economy, as evidenced by the presence of numerous branches and subsidiaries of foreign banks. These
institutions, not all of which have a traditional deposit-taking network, account for a proportion of
interbank operations that is substantially greater than their share in the overall balance sheet of all
banks established in Belgium. In addition, they mainly carry out these transactions in foreign
currencies, as reflected in the high volume of operations transacted with non-residents. These
operations represent respectively 39% and 43% of claims and liabilities in the Belgian banking sector
as a whole, against 19% and 21% in the other countries.

*  The authors are economists at the Research Department of the National Bank of Belgium. The views expressed in this
paper are those of the authors and not necessarily those of the National Bank of Belgium.
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Table 1
Credit institutions’ balance-sheet structure
At end-1996, in percentages of balance-sheet total

Belgium Germany France  Netherlands  United Average of
Kingdom  other four
countries
Assets
Interbank lending’ 33.0 23.6 38.8 17.2 12,5 23.0
Loans 31.9 535 36.3 64.0 55.3 523
Stocks and shares 29.9 20.4 189 16.2 18.5 18.5
Other assets 52 24 6.0 2.6 13.7 6.2
Total 100.0 100.0 100.0 100.0 100.0 100.0
of which: claims on
non-residents 389 194 19.0 23.8 n.a. 20.7
Liabilities
Capital and reserves 2.5 4.1 4.1 4.1 4.2 4.1
Interbank borrowing 41.2 26.6 39.9 234 12.9 25.7
Non-bank deposits and 489 61.7 46.9 58.5 67.0 58.5
commitments
Other liabilities . 7.4 7.6 9.1 14.0 15.9 11.7
Total 100.0 100.0 100.0 100.0 100.0 100.0
of which: liabilities to
non-residents 43.3 14.8 184 24.5 n.a. 19.3°

"Including assets in cash and with the National Bank of Belgium. 2 Germany, France and Netherlands only.
Source: OECD.

The high share of interbank liabilities and liabilities to the rest of the world is also in part explained by
the recycling, through the Belgian banking sector, of Belgian franc funds collected by foreign,
particularly Dutch and Luxembourg, credit institutions. Many Belgian investors place part of their
savings with these institutions to avoid withholding tax on investment income.

The second major characteristic of the balance sheet of Belgian banks is the relatively high level of
securities, mainly public debt securities, representing 30% of assets against 19% in the other countries.
Conversely, the share of loans is proportionately smaller for Belgian banks (32%) than for the other
countries’ banks (52%). Belgian individuals have a relatively low level of indebtedness while
companies are mainly family-run small and medium-sized businesses which prefer to be self-financing
rather than borrow from banks.

The composition of Belgian banks’ assets enables them to make do with a lower percentage of capital
since claims on the government are exempted from the capital requirements imposed by EU directives,
while interbank lending is subject only to a lower ratio. Capital and reserves are thus only 2.5% of
banking liabilities in Belgium against 4.1% in the other countries.

Belgian banks’ expansion policies have long been centred on developing a highly dense distribution
network in order to maximise collection of private savings, as shown in the profit and loss account
structure (Table 2). On average, from 1990 to 1996, staff costs were equivalent to 43% of banking
income, 6% above the other countries. In addition, banking income remains firmly reliant on
traditional intermediation. Over the same period interest income accounted for 75% against 67% for
the other countries’ banks, which are more advanced in developing alternative sources of income.
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Table 2
Credit institutions’ profit and loss account structure
Averages for 1990-96, in percentages of bank income

Belgium Germany France' Netherlands United Average of
Kingdom® other four

countries
1 Net interest income 749 77.2 63.7 68.7 58.4 67.0
2 Other net income® 25.1 22.8 36.3 31.3 41.6 33.0
3 Bank income (1+2) 100.0 100.0 100.0 100.0 100.0 100.0
4 Staff costs 43.2° 39.3 36.8 37.9 35.8 37.5
5 Other operating costs 25.9* 243 314 29.5 28.7 28.5
6 Provisions 13.6 15.7 21.1 8.4 16.3 154
7 Profit before tax (3—4-5-6) 17.3 20.7 10.6 24.2 19.3 18.7
8 Tax 5.5 11.3 44 6.9 7.2 74
9 Profit after tax (7-8) 11.8 94 6.2 17.3 12.1 11.3
! Adjusted to exclude in 1994 a large bank that recorded an exceptional loss. % Commercial banks only. ? Includes

commissions, results of foreign exchange and trading business, income from shares and financial fixed assets, proceeds of
disposals of investment securities, and other operating income. * For 1990-92, commercial and savings banks only.

Source: OECD.

2.2 Importance of strategic risk

Over the past few years, the Belgian banking sector has been characterised by a fair degree of stability,
there having been no disaster or generalised crisis. Traditional risks, in particular credit risk, were
generally well controlled. As was seen in the preceding section, it is true that Belgian banks enjoy a
fairly solid asset structure. Claims on the government predominate, thereby reducing the relative share
of claims on individuals and companies and limiting provisioning. Between 1990 and 1996 provisions
accounted for only 13.6% of banking income against 15.4% in the other countries.

In return for more limited risks, credit institutions have had to content themselves with fairly low
profitability. They have, however, partially succeeded in offsetting this handicap by greater leverage
(ratio of total assets to capital). Credit institutions have thus maintained a return on equity which is
comparable to that in the other countries despite the fairly low level of their return on assets (Graph 1).

However, the lower capitalisation of Belgian banks has drawbacks. It curbs the possibilities for
developing operations with private customers that require greater capital cover. It complicates the
financing of costly programmes to introduce new technologies that can only be justified by sufficient
profitability. And it exposes Belgian banks up to greater sharcholder pressure and increases the
likelihood of their being viewed as potential takeover targets by their competitors.

In this environment the main risk likely to affect Belgian banks’ stability is strategic in nature. The
disintermediation and internationalisation of financial flows, the emergence of new technologies for
distributing banking products and the introduction of the euro are forcing credit institutions to review
their business. This effort at adaptation is made more difficult by limited capitalisation and low overall
profitability. Banks might thus be driven to adopt strategies which are too risky or unsuitable.

Faced with these challenges, credit institutions are in very different starting positions. Belgian banks’
profitability is widely dispersed: whereas almost a quarter of Belgian banks enjoyed a return on equity
greater than 12% in 1997, 30% of banks had a return on equity of less than 4% (Graph 2). Moreover, it
was the small banks that suffered most from insufficient profitability. This is clearly not an absolute
rule: some small institutions enjoy high profitability by focusing on business segments with high
added value. In most cases, however, small Belgian credit institutions confine themselves to providing
fairly standard services. A large part of their operations consists in taking deposits through traditional
savings products and using them to fund investment in public debt securities.
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Different problems arise for large Belgian banks which enjoy markedly higher profitability than their
smaller competitors. In the Belgian market, most of these large institutions have traditionally sought to
present themselves as universal banks offering a full range of banking products to every type of
customer. However, to be able to do this on a European and even a worldwide level, such a policy
entails attaining a substantially greater size.

Large Belgian banks are thus confronted with a choice. If they wish to continue offering a full range of
services, they will have to pursue a policy of external growth by mergers and acquisitions. However,
the difficulty in reaching and maintaining the size required to realise this aim could induce them to opt
for specialisation in certain types of business or in certain geographical markets.

3.  Types of responses to changes in progress

Some of the transformations affecting the banking sector are not recent. In fact, credit institutions
started their efforts at adaptation several years ago.

In the first instance, these efforts were mainly aimed at integrating developments under way within the
context of existing business. Whereas this type of reaction was often effective in the past, it is not
certain that it will continue to be appropriate, given the acceleration and multiplication of changes in
progress.

It is therefore important to distinguish between banks responses, responses on the form of
“internalisation” within existing structures and responses changing business structures.

3.1 Integration within existing structures

3.1.1 Integration of disintermediation

Retail banking was undoubtedly the first activity affected by changes in the financial system. This is
not surprising in view of the high rate of saving in Belgium and the importance of this activity to
Belgian banks, whose main macroeconomic role is to channel the financial surplus from households to
finance the government.

From the early 1980s the internationalisation of markets induced individuals to diversify their
investments. This behaviour was reinforced by tax considerations, depositing money abroad being a
convenient way of avoiding withholding tax on interest income. This competition from foreign
institutions was accompanied by competition within the Belgian banking sector itself. The
liberalisation of markets brought about the demise of the more or less formal systems of restrictions on
rates that existed in Belgium within the framework of the Comité de concertation pour
I’harmonisation des taux d’intérét créditeurs (consultative committee for harmonising creditor interest
rates) and the Comité d’examen des conditions débitrices (committee on lending terms).

Belgian banks therefore sought to offer new investment products which, while being more attractive to
their customers, still guaranteed them a stable source of income. This reaction paved the way for the
exponential growth in mutual funds.

For investors, this type of investment offered possibilities of diversification into numerous different
categories of assets and geographical markets. Mutual funds also enabled individuals to benefit from
professional management of their assets. As for the banks, they were able to collect substantial
investment and management commissions which acted as a substitute for the margin on traditional
intermediation. The success of investments in mutual funds also relied on tax advantages. Insofar as
investors opt for the capitalisation system, the mutual funds procure income in the form of tax-free
capital gains.

The success enjoyed by mutual funds is clearly illustrated by the changes in the investment channels
used by individuals for their assets. Between 1980 and 1997 the share of financial assets held directly
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with resident credit institutions fell from 54.8% to 37.9%, while the share of assets in mutual funds
rose from 0.5% to 11.0% (Table 3). Almost all these mutual funds are set up, marketed and managed
by Belgian banks even though they are often registered under Luxembourg law for tax reasons.

Table 3
Structure by investment channel of individuals’ financial assets
At year-end, in percentages of total

1980 1990 1997

With resident credit institutions 54.8 45.2 37.9
Notes and ordinary deposits 17.7 12.3 8.6
Regulated savings deposits 18.4 14.1 15.2
Fixed-income securities 18.7 18.8 14.0
With institutional investors 7.7 13.4 21.7
Mutual funds 0.5 53 11.0
Insurance companies and pension funds 7.2 8.0 10.7
On the Belgian financial market 274 249 19.9
Fixed-income securities 10.1 5.8 2.1
Shares 17.3 19.1 17.8
quoted 3.1 4.8 39
unquoted* 14.3 14.3 13.9

By other channels (mainly abroad) 10.1 16.5 20.5
Total (in billions of francs) 5,723 14,492 23,173

* Mainly securities issued by family-owned small and medium-sized companies.
Source: National Bank of Belgium.

It can thus be seen that, until now, disintermediation has scarcely represented any threat to Belgian
banks. On the contrary, it was a development that they turned to their profit in response to foreign
competition. This competition has been lively over the past few years and explains the increase in the
share of individuals’ investments placed outside the Belgian financial market which amounted to
20.5% at the end of 1997 against 10.1% in 1980.

The rapid expansion of mutual funds also enabled Belgian banks to develop synergies with other
business. The experience acquired was thus utilised to market life assurance products, bancassurance
representing a strongly growing segment in Belgium. Mutual funds also represent an important outlet
for commercial paper and asset-backed securities, which several Belgian banks are endeavouring to
develop.

3.1.2 Integration of new technologies

In order to collect individuals’ savings, Belgian banks set up a very extensive branch network, which
peaked at the end of 1990, with 1,025 branches per million inhabitants against only 451 in the other
countries (Table 4). Such a density could be justified up to a point in a context where price
competition was suppressed. This encouraged banks to seek other comparative advantages and the
proximity provided by a large number of branches was one way of setting oneself apart from the
competition.

Deregulation of the financial markets has made this approach all the more questionable since it has
been accompanied by the introduction of new technologies, opening up alternative possibilities for
distributing banking products. In this matter as well, Belgian banks have until now reacted by
integrating changes into their existing structures.
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Table 4
Distribution networks
Number per million inhabitants

Belgium Average of other four countries

1990 1996 % change 1990 1996 % change
Branches 1,025 747 27 451 406 -10
Number of employees 7,926 7.560 -5 7,865 7,545 -4
ATMs 94 414 340 218 407 86
POS terminals 2,828 7,997 183 1,384 6,569 375

Sources: BIS and OECD.

The emergence of new technologies has of course resulted in a reduction in the number of branches.
Nonetheless, the number has remained high and, at the end of 1996, there were still 747 branches per
million inhabitants against 406 in the other countries. Moreover, this drop has not been accompanied
by a corresponding reduction in employment in the banking sector.

In fact, technological innovations have led not so much to a pure and simple substitution of ATMs for
ordinary branches as to the development of a new distribution circuit, complementing the traditional
network.

In a first phase, ATMs; mainly of a universal type, and POS terminals were used to increase the role of
banks in payment circuits to the detriment of banknotes. In a later phase, banks mainly increased the
number of ATMs which are solely accessible to customers of the institution that installed them. This
reversal was the result of the major institutions’ becoming aware of the existence of externalities
associated with networks of universal ATMs. Following the example of the larger banks, small credit
institutions saw such ATMs as enabling them to offer access to an entire network for which they bear
only a minimal share of the installation and management costs. Furthermore, private ATMs allow a
fuller range of operations to be carried out than standard ATMs whose functions are limited to cash
withdrawal and the checking of account balances. All types taken together, at the end of 1996 the
number of ATMs installed was more or less the same in Belgium as in the other countries: around 400
per million inhabitants.

In addition, the narrowness of the national market and the magnitude of investments to be authorised
for the development of a network, at a very early stage, encouraged Belgian banks to co-ordinate the
introduction of new technologies. This approach led to the formation of a joint venture, Banksys,
which manages the system of ATMs and POS terminals. The existence of this structure has enabled
the creation of synergies and the acquisition of know-how in secure electronic payments as well as a
more rapid development of new products such as the Proton electronic purse, which is likely to be
distributed on a much greater scale than just the national market. The Proton card is being marketed in
several foreign countries through international partners.

3.2 Change in business structures

While it has had positive effects, the integration of changes in existing structures has not prevented a
deterioration in Belgian banks’ results. The overall interest margin has continued to decline and
remains much lower than in the other countries (Graph 3). Despite its growth, non- interest income
still represented only some 30% of gross income in 1996, a figure that had already been reached in
1990 in the other countries.

In many respects, the banking sector is thus handicapped in facing up to structural changes which the
introduction of the euro will accelerate and intensify. This is leading banks to consider more profound
changes to their business structures.
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3.2.1 Reduction of costs and changes to the network

The most immediate need is to reduce costs and efforts are already being made in this regard.
Operating costs have been appreciably reduced, from 72.3% of gross income in 1990 to 65.7% in
1996. However, this drop took place from an unfavourable position in relation to the other countries
and could, moreover, be explained in part by a temporary growth in income (cf. Section 3.3).

Given the surplus capacities mentioned in Section 3.1.2, a reduction of costs will without doubt
involve a modification of the network structure. New methods of remote access to banking services
are now being developed. However, the introduction of PC and Internet banking systems necessitates
sizable investments. In view of these costs, many banks will undoubtedly find it increasingly difficult
to simply juxtapose new technologies and old networks.

Strategic choices must therefore be made. While some banks continue to offer all access possibilities,
others will choose to become more selective. Large institutions might also prefer to develop certain
specific methods of distribution through subsidiaries. A subsidiary of this type has recently been set up
in the form of a direct bank operating by telephone only, without a traditional branch network.

Two factors could, however, complicate the implementation of these cost-reducing programmes. The
first is the social environment. The relatively high level of unemployment in Belgium means that staff
cuts create an obvious image problem for credit institutions. As a result of the economic climate, the
improvement in banks’ profitability would aggravate this image problem. The second challenge is the
necessity of linking a quantitative reduction to a qualitative improvement in the workforce. The
transformation of banking business requires increased and diversified skills which it may be difficult
to assemble and keep if the social climate deteriorates.

Furthermore, in some areas, such as IT, a labour shortage is emerging. The adaptations required by the
introduction of the euro and the year 2000 issue mean that banks are competing with other business
sectors in the market for IT specialists. Using subcontractors can only be a partial solution: for credit
institutions, it raises specific problems of control and dependence on external suppliers.

3.2.2 Adaptation of the product range

As seen above Belgian banks have made use of disintermediation to protect their retail banking
business. Disintermediation of financial investments could, nonetheless, take other forms that are more
difficult for banks to “internalise”. Thus, constraints faced by social security systems will undoubtedly
accelerate the development of pension funds.

More generally, the introduction of the euro will further intensify the competition that prevails for
most banking business. Financing operations carried out by Belgian banks remain focused on the
government, which offer less potential for developing collateral business than does financing
companies. Furthermore, company financing mainly comprises small and medium-sized companies as
Belgium has only a small number of large multinational companies which might serve as a bridgehead
for their own expansion abroad.

On the other hand, these small and medium-sized companies offer possibilities for developing
investment banking business, in particular initial public offerings of previously family-owned capital.
Likewise, the very high individual saving rate constitutes a base for private banking business.

However, as these are relatively new activities for many credit institutions, they need to develop
specific skills. In addition, a large number of banks are contemplating similar diversification plans in
these business niches. There is therefore the risk of a whole group of banks entering these markets and
canvassing the same types of customer.

Risks linked to herding are undoubtedly most evident in respect of operations in international markets.
The growth in lending by Belgian banks to emerging markets provides an illustration of this. These
banks were late arrivals in these markets, where they did not generally have a historical presence. In
1996 and early 1997 they sharply increased their volume of lending, mainly short-dated and to the
banking sector. In the short term this structure enabled a more rapid reduction of positions in response
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to the crisis in South-East Asia. However, in the longer term this stop-go approach will not facilitate
the structural development of new business and the establishment of lasting relationships.

3.2.3 Tie-ups with other credit institutions

Reducing costs and diversifying business are strategies that can be pursued individually. They can also
be implemented by way of tie-ups with other credit institutions. Such grouping operations started in
the small bank segment many years ago. The number of credit institutions with majority Belgian
participation fell from 117 in 1980 to 63 in 1997; in the same period, however, the number of
subsidiaries and branches of foreign banks rose from 59 to 71. But from 1996 the scale of operations
changed decisively. In three years the structure of each of the nine largest Belgian banks was radically
transformed:

e CGER, SNCI and Générale de Banque were grouped together in stages under the aegis of the
Fortis holding company, itself the result of a tie-up between the Belgian insurance company AG
and the Dutch insurance company AMEV;

¢ Crédit Communal de Belgique formed with Crédit Local de France the Dexia banking group;
e BBL was taken over by the Dutch bank ING;

e the banking group CERA, the financial group KB Almanij and the insurance group ABB merged
within the KBC group; and

¢ BACOB took over the business of Paribas Belgium and Paribas Netherlands.

These large-scale operations are still too recent to allow an assessment of their results in terms of
income growth and cost reduction. The increase in size, however, should provide the institutions
concerned with various benefits, such as a more extensive division of labour and a more efficient
organisation of resources. It will also be possible to write off investment expenditures necessitated by
new computer technologies on a large number of operations. Furthermore, offering a wider range of
services will enable better exploitation of potential synergies and increase customer loyalty.

However, the timing of these operations is a source of concern. The groupings took place at a later
date than in some neighbouring countries, in particular in the Netherlands, such that they are combined
with an acceleration of structural changes, the introduction of the euro and the year 2000 issue. These
various problems must be tackled together with the organisation and management of mergers and
acquisitions. In Belgium, these often take place under complex conditions that make it more difficult
to reconcile cultures and harmonise procedures.

3.3 Interaction between structural changes and economic environment

While Belgian credit institutions, like all their European counterparts, have to make difficult strategic
decisions, they have, over the past few years, been able to benefit from favourable macroeconomic
conditions. First, the improved economic climate has helped confine credit risks. Second, the
transition to a low-inflation environment, a prerequisite for the introduction of the euro, has brought
about a sharp fall in both short-term and long-term interest rates.

This generalised downturn in rates has temporarily enabled Belgian banks to increase income derived
from their major activity of transforming short-term liabilities into longer-term assets. It has also
allowed high capital gains to be made on public debt securities portfolios. Over the past three years
these capital gains have represented on average 8.5% of Belgian banks’ gross income (Table 5).
However, this proportion only corresponds to booked capital gains. In Belgium, the principle of
marking to market does not apply to the component of portfolios held for investment rather than
trading purposes (a component which represents over 90% of total portfolios). For this reason, most
Belgian banks have considerable latent capital gains on their fixed-income investment portfolios.

Paradoxically, these good macroeconomic conditions have not just had positive consequences. They
have, of course, been beneficial for institutions which embarked on their strategic reorientation at a
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sufficiently early stage. For many banks, however, they may have contributed to reducing the sense of
urgency. Thus some credit institutions may have been tempted to put off their efforts at adaptation, not
sufficiently realising the temporary nature of the growth in certain sources of revenue.

Table 5
Capital gains/losses on securities portfolios shown in Belgian banks’ profit and loss accounts
In billions of francs

1993 1994 1995 1996 1997
Trading portfolio’ 8.9 -1.0 8.0 8.0 54
Investment portfolio® 26.3 18.5 31.3 31.6 44.7
Total 352 17.5 39.3 39.6 50.1
Total, as a percentage of bank income 7.9 4.0 8.4 7.7 94

! Realised capital gains/losses, plus positive or negative differences in valuation.  ? Realised capital gains/losses.
Source: National Bank of Belgium.

Paradoxically, these good macroeconomic conditions have not just had positive consequences. They
have, of course, been beneficial for institutions which embarked on their strategic reorientation at a
sufficiently early stage. For many banks, however, they may have contributed to reducing the sense of
urgency. Thus some credit institutions may have been tempted to put off their efforts at adaptation, not
sufficiently realising the temporary nature of the growth in certain sources of revenue.

Even if the downward trend in rates in Europe does not come to an end, it may at least slow down
sharply. Although credit institutions profit from falling rates, they are penalised when interest rates are
maintained at a low level, due to a compression of the interest margin obtained on liabilities such as
sight and savings deposits that are remunerated at below-market rates or not at all.

Those negative effects linked to a low level of rates might be compounded by the negative effects of a
potential reversal in economic activity, which would be all the more harmful for banks if they result
from developments in the financial sector of the economy (stock market falls, financial and banking
crises in Japan and in numerous emerging markets, etc.).

The short-term favourable effects of the drop in rates on profitability have perhaps deluded not only
the banks but also the financial markets themselves. These two consequences may indeed be linked.
Faced with shareholder pressure, many banks have underlined the improvement in their results. This
type of reaction has not been limited solely to Belgian banks but has been a much more general
phenomenon. It has often led banks to set ambitious objectives with a view to better positioning
themselves in the face of the wave of mergers and acquisitions. The financial conditions in which
some of these grouping operations were realised were clearly based on the achievement and
maintenance of high profitability.

A large number of European credit institutions thus aim to match the levels of profitability attained by
the US banks, for which the average return on equity is currently in the order of 20%. It is, however,
questionable whether it is realistic to envisage maintaining such results on a lasting basis, when the
long-term rate for risk-free investments has fallen well below 5% and, for a large amount of its
business, the banking sector has undoubtedly reached maturity.

4. Implications for the prudential authorities

In view of the specific context in which Belgian banks have to adapt their structures and business, two
major themes will guide the action of the prudential authorities.
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4.1 Surveillance of strategic risk

The first concerns the attitude to be adopted by the supervisory authorities in the face of strategic risk.
Selecting a strategy constitutes the fundamental task of a credit institution’s senior management.
Directly involving the authorities in this process would be not only inappropriate but also dangerous
since it might entail certain liabilities in the event of failure of the options suggested.

At the same time, the prudential authorities cannot completely dissociate themselves from these
decisions which will condition the nature and extent of risks incurred by banks.

The main protection resides in the quality of management. The Belgian authorities have always rightly
attached great importance to the licensing terms for credit institutions and to the quality and expertise
of senior management. This emphasis on essentially qualitative criteria must be strengthened and
extended to all banking activities. The various types of banking risks cannot be exclusively measured
on the basis of numerical indicators; they must also be evaluated by taking account of the degree of
development and precision of the control procedures set up in the institutions themselves. It must be
acknowledged, however, that this approach is less easy than a quantitative examination since it entails
the assessment of essentially intangible elements.

Without interfering in the running of banks, prudential supervisors could regularly discuss with credit
institutions the strategic directions adopted and verify the adequacy of existing structures to the
strategy envisaged. Such a suggestion would undoubtedly be controversial. However, it could be
argued that simply organising such discussions would in itself force certain banks, particularly the
smallest, to devise precise strategies and be aware of the demands associated with them. The dangers
of incompatibility or emergence of excess capacities could thus be better appreciated. The emphasis
could also be put on the nature and quality of the various sources of profit, bearing in mind their risks
and potential cyclical character.

4.2 Cooperation between prudential authorities

The second theme follows naturally from the numerous mergers and acquisitions that have recently
taken place in Belgium. These operations are only a manifestation of a more fundamental
internationalisation of financial markets, and have, for some years now, been of concern to the various
prudential authorities. Harmonisation measures have progressively been developed, particularly in the
form of the Basle Committee’s recommendations and EU directives.

Beyond these formal rules, exchanges of information and cooperation procedures between authorities
have increased. These efforts must be intensified and expanded since tie-ups between financial
institutions are taking on new forms by the day. In this matter Belgium is most particularly concerned
by two major developments.

With Fortis and Dexia, the Belgian banking sector is directly involved in two of the three large cross-
border groups that have recently been created following mergers between large banks of different
nationalities (the third being Merita-Nordbanken which groups a Swedish bank and a Finnish bank).
Such operations raise specific questions in respect of surveillance that are very different to those
related to mergers between entities from the same country or mere acquisitions of foreign banks. It
seems all the more important to develop appropriate control procedures since there is a high
probability that such mergers will increase.

In addition, a large number of Belgian credit institutions have diversified into insurance in a big way.
Although the development of bancassurance has by no means been limited to Belgium, the magnitude
assumed by this type of diversification highlights the particular need to ensure better coordination
between the authorities responsible for controlling financial activities that are sometimes very different
in nature.

These two examples could obviously be supplemented by many others. Thus the recent upheavals in
several Asian financial centres and in Russia are sufficient evidence that cooperation cannot be
restricted to a limited number of countries but must be extended to emerging markets.
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5. Conclusion

While the Belgian banking sector has not been sheltered from the numerous convulsions that have
affected worldwide financial markets, it has until now shown a fair degree of stability. There has been
no disaster or generalised crisis. This solidity is largely explained by the fairly traditional structure of
Belgian banks’ business. Assets comprise a very high proportion of interbank claims and public debt
securities, reducing the relative share claims on individuals and companies.

The effects of this structure are positive in terms of risk but negative in terms of return. Belgian credit
institutions have to make do with lower profitability. In financial markets in relative equilibrium, such
a handicap can be offset fairly easily by reduced capitalisation, enabling a reasonable return on equity
to be guaranteed despite a low return on assets.

But the margin for manoeuvre becomes much narrower when the markets are undergoing, as is
currently the case, profound transformations. Banks have to diversify business, search for new markets
and make heavy investments to improve the quality of services offered. They must also position
themselves in the face of the wave of mergers and acquisitions. In such an environment, the main risk
incurred by Belgian credit institutions is clearly strategic in nature. They must embark on a major
effort at adaptation with limited capitalisation and fairly low profitability, while seeing that an
appropriate strategy is selected.

This challenge is not new, as Belgian banks have already had to adjust to several changes. Until now
this adjustment mainly took place within the context of existing business structures. Banks have thus
juxtaposed several of the new banking distribution technologies and their traditional network and have
also managed to integrate the phenomenon of disintermediation by turning it to their advantage. The
development of mutual funds in particular has substantially enabled banks to maintain their market
share in collecting savings.

But this process of adaptation by “internalisation” has its limits. The introduction of the euro will
accelerate and intensify the changes under way, forcing banks to reconsider the very structure of their
activities. The structure of the network and the adequacy of capacities will need to be reconsidered.
New techniques will need to be explored.

These strategic measures may be undertaken on an individual basis or through mergers and
acquisitions. Unlike the operations of the previous 15 years, which had mainly affected smaller
institutions, the banking groupings of the past three years have been large-scale since they have
involved each of the nine largest institutions active in the Belgian market.

Any change in strategy in itself raises difficulties of implementation which might be sharply
accentuated by the recent development of the economic environment.

Over the past few years all European banks have been able to do business in especially favourable
conditions. The transition to a low-inflation environment, imposed as a prerequisite to the introduction
of the euro, has brought about a generalised fall in both short and long-term interest rates. The
downturn in rates has temporarily enabled banks to increase earnings from maturity transformation
and to achieve high capital gains on their securities portfolios.

But these favourable conditions are transitory. Stabilisation of rates at a low level has the effect of
compressing the margins obtained on the reinvestment of resources with low interest rates such as
sight deposits.

Those negative effects linked to the structure of rates might be compounded by a potential reversal in
economic activity, which would be all the more harmful for banks if they result from developments in
the financial sector of the economy (stock market falls, financial and banking crises in Japan and in
numerous emerging markets, etc.). This deterioration in the environment could especially penalise the
credit institutions that have put off reorienting their strategy. The organisation of a structural change
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which has for many banks taken the form of complex mergers and acquisitions will have to be
combined with the management of a crisis in the financial markets, the introduction of the euro and the
year 2000 issue.

These developments initially suggest that the prudential authorities need to monitor strategic risks.
Without interfering in the running of banks, they should verify the adequacy of existing structures to
the strategies envisaged by way of regular discussions with the senior management of credit
institutions.

Insofar as mergers and acquisitions have the effect of blurring both geographical barriers and
distinctions between categories of business, prudential authorities must also intensify their
cooperation. Belgium offers two examples of situations where the need for coordination among
supervisory authorities will make itself felt particularly: the formation of cross-border groups by
merging large institutions of different nationalities and the growth of bancassurance.
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The restructuring of the Swiss banking system

Christian Braun, Dominik Egli, Andreas Fischer,
Bertrand Rime and Christian Walter

1 Introduction’

1.1  The Swiss banking system

The Swiss banking system is characterised by universal banks. With the exception of insurance,
which needs a special license, any authorised bank may offer the entire range of banking services. In
practice, however, only the largest banks are truly universal banks. Most smaller banks are more or
less specialised. Up to 1994, official statistics classify eight different kinds of banks: Cantonal banks,
big banks, regional banks, Raiffeisenkassen, other Swiss-owned banks, foreign banks, finance
companies, and private banks. At the end of 1994, the category “finance companies” was eliminated.
The companies belonging to this category had to either become banks or exit the market. As Table 1
shows, most former finance companies became foreign banks.

The big banks conduct virtually all banking activities, and played an important role in the domestic as
well as the international markets even prior to the merger of UBS and SBC. The cantonal and regional
banks concentrate their businesses to the domestic market and, although also being universal banks,
tend to emphasise mortgage lending. The same can be said for the Raiffeisen banks. Private banks
engage mostly in portfolio management, while foreign banks are specialised in foreign-exchange
trading, trade finance, underwriting, securities trading, and portfolio management. Finance companies
have been involved in various kinds of capital market and lending activities.

1.2 Restructuring of the industry

Table 1
Number of banks and finance companies, 1984-97

84 85 86 87 88 89 90 91 92 93 94 95 96 97 Increase

1986-97
Cantonal banks 20 29 29 29 29 29 29 28 28 28 27 24 23 23 ~21%
Big banks 5 5 5 5 5 5 4 4 4 3 3 33 3 ~40%
Regional banks 216 215 214 213 212 209 203 188 173 154 134 122 114 112 ~48%
Raiffeisen banks 2 2 2 2.2 2.2 2 2 2 1 1 1 1 =50%
Other Swiss—owned banks 82 85 88 91 89 91 92 92 93 87 8 84 81 80 2%
Foreign banks 119 120 125 128 133 135 142 146 ‘148 156 153 155 157 152 28%
Finance companies 103 112 119 130 133 137 130 112 101 79 - 71 ~31%
Private banks 24 24 24 23 22 22 22 19 18 18 17 17 17 16 -33%

Sources: Swiss National Bank, Das schweizerische Bankwesen 1993 (p.22), Die Banken in der Schweiz 1996 (p.21),
corrected by majority holdings: SVB by CS since 1993, SoBa by SVB since 1995, Neue Aargauer Bank by CS since 1995,
Bank Wartau-Sevelen by SBV since 1995, Bank in Gossau by SBV since 1995, CEPY by Banque Cantonale.

This section was written by Dominik Egli.

For more comprehensive surveys of the Swiss banking structure see Birchler and Rich (1991) or Meier and Mathinsen
(1996).
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Table 1 lists the evolution of the number of banks and finance companies from 1984 to 1997. As the
raw numbers indicate, the Swiss banking industry has undergone a strong concentration process. Out
of 29 cantonal banks, 6 were taken over or merged, nearly half of the regional banks disappeared, and
the number of big banks effectively diminished from 5 to 3. The process has not come to an end yet,
as becomes clear with the merger of UBS and SBC in July 1998. The new UBS is presently the
second largest financial institution in the world. The decline of the number of Raiffeisen banks from
2to 1 has resulted from the merger of the two central institutions in 1994. The evolution of the
number of foreign banks and finance companies are mostly due to regulatory changes (see above),
while the number of private banks has declined by one third.

Figure 1
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Raw numbers only tell part of the truth, and one is wondering how the shares of total bank assets of
the different groups evolved over the same time horizon. As Figure 1 shows, in the long run, we
observe a striking increase in the significance of the big banks, whereas the importance of the
cantonal banks and especially of the regional banks has sharply declined. As Figure 2 indicates, this
process is continuing. The big banks’ share in total assets rose by about ten percentage points between
1993 and 1997 with the losers still being the regional and the cantonal banks.

Figure 2
Shares of total bank assets per bank group, 1984-97
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The data also show that the fall in the number of regional and cantonal banks was accompanied by a
declining importance of these subgroups for the Swiss banking sector, while that of the big banks rose

sharply.

Figure 3 shows the impact of the concentration process on domestic employment in the Swiss banking
sector. Over the last decade, overall domestic employment in the sector has decreased by 7.2%, in the
big banks by 5.2%. Employment at Swiss banks abroad has nearly doubled, mostly due to the foreign
expansion of the big banks. Overall, the Swiss banking sector in 1997 employed 1.75% fewer people
than in 1988.
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Figure 3
Employees in the Swiss banking sector

I All banks
—&— Big banks

88 89 90 91 92 93 94 95 96 97

The new UBS plans to reduce overall employment by 13,000 persons, of which 7,000 in Switzerland.
Relative to 1997, this amounts to a ceteris paribus reduction of 10.9% of total employment of the
Swiss banking sector, 6.6% domestic and 47% foreign.

Another fact worth mentioning is the insertion of Winterthur Versicherung into the Credit Swiss
Group, with the latter becoming one of the world’s largest all finance corporations.

Last but not least, PTT, the Swiss mailing company, recently started to extend its financial services.
Under the heading “postfinance”, PTT now offers life insurance and three investment funds. PTT
maintains 3,700 branches and settles 70% of the intra-Swiss remittances.

2  The impact of the restructuring on monetary policy’

The restructuring of the Swiss banking system in the 1990s has not resulted in any fundamental
changes in the SNB’s medium-term strategy for monetary policy. The greater concentration of the
banking system particularly among the largest banks, however, raises questions concerning the
implementation of policy, in particular with respects to liquidity management and lender of last resort.

2.1 Liquidity management

The current medium-term monetary policy strategy of the SNB is framed around a 5-year target
growth path for the monetary base.* The multi-annual strategy, covering the period from the end of
1994 to the end of 1999, envisages an annual average increase in the seasonally-adjusted monetary
base of 1%. The growth path represents an “ideal” trend that would result if inflation remained stable
at roughly 1% and real GDP growth corresponds to its potential of 2%. Within this framework, giros
have a dual function. First, they act as an instrument in the SNB’s efforts to control the monetary
base. Expected giro levels are set consistent with the SNB’s projected level of the monetary base for
the next quarter. Second, giros serve as an indicator in the very short run. The daily evolution of giros
provides the SNB information so that it can respond quickly to changing liquidity demands and thus
prevent too pronounced swings in the overnight rate.

The banks’ demand for giros arise from their settlement needs and the restriction that all banks in
Switzerland are subject to liquidity requirements that can be fulfilled either through giros, postal

This section was written by Andreas Fischer.

See Rich (1997) for a discussion concerning the history of monetary targeting in Switzerland. The monetary base is the
sum of the notes in circulation plus the reserve accounts of the banking system with the SNB (called giro accounts).
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checking accounts or vault cash. The largest share of the required reserves of the large Swiss banks is
held in the form of giros and postal checking accounts. From time to time, the large Swiss banks may
abruptly shift their liquidity needs from giros to postal checking accounts or the other way around.
The idiosyncratic substitution of liquidity positions may be interpreted as a shock by the SNB,
because it is difficult to identify the source of the sudden shift in demand for giros, which may stem
from real factors or from the substitution between giros and postal checking accounts. The inability to
identify the shock immediately stems from the fact that the SNB and the market do not know the total
liquidity position on a given day. Although the SNB knows the giro and the level of notes on a daily
basis, it receives the positions of the postal checking accounts with a lag of one month. If the large
shifts in the giro demand are not properly identified, a shock manifests itself in the overnight rate,
which can spill over also into short-term interest rates. As a result, there is the danger that the
substitution between giro and postal checking accounts may have a more prolonged effect on short-
term interest rates than is desired. Under such circumstances of uncertainty, the substitution in the
liquidity positions, which are often a function of the size of the bank, forces the SNB to smooth
interest rates more than it initially intended.

Recently, the SNB has introduced a repo market, which is open to a wide range of banks operating in
Switzerland. Thus far, the repo market is dominated by the large Swiss banks. The current structure of
this market implies that large shifts in liquidity positions among the large banks can still occur.

2.2 Lender of last resort

The trade-off between the moral hazard cost of the lender-of-last-resort-role and the benefits in
preventing financial crises has greater repercussions when the banking system is dominated by a small
number of actors. The recent merger between UBS and SBC has elevated concerns of “too-big-to-fail”
within the Swiss banking system. Mergers of this size could also have indirect consequences for the
future behaviour of other financial institutions. Knowing that the central bank will prevent a financial
crisis if it appears imminent encourages other financial institutions to undertake less precautionary
measures against systemic risks. Although the SNB is not legally responsible for monitoring banks in
Switzerland, it has stepped up its efforts to gather information of banking activity.

3  The impact of the UBS merger on systemic stability®

3.1 Introduction

The dominant position of the new UBS in all important domestic bank operations (especially
domestic lending and retail banking), and the likelihood of the bank becoming even more
internationally oriented than it already is, raises questions concerning systemic stability. Systemic
stability is an issue since a banking failure can cause social costs well beyond the private costs. Social
costs appear when banks, which are tightly linked with other market agents go bankrupt. In
Switzerland, this primarily applies to the two (formerly three) big banks, which are not only linked
with each other (through the interbank market, reputational externalities, joint operations, etc.), but
also have close ties to other Swiss banks and the Swiss corporate and household sectors.

The effective or presumed system-level relevance of individual banks leads to the so-called “too-big-
to-fail” (TBTF) problem; i.e. expectations by market agents that banks with system-level relevance
can rely on government aid if they get into financial difficulties. These expectations act to stabilise
the system in the short term, as they reduce the risk of a run on the banks. At the same time, they
create a competitive advantage for the affected banks through lower refinancing costs. However, they
have a series of negative side effects. One effect is the distortion of competition due to the implicit

> This section was written by Christian Braun and Christian Walter.
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guarantee, which is equivalent to a government subsidy through the transfer of assets from the
government to the shareholders of the banks in question. A second effect is the hampering of market
discipline, caused by the risk-independent rates for borrowing by these banks. This effect leads to a
long-term increase in systemic risk. In Switzerland, such TBTF expectations focus primarily on the
big banks. Both big banks are regarded as warranting a rescue bid because of their size and the extent
of their ties to other market agents.®

Through the merger, two of the banks with system-level relevance now form a single bank. This
increases the risk to the system by further reducing the scope for diversification at the level of
individual banks. Although the market share of the new UBS is likely to be less than that obtained by
simply adding the market shares of the two partners in the merger, its market shares in the domestic
interbank, lending and deposit-taking businesses will be well above those of the previous market
leaders. A failure of the new bank certainly would cause external costs on a previously unknown
scale.

Assuming that a payments crisis at the new UBS would result in promises of government aid, there
would be potentially massive transfer payments at the expense of the federal budget. Because of the
particular nature of the subject, however, it is impossible to estimate the funding required. In any
event, the present regulatory system with its weaknesses of early recognition of problems and lack of
obligation to intervene at an early stage, offers no guarantee that a UBS with payments problems, and
the resulting government bailout, would imply only a minimal burden to the national budget. For
instance, a 3% deficit in cover for liabilities would leave a shortfall of around CHF 20 billion (about
5% of GDP)!

The decisive question for the purposes of system protection is the size of the potential risk posed by
the new UBS. A central factor here is the bank’s business strategy. It is, 0f course, difficult at present
to assess the new bank’s characteristics in terms of risk tolerance, quality of risk control and capital
adequacy. It can, however, be said that the management is aiming at ambitious returns on equity. In
the short term the potential for cost savings in domestic retail banking should make it possible to
achieve above-average returns. In the long term, however, a marked rise in the return on equity is
dependent on a permanent increase in the ratio between growth in cash flow and growth in equity.
Although a long-term increase in return on equity is consistent with capital market equilibrium, it
does imply a permanent increase in risk; i.e. a permanent increase in the volatility of returns.

Table 2
Relationship between return on equity and systematic volatility

Activity Beta Return (%) Systematic volatility (%)
Full-service banking 0.97 9.8 194

Retail banking 1.09 10.5 21.8
Investment banking (national) 1.16 11.0 232
Institutional asset management 1.21 11.3 24.2

Private banking 131 11.9 26.2
Investment banking (global) 1.51 13.1 30.2

Sources: Matten (1996), p. 97, and own calculations.

Table 2 above illustrates the increase in volatility of returns associated with an increase in return on
equity. It shows three ratios for international banks grouped by their primary activities. The first
shows the sensitivity of share prices of the banks involved to changes in the corresponding market

6 The actions of the central bank in the “Chiasso affair” at Credit Suisse in the seventies are, at the very least, not

inconsistent with this assessment.
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indices. For example, a value of 1.2 for this ratio (known as the beta in financial theory) means that a
1% change in the relevant market index will on average result in a 1.2% change in the same direction
in the share price. A central result of financial theory is that the expected return on a share is an
increasing function of the beta. The second ratio in the table shows the return to be expected on the
basis of the beta, based on the parameters for the Swiss stock market,” while the third ratio shows the
systematic volatility in the return on equity. This is the portion of the fluctuation in return on a share
which is due to changes in the market as a whole. These changes cannot be avoided by portfolio
diversification. The systematic volatility of a share is the product of the beta and the volatility of the
market index.

According to the table, the increased emphasis on asset management and international investment
banking proposed by the new UBS, is consistent with a long-term increase in the return on capital
employed. It does, however, imply an increase in the systematic volatility. It is important to note that
the systematic volatility is simply the volatility caused by the market as a whole; there is also a
company-specific component, which is likely to be substantial for the new UBS for some time.

Greater fluctuations in returns for the new UBS (compared with that of its two constituent banks) is a
matter of concern in terms of systemic stability. Thus, from a static point of view, there is now an
increased risk of a very large financial group becoming insolvent. Risk control at the new UBS will be
of vital importance to the resulting potential risk. A sound risk control culture at all levels and in all
business areas and markets is crucial to meet the risk management requirements of the new UBS.

3.2 Implications for bank regulators

So far, the Swiss Federal Banking Commission (SFBC) has not paid special attention to the unique
position of the big banks in terms of system protection. The most important element in bank
regulation, capital adequacy, does not distinguish between banks with system-level relevance and
those without. The SFBC has also devoted only a minor part of its resources to supervise the big
banks, although these banks not only occupy a special position in terms of risk to the system but also
have a more complex risk profile than other banks. However, the SFBC has recently announced plans
to strengthen the supervision of the big banks.

The SFBC’s proposed concept for the supervision of the big banks involves three elements: first,
strengthening internal and external auditing; second, closer contact between the SFBC and the
managements of these banks; and third, increased on-site inspections, also involving the banks’
foreign branches.

These measures are to be welcomed. They will enable the SFBC to form its own picture of the risk-
generating processes within these banks. They should also enhance the ability of the SFBC to identify
problems at an early stage. In addition, the Swiss National Bank has, as lender of last resort, a pre-
eminent interest in the solvency of the big banks. However, based on experience in other countries, it
is not clear whether the proposed measures alone will be sufficient to limit the systemic risks — and
the potential costs to the public sector — to an acceptable level. Hence, additional measures, e.g.,
mandatory early intervention, might be worth considering.

7 For the calculation of returns and systemic volatility, the risk-free Swiss interest rate is assumed to be 4% while the risk
premium and volatility of the Swiss equity market are put at 6% and 20% respectively.
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4  The impact of the UBS merger on competition in retail banking®’

4.1 Introduction

On 1st July 1998, the UBS and the SBC, two of the three Swiss big banks, merged to form the new
UBS. The announcement of the merger in December 1997 triggered a heated debate about its
competitive impact. On the one hand, two economists from the University of Lausanne (Damien
Neven and Thomas von Ungern-Sternberg) forcefully argued that the merger would have a severe
impact on competition in the retail banking segment, especially for loans to small and medium-sized
enterprises (see Neven and von Ungern-Sternberg (1998) and von Ungern-Sternberg and Neven
(1998)). On the other hand, two expertises requested by the UBS countered Neven and von Ungern-
Sternberg mainly on their definition of the relevant markets as local (see Volkart (1998b) and Watter
(1998)). Since relevant data are not publicly available, the discussion was partly based on plausibility
grounds, partly on sheer assertions.

In May 1998, the Wettbewerbskommission, the Swiss antitrust agency, decided to force the new UBS
to sell 25 branches as well as two subsidiary banks, namely the Banco Gottardo and the Solothurner
Bank. The UBS will have to make a list of 35 branches out of which a potential buyer can pick 25
branches at will. The list of the 35 branches will have to be accepted by the Wettbewerbskommission.
The UBS has to consider branches in the three main language regions and in eight specified regions
which are critical from an antitrust point of view. In addition, UBS has to maintain credit lines to
those clients which had loans at one of the merged banks at least up to year 2004. Last but not least,
the UBS is not allowed to quit partnership agreements in infrastructure enterprises.

In this study, we will investigate the competitive impact of the merger empirically. The two main
questions we will look at are:

e What is the impact of the merger on concentration in the Swiss retail banking sector?

e What are the expected consequences of the change in concentration on competition in the Swiss
retail banking industry?

To answer the first question, we have computed the Herfindahl index and the three-firm concentration
ratio for the product groups “loans and mortgages” and “savings deposits”. In order to estimate the
impact of the merger we have compared the concentration indices for 1997 with the indices which
would have prevailed if the two banks had been merged already at that time. The analysis shows a
considerable impact of the merger for both concentration indices and product groups, especially in
cantons with previously low concentration indices.

In order to answer the second question (i.e. the possible impact of the merger on competition), we
have estimated the relationship between concentration and prices for the period 1987 to 1997. We will
take two different points of view about the impact of concentration on competition. First, we analyse
how concentration interferes with prices between the cantons. Second, we examine the relationship
between concentration and prices over time. We call the former “canton-analysis”, the latter “time-
analysis”.

For both approaches, we have tested three hypotheses. First, the contestable-market hypothesis which
suggests no relationship between concentration and prices, in our case interest rates. Second, the
structure-performance hypothesis which suggests a negative (positive) relationship between
concentration and deposit (loan and mortgage) rates. Third, the market-efficiency hypothesis which
suggests the opposite relationship. From an antitrust-policy point of view, the rejection of the

This section was written by Dominik Egli and Bertrand Rime.

We would like to thank Jean-Marie Antoniazza Robert Fluri and Susanne Ziegler-Peter for excellent data assistance and
Urs Birchler for helpful discussions.
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structure-performance hypothesis would indicate that the merger has no negative impact on
competition.

Our main results can be summarised as follows:

e The canton-analysis shows that the efficient-market hypothesis cannot be rejected for deposits as
well as mortgages for small cantons, whereas the contestable-markets hypothesis cannot be
rejected for both products for medium and large cantons.

e The time-analysis shows that the structure-performance hypothesis cannot be rejected for
deposits, especially for large cantons. For mortgages, the contestable-market hypothesis cannot be
rejected.

These results suggest that antitrust policy should concentrate on changes of concentration indices, and
not on absolute levels. An extrapolation of these results on the UBS merger, however, should be made
with caution. Our estimations are based on a period with more or less steady changes of
concentration. Overall, these changes are of the same magnitude as the impact of the UBS merger.
However, the merger is a one-time shock, not a steady change. As we will argue below, the merger
might considerably influence the game oligopolists play in Swiss retail banking markets.

4.2 Definition of relevant markets for deposits, loans and mortgages

In our empirical analysis we will look at two product groups relevant for households and small
businesses: (1) loans and mortgages, and (2) savings deposits.

For antitrust considerations, defining the relevant geographic market is of considerable significance.
By construction, the Herfindahl index is higher for narrowly defined markets. Consequently, merging
banks tend to define their market broadly,'® while antitrust agencies stick to more narrow definitions.
As noted by Simons and Stavins (1998), the US agencies, “consider a local, economically integrated
area to be a banking market. In practice, this usually means a city, a metropolitan statistical area, or a
rural county.” Similarly, the German Bundeskartellamt chose a very close definition in evaluating the
competitive impact of the merger between the Bayrische Volksbank and Hypobank in Bavaria. Such
small markets as the towns Kempten, Augsburg or Rosenheim have been defined as relevant markets.

The fact that anti-trust agencies define local markets as relevant does not necessarily indicate that this
is economically appropriate. We therefore investigate the theoretical considerations which should
govern the definition of relevant markets as well as the empirical findings on these questions.

The appropriate definition of a market depends on the products in consideration. Kwast, Starr-
McCluer and Wolken (1997) indicate that related market power problems in the banking industry are
only to be expected for “locally limited products”. In their view, locally limited products are those
consumed by households and small businesses. It still remains to define the products actually falling
into this category, and what “locally limited” exactly means. Without doubt, today a household has
the opportunity to buy and sell stocks not only via the bank at its residence. It can also open a deposit
account at a bank located at a more distant place. Similar considerations count for other banking
products. However, the question is not where consumers and small businesses could do their business,
but where they actually choose to do so. In the following, we will give some theoretical arguments as
to why we think the products chosen are carried out locally, and will review the evidence. This is
followed by a discussion of the geographical definition of markets we have employed.

Loan and mortgage markets are characterised by asymmetric information, and based on this, banks
can be seen as delegated monitors (Diamond (1984)). Monitoring is less costly the closer a bank and
its customers are located. Different regional markets can have distinctive characteristics, which create
a potential for economies of scale in information gathering.

% In the application for the merger, UBS defined the relevant market for loans as the national market (Watter 1998).
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Depositors use their deposit accounts not only for savings but also for payment services. The closer
the bank, the lower are the transportation costs. Also, reputational effects can provide incentives for
depositors to prefer local banks.

Additionally, combining loans or mortgages and payment services at the same branch helps the bank
to get information about a specific customer and improves monitoring quality, from which both
parties may profit. It may also reduce the transactions costs of the customer.

Based on US data for 1992 and 1993, Kwast, Starr-McCluer and Wolken (1997) report that 97.5% of
households and 92.4% of small businesses using financial services had at least one account at a local
depository institution, which for 96.5% and 93.5% was the primary account. In contrast, only 20.2%
of households and 8% of small businesses had accounts at non-local depository institutions. By
“local”, the authors mean within 30 miles of residence or headquarters. The services most likely to be
purchased locally are checking, savings and money market accounts, lines of credit, and certificates of
deposit. Moreover, the authors examine the degree of clustering of financial services by households
and small firms at their primary bank. Interestingly, clustering occurs for those services that are
predominantly purchased locally, from which Kwast, Starr-McCluer and Wolken (1997) conclude that
“a strong circumstantial case can be made that small businesses, as well as households, frequently
tend to cluster their purchases of certain financial services at a local depository institution. Unlike
households, the cluster for small businesses appears to include not only asset services, but also
important credit and non-financial management services” (p. 988f). These results confirm those of an
earlier study by Elliehausen and Wolken (1990). Rhoades (1996a), surveying the available evidence,
concludes: “Evidence indicates that local market areas are generally the appropriate focus for analysis
of the competitive effects of bank mergers. In particular, surveys of both households and small
businesses point strongly toward the relevance of geographical markets” (p. 344).

The relevant market definition can change over time. What immediately comes to mind are electronic
banking, ATMs and the like. Electronic banking has the potential to significantly reduce information
and transaction costs for some products like checking and savings accounts. Their short- and medium
term impact should, however, not be exaggerated. Electronic banking today is still relatively costly.
One needs a PC and an access to the Internet, and the ability to use these tools. It will certainly take
decades until most customers have equipment, skills and enough confidence to move to electronic
banking. In addition, electronic banking does not reduce information costs for products where the
bank has to rely on information about local markets. In these cases, the advantages of clustering
services still induce customers to stick to the local bank, even if some services could also be provided
electronically by a distant bank. It might be the case that the customers will do part of their banking
business electronically, but this will not influence the relevant market definition as long as the
customers do not switch to a more distant bank. On the possible influence of ATMs, Rhoades (1996a)
concludes: “ATMs are not a substitute for a branch and are not the broad-based retail platform for the
delivery of banking services that will ultimately constitute retail electronic banking” (p. 353).

Securitisation of loans and mortgages might also reduce the monitoring incentives of banks. But since
the incentive to monitor only vanishes after the securitisation of a loan or a mortgage, and the success
of a securitisation hinges on the reputation of the bank engaged, the influence is unlikely to be
particularly important.

For Switzerland, an additional argument against a narrow definition of the relevant markets is that the
merger will challenge the dominant positions of the cantonal banks.'' Since interest rates for the UBS
services are set nationwide, the ability of the local banks to exploit market power is reduced.
Although it might be true that the UBS will set nationwide interest rates, not leaving at least some
room to branch managers to adjust to local conditions would simply not be profit-maximising. It is
hard to believe (and in times of shareholder-value maximisation also hard to justify) that a bank
would refrain from making profits.

11 . . . .
Cantonal banks are state owned, and have to take public interests into consideration.
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The theoretical and empirical considerations indicate that the relevant markets for savings deposits,
loans and mortgages are local markets. The appropriate definition of “localness” remains a critical
point. The German Kartellamt, for instance, takes towns with less than 100,000 inhabitants as local
centres. As indicated above, Kwast, Starr-McCluer and Wolken (1997) define local markets as a
circle around the banking institution with a radius of 30 miles. For Switzerland, data for similarly
narrow markets are not available, but we dispose of data at the canton level. The Swiss cantons differ
substantially in size and population density. Most of them have more than 100,000 inhabitants and a
good part of them also have more than one central town which satisfies the definition of local markets
according to the Bundeskartellamt.

4.3 The impact of the UBS merger on concentration

Table 3 shows the number of banks active in each of the Swiss cantons. Clearly the canton Ziirich, the
centre of the Swiss financial system, hosts the largest number of banks. A lot of private banks are
located in Geneva, while only few banks are active in the smaller cantons like Uri, Schwyz, Ob- and
Nidwalden and the two Appenzells.

Table 3
Number of banks active in each canton, 1997
Ziirich 63 Glarus 7 Appenzell AR 7 Vaud 28
Bern 44 Zug 8 Appenzell IR 4 Valais 9
Luzern 14 Freiburg 17 St. Gallen 25 Neuchatel 7
Uri 5 Solothurn 14 Graubiinden 10 Geneve 55
Schwyz 8 Basel-Stadt 18 Aargau 19 Jura 9
Obwalden 6 Basel-Land 7 Thurgau 7
Nidwalden 5 Schaffhausen 14 Ticino 31

These figures are only indicative of the concentration of the banking systems by canton. More
informative concentration indices are the three-firm index C3 and the Herfindahl index H. The three-
firm concentration index is equal to the sum of the three highest market shares in the market under
consideration. If the C3 index is 100, there are at most three banks active in the market. The
Herfindahl index sums up the squares of the market shares. It can take values between 0 and 10,000.
The upper bound is reached when there is a monopolistic bank. For a market with two equally large
banks, the H index is 5,000, for three equally large banks 3,333. In a market where a large bank has a
market share of 80% and two smaller banks have market shares of 10%, the H index is 6,400. Note
that for all these cases, the C3 index is 100. The H index therefore entails more information than the
C3 index.

Table 4
Number of cantons with Herfindahl indices for different ranges
Loans and mortgages Savings deposits
1987 1997 UBS 1987 1997 UBS
0-1,800 6 3 0 6 3 1
1,801-2,500 9 11 7 8 il 8
2,501-3,200 1 2 6 1 2 6
3,201-10,000 10 10 13 11 10 11
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Our data stem from the yearly reports of the banks to the Swiss National Bank. Table 4 shows the
number of cantons with Herfindahl indices for different ranges.

For both product groups, the number of cantons with Herfindahl indices of less than 1,800 has
decreased in the last decade. The merger reduces the numbers to 0 and 1, respectively. At the other
end of the spectrum, in about 40% of the cantons the Herfindahl indices exceed 3,200 after the
merger.

Table 5 shows the increase in the Herfindahl index implied by the merger, again for different ranges.

For about half the cantons, the Herfindahl index rose by more than 200 points and for roughly one
fifth by more than 600 points. These are considerable numbers.

Another interesting question concerns the relationship between the level and the increase of
concentration implied by the merger.

Table 5
Increase of Herfindahl indices due to the UBS merger
Number of cantons with increases of different ranges

Loans and mortgages Savings deposits
0-199 10 13
200-399 6 5
400-599 3 4
> 600 7 4

As Table 6 shows, those cantons with an increase in concentration of less than 200 have pre-merger
Herfindahl indices higher than 1,800, most of them even higher than 3,200. Conversely, those cantons
with an increase of more than 600 predominantly had low pre-merger levels. The merger therefore
reduces the dispersion of concentration between cantons.

Table 6
Relation between pre-merger levels and increases of Herfindahl indices
Number of cantons

<200 201-400 401-600 >600
Savings deposits 0-1,800 0 1 1 0
1,801-2,500 4 2 1 3
2,501-3,200 1 1 0 2
3,201-10,000 8 1 0 |
Loans and mortgages  0-1,800 0 1 1 1
1,801-2,500 2 3 1 5
2,501-3,200 0 1 1 0
3,201-10,000 9 1 0 0

As another piece of information, we compare market size, measured by population size, with the
Herfindahl indices after the merger. Table 7 shows the ranges of the indices for the cantons with less
than 200,000 inhabitants, a criterion that half the cantons meet.

Obviously, the Herfindahl indices for the small Swiss cantons are very high, but the importance of
market size is spectacular.
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Table 7
Herfindahl indices after the merger for cantons
with a population under 200,000
In parentheses: all cantons

Loans and mortgages Savings deposits
0-1,800 0 © 0 (1
1,801-2,500 2 (N 2 (8)
2,501-3,200 1 (6) 2 (6)
3,200-10,000 10 (13) 9(11)

In the United States, the decision to investigate the impact of a merger on competition relies on DOJ
Merger Guidelines. According to the Guidelines, a merger potentially harms competition if the
Herfindahl index after the merger is higher than 1,800 and the merger leads to an increase of the
index of at least 200 points. In case both criteria are met, the federal agencies and the Department of
Justice analyse the impact of the merger under consideration. By doing so, they take possible
mitigating factors into account, such as competition from thrift institutions and credit unions, the ease
of entry, the attractiveness for entry, possible efficiency improvements implied by the merger, and the
number of firms remaining in the market (Simons and Stavins (1998)). If a merger is considered
anticompetitive, the merging bank is required to divest branches and offices as a condition for
approval. As von Ungern-Sternberg and Neven (1998) report, the US antitrust agencies already forced
the merging banks to sell branches in cases the Herfindahl index rose over 2,300. In some cases,
where the concentration was already high before the merger, the index was still close to 3,000 after
branches had been sold, and all the agencies could do was to prevent an even higher concentration.
The US agencies not only analyse planned mergers, but also provide support for banks planning to
merge, thereby reducing the number of cases they have to analyse for approval.

To conclude, if the Wettbewerbskommission had based its decision on the standards used in the
United States, it would, without doubt, have had to take serious actions.

To our knowledge, the C3 index is nowhere used as a basis for policy considerations. Nevertheless, it
is informative to look at. Qualitatively, however, the results are the same as for the Herfindahl-
indices, so we have left the tables for the Appendix.

4.4 The impact of concentration on competition

We approximate the impact of concentration on competition by investigating the relationship between
concentration and interest rates for savings deposits and mortgages.

The literature offers three possible effects that concentration can have on prices. The structure-
performance approach which takes concentration as exogenously given. Based on the banking-model
of Klein (1971), Hannan (1991a) shows that higher concentration allows the firms to exploit market
power and thus leads to less favourable prices for consumers.

The efficient-structure hypothesis, pioneered by Demsetz (1973), takes concentration as endogenous.
Firms differ by exogenously given efficiency levels. Firms with high efficiency levels set lower prices
and gain higher market shares. If there are economies of scale, banks in cantons with a small number
of large banks produce more efficiently than banks in cantons with an atomistic banking sector. In the
absence of market power, this leads to a higher concentration ratio and more consumer friendly prices
in the cantons with only few banks. In the same vein, banks in large markets could provide their
services more efficiently than banks in small markets. In addition, a high dispersion of efficiencies
leads to a high dispersion of market shares, which, in itself, results in a higher Herfindahl
concentration index compared to an industry with low dispersion of efficiencies.
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The contestable-markets theory (Baumol, Panzer and Willig (1982)) defines sustainable market
equilibria as a situation when no entry would be profitable given the equilibrium price. Due to the
threat of entry, the firms in the market are not able to exploit their market power in a sustainable
equilibrium.

The three theories have different implications for the relationship between concentration and prices.
According to the structure-performance hypothesis, there is a negative (positive) relationship between
concentration and deposit (loan) rates. Conversely, the market-efficiency hypothesis implies a positive
(negative) relationship between concentration and deposit (loan) rates, while under the contestable-
markets hypothesis there is no relationship between concentration and loan (deposit) rates.

Besides the three theories stated above, our results might be explained by other factors specific to the
Swiss banking system. First, the state-owned cantonal banks are major players in most cantons. Most
of them were founded in the second half of the 19th century, with the main goal to intensify
competition. Subsequently, this goal has been considerably diluted. Instead of intensifying
competition, the cantonal banks had to pursue public interests such as providing mortgages and loans
at favourable rates. One way to achieve these goals is to set consumer friendly interest rates. In
cantons, where the cantonal bank has a high market share, this effect may lead to a positive (negative)
relationship between concentration and deposit (mortgage) rates (market-efficiency hypothesis). In
addition, as the cantonal banks are not necessarily profit maximisers, they do not try to exploit their
market power. This serves as an alternative explanation for the absence of a relationship between
concentration and interest rates (contestable-markets hypothesis). Second, the Swiss big banks are
active in all cantons and set national reference rates for some products. In the absence of regional
discrimination, prices will probably not depend on local concentration in those cantons where the big
banks dominate the market (contestable-market hypothesis). For savings deposits, the possibility of
cantonal discrimination can be excluded as the big banks offer the same rate in all cantons. For
mortgages, the fact that the big banks set national reference rates until 1997 does not exclude cantonal
discrimination, as market power related margins may have been absorbed in risk premia.

As already said in the introduction, we use the decade prior to the UBS merger to discriminate
between the three hypotheses. This will allow us to make predictions concerning the impact of the
merger on future interest rates in the Swiss retail banking industry. There is an important caveat,
however. The changes in concentration in the past decade have been gradual, whereas the merger
implies a quite abrupt shift in industry structure. Moreover, the game played in the local oligopolies
may change in the future as the new UBS becomes the biggest player in some cantons where it
formerly only ranked in second or third position.

4.5 The model

The general specification of the model is as follows (see Hannan (1991a)):"
(1) rL;=0y+0, -CONC; +0,M; +03B; +¢;

(2)  rD; =By +B, - CONC; +BoM; +B3B; +v;

where rL; denotes the loan rate of bank i, rD denotes the savings deposits rate, CONC a concentration

index (either the Herfindahl or the C3 index), M a vector of market characteristics and B a vector of
bank characteristics.

As mentioned earlier (see Section 4.1), we estimate the relationship between interest rates and
concentration (i) between the cantons and (ii) over time, based on pooled data. For the canton
analysis, we introduce period specific intercepts. By doing this, we control for periods’ idiosyncrasies,

2" Hannan (1991b) suggests introducing market share together with its interaction with concentration in the estimated

equation. Our estimates based on this second specification do not differ substantially from those obtained with equation
(1) and (2), although colinearity problems appear because of the interaction term.
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such as the level of the competitive reference rate and the national average of the cantonal
concentration indices at a given time. Under this first approach, the coefficient of the concentration
index will capture the impact of changes in concentration from one canton to another, without respect
for the national trend in concentration. For the time-analysis, we include canton-specific intercepts.
This allows us to control for cantons’ idiosyncrasies, such as the average level of concentration in a
canton over the reference period. Under this second approach, the coefficient of the concentration
index will capture the influence of the variations in concentration over time, without respect for the
average level of concentration in a canton over the reference period.

The approach traditionally employed in the empirical industrial organisation literature is cross-section
analysis. Examples for the banking industry are Evanoff and Fortier (1988), Berger and Hannan
(1989), Hannan (1991a) and Neuberger and Zimmerman (1991). Recently, the traditional approach
has come under attack, mostly because market idiosyncrasies are difficult to control for and questions
the appropriateness of static comparisons between markets. Under the term “the new empirical
industrial organization”, Bresnahan (1989) proposed to investigate market power by time-series
analysis. Examples for the banking industry are Hannan and Liang (1991) and Simons and Stavins
(1998). By pooling the data, we are able to apply both approaches with the same data set.

Besides these formal considerations, cross-section and time-series analyses lead to different policy
conclusions. A positive relationship between concentration and prices in a cross-section study
indicates that antitrust policy should be intensified in markets with high concentration. A positive
relationship in a time-series analysis, however, indicates that antitrust policy should intervene in
cantons where concentration is increasing,.

Equations (1) and (2) suggest that savings and mortgage rates depend on concentration as well as on
variables specific to banks and cantons.

To control for canton-specific characteristics, we introduce the number of per capita bank offices and
average per capita income as explaining variables. Per capita bank offices (PCBO) reflects the relative
availability of bank offices and can be seen as a measure of competition in the banking market. If
more offices mean greater competition, higher deposit rates and a positive sign are expected.
Alternatively, a higher number of offices per capita enhances a bank’s ability to deliver services.
Transactions costs and, perhaps, information costs seem to be important for customers and
convenience of location can then be seen as a form of product differentiation (Rhoades (1996b)). The
variable thus approximates the convenience and service differentials between cantons, and the
expected sign of the variable is negative for savings deposits. Finally, the number of offices per capita
can be used as a proxy for strategic barriers to entry established by incumbent banks (branch
proliferation), as noted by Gilbert and Matutes (1993). In case of branch proliferation, we expect a
negative impact of PCBO on savings deposits rates. The average per capita income (INC) measures
the relative wealth of bank customers. Wealthy customers may have attractive investment
opportunities, which increases the price elasticity of deposit supply and reduces the market power of
local banks.

To control for bank-specific characteristics, we introduce a dummy variable CANT which reflects the
state guarantee for cantonal banks. CANT is unity for cantonal banks and zero otherwise. It is
expected to have a negative sign for savings and deposits, as investors demand a lower risk premium
for banks liabilities guaranteed by the state. NUMB, the number of branches a bank has in a specific
canton, serves as a proxy for the convenience and service components of a bank’s product. Banks may
offset lower deposit rates by the advantages of an extensive network of branches. The average salaries
of a bank (SAL) is introduced for the same purpose, namely as a proxy for the quality of a bank’s
service. The expected sign of SAL and NUMB for savings and deposits is negative. Finally, the
variable SIZE (total assets) serves as a measure of a bank’s size, which may be considered an
indicator of a bank’s health. Better health leads to lower demanded risk premia and, therefore, to
lower deposit rates. Bank total assets also influence operating and refinancing costs.
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For mortgages, we additionally have to control for credit risk. An increase of the risk of mortgage
lending is expected to lead to higher risk premia, which induce higher mortgage rates. As a proxy for
the risk, we use the ratio of provisions to total assets (RPRO).

4.6 The data

We use end-of-year interest rates for savings deposits and mortgages at cantonal and regional banks
for the period 1987 to 1997. Our database does not cover banks operating in more than one canton,
which excludes the big banks. All bank-related data stem from the Swiss National Bank database
“IPSO” while the data on population and income stem from the “Annuaire statistique de la Suisse”.

4.7 Relationship between concentration and prices between cantons

In this section, we examine the relationship between concentration and interest rates based on their
variation from one canton to another. For this approach, the three hypotheses are:

e Contestable-markets hypothesis (HO): differences of concentration between cantons have no
impact on savings deposits and mortgage rates;

e Structure-performance hypothesis (H1): differences of concentration between cantons have a
negative (positive) impact on savings deposits (mortgage) rates;

e Market-efficiency hypothesis (H2): differences of concentration between cantons have a positive
(negative) impact on savings deposits (mortgage) rates.

A confirmation of H1 would have two implications for anti-trust policy. First, it would indicate that
the national concentration indices underestimate the possible impact of concentration on interest rates.
And second, it would indicate that anti-trust policy should be intensified in cantons with high
concentration indices.

4.7.1 Specification of the model

By inserting the control variables mentioned above into equations (1) and (2), we get the following
specifications for savings deposits

(1)  rD; =By +B{CONC; +B,PCBO; +B3INC; +B4NUMB; +B5sSAL; + B¢SIZE; +B,CANT, +v;
and for mortgage rates
(2" rL,=0q+0;CONC; +0,PCBO; +03INC; + 0.4, NUMB,; +0.5SAL; + 0.4 SIZE; + 0.7 RPRO; +¢;

where CONC,; is the concentration indicator (Herfindahl index or C3 index) for the product under

consideration. The intercepts act as proxies for the rate of an alternative competitive financing source,
or a competitive investment opportunity of the bank. Hannan (1991a) uses a similar approach in his
empirical analysis of the US loan market.

Equations (1) and (2’) are estimated separately for the years 1989, 1993 and 1997, and on a pooled
basis for 1989-97. In the latter case, the intercepts are estimated separately for each year to control for
periods’ idiosyncrasies.

4.7.2 Results
Tables 8 and 9 present the results for savings deposits and mortgage loans

For savings deposits, the coefficients of both concentration indicators are positive and significant at
the 1% level in the pooled estimates. In ‘the cross-section estimates, the relationship between
concentration and savings deposits rates is also positive, but only at the 5% significance level.
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Table 8
Estimation results for savings deposits rates

Herfindahl index C3 index
1989 1993 1997 1989-97 1989 1993 1997  1989-97

Intercept 1989 3.88 4.03 3.89 3.99
(39.25) (68.37) (39.95) (66.47)

Intercept 1991 5.21 5.17
(87.27) (84.36)

Intercept 1993 3.75 3.89 3.73 3.85
(22.7) (65.10) (21.39) (62.23)

Intercept 1995 2.95 2.90
(49.57) (46.55)

Intercept 1997 2.11 1.93 1.94 1.88
(16.73) (29.04) (13.48) (27.41)

0271 % 0477* . 0.889 **
21y @213 3.34)
Per capita bank 0.292* 0.353 -0.00353

0.753* 0360
(3.06) ¢
-0.108  0.0340

0.0883 0.277*

offices (2.34) (1.87) (-0.30) (1.29) (2.09) (-0.88) (0.47)
Average income  -2.82E-06 4.80E-06 -3.50E-06  1.08E-06 -2.73E-06 4.07E-06 -6.39E-06 -3.60E-10
per capita (-1.64) (1.56) (-1.44) (1.00) (-1.29) (1.13) (-2.18) (-0.28)
Bank assets 1.27E-09 6.64E-11 5.23E-09 7.74E-11 6.87E-10  -3.95E-10 4.36E-09 -4.35E-10
(0.18) (0.01) (0.80) (0.03) (0.09) (-0.04) (0.67) (-0.15)
Average salary 0.00392** -0.00218 -0.000210 -0.000184 0.00360**  -0.000245 -0.000185 -0.000208
Number of -0.000409 0.000223 0.000874 0.001511** -0.003602** 0.00207 0.000946 0.00144**
branches (-036)  (1.15) (1.06) (2.77) (3.64) (1.06) (1.14) (2.62)
Cantonal bank -0.101  -0.304**  -0.305%* -0.214%* -0.0802 -0.282*%* - -0.281%%  -0.196%*
dummy (-1.72) (-3.24) (-3.46) (-6.02) (-1.36) (-2.94) (-3.23) (-5.48)
Adjusted R? 0.071 0.083 0.147 0.947 0.055 0.065 0.135 0.946
In parentheses: t-values Student.  * or ** indicate that the coefficient is significant at the 5% or 1% level respectively.
Table 9
Estimation results for mortgage rates
Herfindahl index C3 index
1989 1993 1997 1989-97 1989 1993 1997 1989-97
Intercept 1989 5.85 5.88 5.89 5.95
(47.44) (98.99) (46.91) (98.04)
Intercept 1991 7.10 7.18
(118.72) (116.07)
Intercept 1993 6.19 6.05 6.28 6.12
(25.18) (101.13) (27.08) (98.98)
Intercept 1995 5.44 5.54
(92.43) (88.68)
Intercept 1997 427 4,53 4.12 -1.27E-08
‘ (7151 ~
‘Concentration - -0.50**
Loieiamiisn il 8 (053) . (6.02) LED
Per capita bank . 146 0.0862 -0.0277 0.0646 . X
offices (0.19) (-0.51) (1.48) (0.40) 0.33) 0.27) (1.18) (0.27)
Average income -3.58E-07 -243E-06 -2.02E-06 2.27E-07 -5.14E-08 1.35E-06 -2,62E-06 1.74E-06
per capita (-0.18) -0.52() (-1.50) (0.20) (-0.02) 0.27) (-1.80) (1.33)
Bank assets -1.87E-08* -144E-10 5.74E-09* -9.15E-10 -1.9E-08* -1.12E-09 5.80E-09* -9.27E-10

(-2.24) (-0.01) @.51) (-0.32) (-2.25) (-0.08) 2.54) (-0.33)
Average salary of 0.00131 6.44E-05 -7.26E-08 -6.82E-08 - 0.00173- 3.52E-08 -1.51E-07 -1.27E-08

employees - (1.10) (0.03) (-0.81) (-0.67) (1.44) (0.17) -1.11) (-0.13)
Number of 0.00219  0.000904 -0.0015** 0.000218 0.00226  0.00108 -0.0013** 0.000216
branches (1.71) (0.32) (-3.18) (0.38) (1.72) (0.38) (-2.97) (0.38)
Ratio of provisions -14.61 2.90 12.06%* 0.033 -17.16 474 13.41%* 0.0383
to total assets (-1.66) (0.28) (2.83) (0.49) (-1.92) 0.47) (3.09) (0.56)
Adjusted R’ 0.122 0.036 0.21 0.900 0.055 0.042 0.21 0.899
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The results for mortgages mirror those for savings deposits. The coefficient of the concentration
indices are negative and significant at the 1% level in the pooled data estimations and negative and
significant at the 5% level in the cross section estimations for each year.

The positive (negative) and significant relations observed between concentration and savings deposits
(mortgages) rates lead us to reject the structure performance paradigm for both products. Our results
are compatible with the market-efficiency as well as the hypothesis of consumer friendly pricing by
dominant cantonal banks. However, the results could also be driven by differences in market size due
to our definition of cantons as relevant markets. In order to discriminate between these hypotheses, we
have performed additional tests.

4.7.3 Testing the hypothesis of consumer friendly pricing by cantonal banks

In the case of consumer friendly pricing by cantonal banks, the positive (negative) relationship
between savings deposits (mortgages) rates and concentration should be observable only in markets
where the cantonal bank has a dominant position. To test this hypothesis, we create two dummy
variables, MAJ and MIN, which reflect the dominance of the cantonal bank and enter directly in
interaction with the concentration indices. MAJ is unity when the cantonal bank controls more than
half of the market and zero otherwise. * Conversely, MIN is unity when the cantonal banks controls
less than half of the market and zero otherwise.

Table 10
Estimation results for data pooled over the 1987-97 period
Savings deposits Mortgages
Herfindahl C3 Herfindahl c3
Intercept 1989 4.03 3.99 5.87 5.96
(67.44) (65.56) (97.89) (96.23)
Intercept 1991 521 5.17 7.10 7.18
(86.20) (83.36) (117.94) (113.17)
Intercept 1993 3.89 3.84 6.04 6.13
(64.15) (61.38) (100.39) (96.81)
Intercept 1995 2.96 2.90 5.44 5.53
. 49.12) (46.12) 92.02) (85.72)
Intercept 1997 1.93 1.88 483 4.62
(28.87) (27.17) (7117 (68.16)

00814 0.0393 -0.00566 0.0146

(L16) (0.53) (-0.08) (0.19)
Average cantonal income per capita 9.99E-07 -2.90E-07 9.42E-07 1.61E-06
(08l (-0.22) (0.75) (1.13)
Bank assets 2A46E-10 -5.24E-10 -1.48E-09 -8.46E-10
(0.08) (-0.18) (-0.52) (-0.29)
Average salary of bank employees -0.000176 -0.000213 -2.001E-08 -1.35E-08
-0.59) (-0.71) (-0.21) (-0.14)
Cantonal bank dummy -0.215 -0.196**
: (0.91) (-5.47)
Bank number of branches 0.00147** 0.00146** 0.000334 0.000206
(2.65) (2.63) (0.58) (0.36)
Ratio of provisions to total assets 00372 0.0377
(0.55) (0.55)

13 Obviously, introducing only one dummy variable would suffice as the two dummies sum to unity. The two specifications

lead to identical results. OQur approach, however, makes the interpretation of the results easier.
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The modified specification for savings deposits can thus be written as:

rD, =By +BMAJ- CONG+B,MIN- CONG+B,PCBQ +B,ING +BsNUMB+B(SAL +B,SIZE, + B CANT+,

and for mortgages as:

rL; =0y + MAJ - CONG + 0,MIN - CONG + 03 PCBO + 0, INC; + 0sNUMB +0gSAL + 0, SIZE, + 0gRPRO +¢;

According to the results in Table 10, the coefficients of both concentration indicators remain positive
and significant at the 1% level for savings deposits and mortgages, independently of the dominance of
the cantonal bank. The hypothesis of consumer friendly pricing by dominant cantonal banks can
therefore be rejected. The remaining hypotheses compatible with our results are thus the efficiency
paradigm and the possibility of a bias related to differences in cantons’ size.

4.7.4 Testing for the influence of canton size

To test the possibility that the relationship between interest rates and concentration is biased by
differences in size between the cantons, we have divided the 26 cantons into three classes according
to their population. The “large” class contains the cantons with more than 300,000 inhabitants
(8 cantons), the “medium” class cantons with population between 300,000 and 100,000 (9 cantons)
and the “small” class with the remaining 9 cantons with less than 100,000 inhabitants.

Tables 11 and 12 present the results for both products: to save space, we display only the coefficient
of the concentration indices and the F- and p-values based on a Wald test of the null hypothesis that
concentration has no impact on interest rates.

Table 11
Savings deposits: separate estimates for cantons stratified by size
Herfindahl Cc3
Small Medium large Small Medium large
canton canton canton canton canton canton
MAJ x Concentration Coefficient 1.09 ** 0.209 0.22 0.98 ** 0.398 0.32
F-value 13.83 0.28 0.52 12.24 1.43 0.11
probability 0.0002 0.6034 0.4778 0.0005 0.2302 0.7447
MIN x Concentration Coefficient 1.23 * 0.296 SRRpEe s 1,01 &k 0.443 211 %
F-value 4.22 0.17 11.89 7.46 1.26 444
probability 0.0399 0.6845 0.0006 0.0063 0.2606 0.0350
* or ** indicate that the coefficient is significant at the 5% or 1% level respectively..
Table 12
Mortgages: separate estimates for cantons stratified by size
Herfindahl C3
Small Medium large Small Medium large
canton canton canton canton canton canton
MAJ x Concentration Coefficient -0.75* 0.046 0.138 -1.39 * 0103 -0.0310
F-value 3.73 0.10 0.61 4.59 0.18 0.09
probability 0.0495 0.745 0.4345 0.032 0.672 0.7591
MIN x Concentration Coefficient -1.63* 0.332 0.171 -1.75 * 0.213 -0.145
F-value 3.90 1.78 0.81 4.65 0.58 1.87
probability  0.04821  0.1824 0.3628 0.0315 0.4448 0.1717

* or ** indicate that the coefficient is significant at the 5% or 1% level respectively..
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Interestingly, concentration has a positive (negative) and significant impact on savings deposits
(mortgages) only in small cantons, regardless of the dominance of the cantonal bank. No significant
relationship is observed in medium-sized cantons. In large cantons, we find a negative relationship
between concentration and savings deposits rates when the cantonal bank is not dominant.

4.7.5 Interpretation of the results

Our results support the efficiency paradigm for savings deposits as well as for mortgages, but only in
small cantons. A possible explanation is that economies of scale quickly disappear with size. In large
cantons, banks operate with high volumes (CHF 1,400 million average credit volume per bank); i.e.
on the segment of the cost curve where economies of scale may have been exhausted. In that case,
differences in bank size and, accordingly, in bank concentration may be unrelated to cost efficiency
and to prices. Conversely, in small cantons, banks operate with lower volumes (CHF 500 million on
average); i.e. on the segment of the cost curve where economies of scale may be present. Small
cantons with larger banks and more concentrated systems may therefore present a higher level of
efficiency than small cantons with Jow concentration, which implies a positive relationship between
concentration and deposit (mortgage) interest rates. In medium-sized cantons, both the structure-
performance and the market-efficiency hyotheses are rejected. In large cantons, finally, the structure-
performance hypothesis cannot be rejected for savings deposits when the cantonal bank is not
dominant. For mortgages, the absence of a significant relationship leads us to reject both the structure-
performance and the market-efficiency hypothesis.

The reliability of our results is reduced by several factors. First, we do not dispose of data for banks
active in more than one canton, which excludes major players like the big banks. This omission does
not affect the analysis for the market segment of savings deposits, as the big banks set uniform
national rates for this product. For mortgages, however, the publication of a national reference rate
does not exclude the possibility of cantonal discrimination, as margins related to market power may
be absorbed in canton-specific risk premia. A more rigorous analysis of competition in the mortgage
market would therefore require the inclusion of big banks’ interest rates stratified by cantons.
Unfortunately, this statistic is not available. Second, our market definition was imposed by data
constraints and therefore contains some arbitrariness. In particular, the cantonal market definition may
be too narrow for small cantons and too broad for large cantons. Third, the control variables did not
perform well in explaining cantonal and individual bank idiosyncrasies. Hence, misspecification
cannot be excluded. Fourth, the dominance of the cantonal banks in the majority of the cantons
reduces the pertinence of the test of the structure performance paradigm based on the absolute level of
concentration.

Our results contrast sharply with those obtained in similar studies for the United States, which
generally support the structure performance paradigm for retail banking products. Hannan (1991a)
finds that the C3 index has a positive and significant impact on commercial loans of less than 100,000
dollars, while Neuberger and Zimmerman (1991) observe a negative and significant impact of the C3
concentration ratio on negotiable order of withdrawal deposit accounts and money market deposit
accounts. Using data from 1996 data, Radecki (1998) finds a positive impact of concentration on
savings rates at state levels, but no impact at local levels. In addition to the aforementioned drawbacks
in our database, two main elements may explain the observed differences between the United States
and Switzerland. First, the regional segmentation of the banking market may be less pronounced in
Switzerland; distances are shorter, there are no legal restrictions to bank entry in the cantons, and the
big banks may help equalising the cantonal level of competition by setting national reference rates.
Second, the domination of the cantonal bank reduces the relevance of the level of concentration in
tests of the structure performance paradigm.

4.8 Relationship between concentration and prices over time

In this section, we test whether changes in concentration over time have had an impact on savings
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deposits and mortgages rates. A similar approach has been used by Simons and Stavins (1998) in their
study of the impact of mergers on MMDA and CD’s interest rates in the United States.

We conduct two tests. The first is specified in relative terms. It determines whether deposit
(mortgage) rates decrease (increase) by more than the national average in those cantons where
concentration increased by more than the national average. Using this approach, we can omit
including a competitive reference rate as control variable (alternative refinancing source or investment
opportunity). This constitutes a substantial advantage, given the difficulty of identifying an
appropriate reference rate for instruments without explicit maturity like savings deposits and
mortgages. The main weakness of the relative test is its inability to capture the impact of changes in
concentration on prices when concentration indices follow a similar trend in all cantons.

For the relative test, the hypotheses are:

e Contestable-markets hypothesis (HO): changes of concentration over time differing from the
national average have no impact on interest rates;

e Structure-performance hypothesis (H1): changes of concentration over time differing from the
national average have a negative (positive) effect on deposit (mortgage) interest rates;

e Market-efficiency hypothesis (H2): changes of concentration over time differing from the national
average have a positive (negative) effect on deposit (mortgage) interest rates.

The second test is specified in absolute terms and attempts to determine whether absolute changes in
the concentration indices affect the relationship between deposit (mortgage) interest rates and the
competitive reference rate. This approach can identify the impact of concentration on interest rates
even in cases where the changes in concentration are similar in all cantons. However, its reliability is
reduced by the difficulty of controlling precisely for the competitive reference rate.

For this test, the hypotheses are similar to those above except that for each hypothesis we look at
changes in absolute rather than relative terms.

A confirmation of H1 in the absolute or in the relative test would have two implications for antitrust
policy. First, it would indicate that changes in the cantonal concentration indices are more relevant
than changes in the national indices. Second, it would indicate that policy has to be intensified in
cantons where the merger leads to an important increase in concentration index, independently of the
absolute level of the indices.

The results of the analysis should not be mechanically extrapolated to make a prediction of the impact
of the UBS-merger on competition. As shown in Table 13, the average increase in concentration
implied by the UBS merger is similar in amplitude to the variations in concentration observed during
the last ten years. Nothing guarantees that the instantaneous change in concentration implied by the
merger will have an impact on interest rates similar to changes in concentration of the same amplitude
but occurring progressively over a decade.

Table 13
Trends in concentration: comparison between the UBS merger and that of the last ten years
Mortgages Savings deposits
C3 Herfindahl C3 Herfindahl

Variation implied by the merger 0.078 - 0.041 0.060 0.035
(cantonal average) .
Variation during the period 1987-97 0.059 0.044 0.048 0.049
(cantonal average of absolute values) .
Maximal range during the period 1987-97 0.081 0.060 0.067 0.063

(cantonal average)
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Our estimation method is pooled data analysis with canton-specific incercepts. The database includes
annual observations for the period 1987-97. The pooling of the data over the different cantons
increases the degrees of freedom. The inclusion of canton-specific intercepts neutralises the impact of
cantonal characteristics, as far as those are stable over time. This means, in particular, that our
estimations capture the impact of changes in concentration over time in a different canton, without
respect to the average level of concentration in this canton over the reference period.

4.8.1 Specification of the model in relative terms

We use the following specifications for the savings deposits:

;D-’=B +B, -CONC! +B, - PCBO! + B, -WAGE! + B, - CANT/! + ¢!
i k 1 i 2 i 3 i 4 i i

and for mortgage loans:

rL; =0, +a, -CONC}+ o, - PCBO} + 0.5 - WAGE! + 04 - RPRO] + !

where o, , B, are canton specific intercepts and all variables with a tilde are defined as deviations

from the national mean; for example, r D} =rD] —rD{y , with rD¢y representing the national
14

mean.
4.8.2 Specification of the model in absolute terms

As said above, the test in absolute terms requires the inclusion of a competitive reference rate as
control variable. In the absence of an explicit maturity for savings deposits and mortgages, we proxy
the reference rate with a basket of money market and swap rates.

We use the following specifications for the savings deposits:

rD} =B +B; - CONC} +B, - PCBO! +B; - SAL;+B, - CANT! +Bs -ilm’ +Bg -i3y" +B; -il0y’ + v}
and for mortgage loans:

rL; =ty + 0,CONC} + 0., PCBO; +0;SAL;+ 0, RPRO; + s - ilm’ + 0 -i3y" + 05 -i10y" +¢!

where ilm' is the one-month money market rate, i3y’ the three-year swap rates (one year moving

average) and i10y’ the ten-year swap rates (one year moving average).

4.8.3 Results

Table 14 presents the results for savings deposits and mortgages based on the test in relative terms.
We observe a negative relationship between savings deposits rates and concentration, significant at
the 1% level for the Herfindahl index and at the 5% level for the C3 index. No significant relationship
emerges between mortgage rates and concentration.

The negative relationship between savings deposits and the Herfindahl index remains significant in
the test in absolute terms (Table 15), although at the 5% level only, while the relationship with the C3
index disappears. For mortgages, the test in absolute terms confirms the absence of a significant
relationship between concentration and interest rates.

Overall, the results provide partial evidence in favour of the structure-performance hypothesis for
savings deposits. Concerning mortgages, none of the concentration indicators have a significant
influence on interest rates and we can reject the structure-performance hypothesis for this product.

14 . . L.
The national mean does not include banks active in more than one canton.
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Table 14
Test in relative terms
Pooled data estimates with canton-specific intercepts, period 1987-97

All variables defined as deviations
from the national mean

Savings deposits
Herfindahl Cc3

Mortgages
Herfindahl C3

Total per C;li)l a ba

(1.28) 0.17) (6.41)

Average salary of bank’s employees -0.000342 0.00465 0.000672
- (-1.01) (-0.70) (1.01) (1.70)
Cantona! bank dummy -0.0934 % -0.0722%%*
(-3.22) (-2.74)
Ratio of provisions to total assets 0.0296 0.0324
(0.46) (0.50)
Maximal canton specific intercept 0.734%* 0.409** 0.21 0.265
(5.82) (4.40) (1.60) (1.94)
Minimal canton specific intercept -0.167* -0.250* +0.593** -0.561**
(-2.27) (-2.61) (-4.76) (-4.61)
Adjusted R 0.267 0.252 0.103 0.106
Table 15
Test in absolute terms
Pooled data estimates with canton-specific intercepts, period 1987-97
Savings deposits Mortgages
Herfindahl C3 Herfindahl C3
(-1.26)
Total per capita bank offices -0.528** -0.579** -0.389%* -0.378**
(-6.13) (-6.44) (-5.05) (-4.96)
Average salary of bank’s -0.000979 -0.00100 0.00129 0.00134
employees (-1.29) (-1.32) (1.49) (1.42)
1-month interbank rate -0.818** -0.812%* -0.806** -0.808**
(-35.38) (-34.05) (-41.44) (-41.64)
10-year swap rate -3.58** -3.58%* -3.14%* -3.12%x*
(12-month moving average) (-30.07) (-30.07) (-31.28) (-31.05)
3-year swap rate 3.99*x* 3.99%* 3.58%% 3.57**
(12-month moving average) (37.04) (36.73) (39.31) (39.25)
Cantonal bank dummy -0.0837 -0.0848* '
(-1.95) (-1.97)
ratio of provisions to total assets 0.103 0.107
S (1.43) (1.48)
Maximal canton specific 9.47%* 9.09** 9.23%** 10.49**
intercept (24.89) (20.53) (42.02) (31.86)
Minimal canton specific 7.96%* 7.67%* 10.38%* 9.47%*
intercept 2911 (19.38) (33.55) (31.45)
Adjusted R? 0.918 0.918 0.878 0.878
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4.8.4 Pools including cantons with similar features

As said above, the 26 cantons present a number of specific characteristics, and it may be interesting to
conduct separate estimates for pools of cantons with common features. We have divided the cantons
into pools of about the same size according to the criteria (i) amplitude of the change in concentration,
(ii) correlation between the concentration index and the cantonal bank market share, (iii) population
size, and (iv) level of concentration at the beginning of the sample period. The estimation results for
each pool are presented in Tables 16 to 19: to save space, we display only the coefficient of the
concentration index and its F- and p-values based on a Wald test of the null hypothesis that
concentration has no impact on savings deposits rates.

Large variations in concentration are more likely to affect competition as they can modify the game
played in the regional oligopolies (emergence of a new market leader etc.). The negative relationship
between concentration and savings deposits should be more visible in cantons which experienced
large variations of concentration during the reference period. The results in Table 16 confirm this
assumption for the Herfindahl index, but are inconclusive for the C3 index.

Table 16
Estimates stratified by the amplitude of the concentration change
Savings deposits Variations in Herfindahl index Variations in C3 index
small medium large small medium large
amplitude amplitude amplitude amplitude amplitude amplitude
Absolute test Coefficient -0.752% -0.696 -1.28% -3.91 -3.07* 0.51
F-value 442 0.16 4.28 0.55 2.62 0.99
Probability 0.0354 0.6860 0.0387 0.4574 0.055 0.3175
Relative test Coefficient -0.789 0.246 -1.85%* -2.35% 0.0539 0.124
F-value 0.30 0.07 12.13 4.69 0.00 0.13

Probability 0.5822 0.789 0.0005 0.0303 0.9391 0.7209

If cantonal banks are not profit maximisers, the negative impact of concentration on savings deposits
interest rates over time should be more pronounced in the cantons where the changes in concentration
are not highly correlated with changes in the cantonal bank market share. As shown in Table 17, the
hypothesis is supported by the estimations based on the Herfindahl index. For the C3 index, however,
the results are inconclusive.

Table 17
Estimates stratified by the correlation between changes in concentration and
changes in the cantonal bank market share

Savings deposits Herfindahl index C3 index
low medium high low medium high
correlation correlation correlation correlation correlation correlation
Absolute test  Coefficient -4, 58%* 0.0866 -3.30** 0.172 0.454 -2.92%
F-value 7.30 0.05 11.02 0.03 0.53 4.05
Probability 0.0069 0.9409 0.0009 0.8600 0.4673 0.0442
Relative test  Coefficient -2.61%* -1.43 -0.315 -0.921* 0.209 -0.441
F-value 10.66 3.50 0.14 3.12 0.22 0.53
Probability 0.0010 0.0614 0.7189 0.0475 0.6454 0.3903
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Concerning canton size, we could expect the negative relationship between concentration and savings
interest rates to be more pronounced in large than in small cantons, where increases in concentration
might lead to efficiency gains in the presence of decreasing economies of scale. The results for the
Herfindahl index confirm this hypothesis, while those based on the C3 index provide no significant
results.

Table 18
Estimates stratified by cantons’ population size
Savings deposits Herfindahl index C3 index
low medium high low medium high
population population population population population population
Absolute test  Coefficient -1.49 -1.36 -0.269* 0.447 0.69 -0.465
F-value 1.38 0.79 0.39 0.05 1.03 0.55
Probability 0.24 0.38 0.0328 0.8315 0.3096 0.4578
Relative test ~ Coefficient -0.718 -0.782 -1.65%* -1.54 -0.182 0.175
F-value 0.71 0.68 7.21 2.74 0.17 0.19
Probability 0.398 0.4102 0.0072 0.0978 0.6843 0.6644

We had no priors about the impact of the initial level of concentration on the relationship between
changes in concentration and changes in savings deposits rates. According to Table 19 the negative
impact of the Herfindahl index on interest rates is more significant in cantons where the initial
concentration level was low. For the C3 index, the negative impact of concentration is more
significant in cantons with a medium initial level of concentration.

Table 19
Estimates stratified by the initial level of the concentration index
Savings deposits Herfindahl index C3 index
low medium high low medium high
level level level level level level
Absolute test  Coefficient -2.17% 1.67 -1.48 0.650 -1.98% -1.98
F-value 4.07 3.61 0.90 1.04 3.94 0.34
Probability 0.025 0.0572 0.3353 0.3073 0.04717 0.5576
Relative test ~ Coefficient -1.78* 0.809 -2.29 -1.22 -0.899 -2.19
F-value 6.33 1.65 1.68 1.51 3.68 1.48

Probability 0.01187 0.1944 0.1944 0.2198 0.05492 0.2231

4.8.5 Interpretation of the results

The above results are compatible with the structure performance paradigm for savings deposits, while
this paradigm is not supported for mortgages.

The fact that the negative relationship between changes in savings deposits rates and changes in
concentration is more pronounced in the cantons which experienced greater changes in concentration
or where the changes in concentration were not closely correlated with changes in the cantonal bank
market share confers some reliability to our results.

The absence of a significant relationship between concentration and mortgage interest rates is
surprising, as this instrument also belongs to retail banking products where we usually suspect
regional segmentation and a low contestability of the market. The heterogeneous nature of our
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mortgage rates sample, which contains mortgages with variable as well as fixed interest rates, may
explain this lack of consistency. The difficulty of controlling the riskiness of lending on a forward
looking basis also reduces the reliability of the estimates for mortgages.

4.9 Conclusions

Overall, our study yields ambivalent results on the relationship between concentration and interest
rates in the retail banking industry.

On the one hand, the canton-analysis indicates that changes in concentration from canton to canton
are positively (negatively) related with savings deposits (mortgages) interest rates, at least in small
cantons. This result contradicts the structure performance paradigm and supports the efficiency
paradigm. For medium and large cantons, the structure-performance hypothesis has to be rejected.

Based on these results, antitrust authorities should not be too preoccupied with high concentration
indices in small cantons, as the efficiency effects of concentration seem to have dominated in the past.
In future, however, the high level of concentration in some cantons may generate market power
problems if cantonal banks try to exploit their dominant position, or if big banks get a dominant
position and switch from the policy of a national interest rate to cantonal discrimination. From that
perspective, the recent renouncement of the big banks to publish national reference rates for
mortgages increases the scope for spatial discrimination.

On the other hand, the time-series analysis indicates that changes in concentration over time are
negatively related to savings deposits interest rates, especially in cantons characterised by large
population and low correlation between the concentration index and the cantonal bank market share.
For mortgages, we observe no significant relationship between changes in concentration over time and
interest rates. Based on these results, antitrust agencies should intervene against increases in the
concentration level, especially in large cantons where the efficiency motivation seems less likely.

Several elements can explain the contrast between our results and those obtained for the United
States, where the bulk of empirical evidence supports the structure-performance hypothesis for cross-
section as well as for time series data, regardless of the size of the market. First, the absence of legal
barriers to banks in the Swiss cantons, the shorter distances and the national interest rate policy of the
big banks reduce the local segmentation of the Swiss retail banking market. Second, the dominant
position of cantonal banks which are not necessarily profit maximisers makes the absolute level of
concentration less relevant for the market power issue. "}‘hird, in small cantons, the efficiency gains
implied by higher concentration may more than offset the negative effects related to market power.

Finally, we have to stress that the apparently harmless effects of absolute concentration indices on
competition observed during the last years should not be carelessly extrapolated into the future. First,
cantonal banks may get under greater pressure to adopt a profit maximising behaviour and,
consequently, to exploit their dominant position. This shift could be triggered by a change of the
ownership structure (possible privatisation) or by the abolishment of the state guarantee. Second, the
game played in the local oligopolies may change in the future as the new UBS becomes the market
leader in cantons where it formerly only ranked in second or third position. Third, we cannot exclude
an attempt by big banks to introduce some cantonal discrimination for savings deposits and
mortgages. In these three cases, the predictions of the structure performance paradigm could
materialise in the cantons with high concentration levels, leading to undesirable effects on mortgages
and savings deposits rates.
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Appendix: The impact of the merger on concentration, C3 indices

Table Al
C3 indices in different ranges (number of cantons)
Loans and mortgages Savings deposits
1987 1997 UBS 1987 1997 UBS
0-69 12 8 2 10 8 2
70-79 5 9 6 9 7
80-89 5 4 11 6 4 10
90-100 4 5 4 5 7
Table A2
Increase of C3-indices due to the UBS merger in different ranges (number of cantons)
Loans and mortgages Savings deposits
0-5 9 11
6-10 8 10
11-15 8 5
16-20 1 0
Table A3
Relation between pre-merger levels and increases of C3-indices (number of cantons)
0-5 6-10 11-15 16-20
Savings deposits 0-69 0 4 2 0
70-79 3 3 2 0
80-89 3 3 1 0
90-100 5 0 0 0
Loans and mortgages 0-69 1 3 3 1
70-79 2 2 5 0
80-89 1 3 0 0
90-100 5 0 0 0
Table A4

C3 indices after the merger for cantons with a population under 200,000
In parentheses: all cantons

Loans and mortgages Savings deposits
0-69 0 2 0 (2)
70-79 3 (6) 3
80-89 3(11) 5(10)
90-100 7 () 5@
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Implications of restructuring in the banking industry:
the case of Spain

Ignacio Fuentes and Teresa Sastre

Since the late eighties, Spanish bank markets have been undergoing major changes that have affected
both their structure and the nature of strategic interaction among Spanish banks. These changes have
been a natural outcome of the heightening competitive pressure exerted on all countries’ banks by
processes such as deregulation, globalisation of financial and economic activities, the development of
new technology and the prospects of greater integration of European financial markets.

The main purpose of this paper is to assess the implications of two significant phenomena which have
affected the structure of the Spanish banking industry in the nineties: the process of consolidation via
mergers and acquisitions and the growing competition in prices, which has been particularly intense
in certain market segments. It is widely recognised that this last event has had a strong influence on
banks’ decisions on interest rates and thus affected the monetary transmission mechanism. However,
there are few empirical studies on the effects of competition on banks’ interest rates. That might be
partly due to difficulties in defining variables that could be used to measure the degree of competition.
This task is undertaken in this paper by using the cross-section dispersion of bank interest rates as an
indicator of competition in the sector.

The paper also pays attention to the consolidation process that has taken place among Spanish
banking firms since the prospect of a more integrated European market was made explicit. The paper
assesses the impact of mergers on bank interest rates and on the efficiency, profitability and
soundness of the institutions involved in the process.

The paper is organised as follows. Section 1 outlines the most relevant events that have affected the
structure and activity of the Spanish banking sector. Section 2 addresses issues related to the
consolidation process and the increase in price competition. This section is itself divided in two parts.
The first part analyses the effects of consolidation and competition on bank interest rates and the
transmission mechanism. The second part widens the range of variables to be analysed by also
considering bank efficiency, profitability and solvency.

1.  Recent major developments in the Spanish banking sector

The liberalisation and opening up of the Spanish financial system, begun in the previous decade and
to be completed with the incorporation into EMU in the coming months, has brought about major
changes in banks’ operating environment. Such changes have affected both the structure of their
business and their profit-generating capacity.

1.1 Disintermediation

One of the consequences of this process has been the substantial widening of the range of financial
instruments available to investors. The development of secondary markets and the growing role of
financial intermediaries other than banks has set in train a process of disintermediation which is
shifting a significant portion of the financial intermediation business towards non-bank institutions.

As can be seen in Table 1, which shows changes in the structure of the financial assets of the non-
financial firms and households sector, the share accounted for by deposits in credit institutions has
progressively fallen in recent years, while that of other instruments such as variable-yield securities,
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especially participations in mutual funds and, to a lesser extent, in products handled by insurance
companies, such as pension funds and life assurance has increased.

Table 1
Financial assets of non-financial corporate and quasi-corporate enterprises and households*
1990 1991 1992 1993 1994 1995 1996 1997
Credit institutions deposits 64.4 63.7 60.5 57.7 57.1 56.1 50.1 434
Other deposits 23 2.3 3.0 3.3 3.7 42 42 47
Short-term securities and bonds 7.7 63 . 64 4.0 34 38 29 23
Shares and other equities 16.6 14.5 13.6 14.6 14.3 14.0 16.9 20.6
Mutual funds shares 1.5 4.8 74 10.7 11.0 10.9 14.4 17.7
Insurance technical reserves 1.5 8.4 9.2 9.6 10.5 11.1 114 11.4
Total 100.0 1000 1000 100.0 1000 100.0 1000 100.0
* Financial assets exclude loans and others.

Source: BE.

This shift has been especially significant in recent years, and there was even a decline in the absolute
amount of fixed-term bank deposits in 1997 of more than Pta 2 trillion. Nonetheless, the impact of this
disintermediation on banks is actually rather small, since more than 90% of the net asset value of
mutual funds is managed by subsidiaries of the banking groups themselves (see Table 2).
Accordingly, the income obtained on the management commissions charged by these companies
would be part of the consolidated group’s income. In 1997, estimated commission income obtained by
management companies belonging to banking groups was almost 0.23% of the banking system’s
average total assets, i.e. almost 10% of net interest income. In 1998, with data to June, the related
result would be revenue equivalent to 0.28% of average total assets or almost 12% of net interest
income.

Table 2
Structure of mutual funds*
Billions of pesetas % of total
Total mutual funds 31,936 100.0
Total managed by deposit institutions 29,784 93.3
Managed by banks 19,925 62.4
Managed by savings banks 9,283 29.1
Managed by credit cooperatives 576 1.8
Managed by other financial institutions 2,152 6.7

* Includes securities funds (FIM) and money market funds (FIAMM).
Source: CNMV.,

Similarly, part of the disintermediation via insurance companies also remains within banking groups
since the major banks have insurance subsidiaries with a significant presence in the market.

1.2 Heightened competition

The liberalisation and opening up of the Spanish financial system has not only affected the structure
of business but has also entailed a most notable increase in the levels of competition between banks
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both in the markets for credit and in the market for deposits and other bank products. As Graph 1
shows, this process has given rise to a progressive narrowing of the spread between lending and
deposit operations, from levels close to nine points to below four points. Along with the shift in
institutions’ activity from traditional lending-deposit intermediation towards intermediation
operations on the money and government debt markets with narrower margins, this narrowing of
differentials has substantially reduced banks’ net interest income, which has slipped from levels of
around 4% of average total assets to below 2.5%.

Graph 1
Deposit money institutions’ evolution of operational margins*

—— Loan/deposits spread —— Net interest income Gross income

%

1890 1991 1992 1993 1994 1995 1996 1997 1998

* Net interest income and gross income in % of average total assets.

1.3  Changes in the structure of business

This reduction in interest income has been partly offset by an increase in income from commissions (see
Graph 2) due to several factors, including the increase in the levels of the commissions applied, the
generalisation of charging for services associated with bank deposits and the shift towards activities
which generate income via commissions rather than via interest (the case of mutual funds managed by
companies of the group). The increase in commissions, to over 25% of interest income, has meant that
the reduction in gross income has been slightly less than that of net interest income, although in the
period 1990-98 it moved from 4.6% of average tofal assets to around 3.2%.

Another of the effects induced by the reform of the Spanish financial system, particularly owing to the
disappearance of capital controls, has been a greater openness of domestic banking markets to the
external sector. Operations with non-residents denominated in foreign currency have come to account
for a greater proportion of the balance sheet (see Graphs 3 and 4).

The greater share of these activities in bank balance sheets came about just after the disappearance of
capital controls, in the early nineties. In recent years there has been an increase in external liabilities
denominated in foreign currency, reflecting the domestic banks’ borrowing operations in international
money markets.
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Graph 2
Fees and commissions as a percentage of net interest income
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Graph 3
External sector weight in the balance sheet of deposit money institutions
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The new competitive setting has prompted banks to bolster their relationship with non-financial firms
by acquiring small strategic stakes enabling them to consolidate financial business with these firms.
Thus, equity holdings in non-financial firms have risen from around 2% of total assets in 1992 to
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2.7% in 1998. The fact that a bank becomes a shareholder entails a strengthening of links between the
firm and the bank and the possibility of capturing the clientele (customers, suppliers and employees)
of the investee firm. Moreover, favourable moves in share prices occasionally mean significant capital
gains, as has been the case in recent years, when the income from the sale of securities increased
significantly.

Graph 4
Assets and liabilities in foreign currencies
% of total assets m Assets m Liabilities
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Elsewhere, the incursion onto markets in developing countries (especially in Latin America
countries), with less mature markets than that of Spain and with higher interest rates, enables banks to
operate with higher margins, thus contributing to increasing consolidated group profits. Investment by
Spanish banks in Latin America has mainly been by large banks and has centred on the purchase of
majority holdings in banks and other financial institutions operating in those countries. On the latest
data available, the total volume of this investment, having amortised the goodwill arising on
acquisition, amounted to almost Pta 1 trillion.

1.4 Consolidation of the industry

Various different strategies have been adopted by Spanish banks in tackling the demands of a new
operating environment with much stiffer competition from other Spanish and foreign banks as well as
from other financial institutions. One such strategy is consolidation via merger and takeover.

The degree of concentration has been increased by the creation of four major banking groups that
manage almost 50% of the system’s total assets. This has also meant a notable change in the structure
of the savings bank sector, with mergers between institutions operating in the same regional markets.
The number of savings banks has accordingly fallen considerably, from around 80 in the eighties to
51 in 1997. As to the credit co-operative sector, concentration has also been significant, with their
number falling from around 150 in the eighties to 97 last year. As a result of this process the ten
biggest banking groups increased their share in the system’s total assets from almost 50% in 1992 to
over 70% in 1998 (see Table 3). The effects of this consolidation process on the behaviour,
profitability and efficiency of institutions is analysed in the following section.
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Table 3
Spanish banking system concentration — total assets

1992 1998+
MM % MM %
Deposit money institutions 94,337 100.0 133,537 100.0
Four big banks 28,153 29.8 65,506 49.1
Big ten 46,361 49.1 94,211 70.6
* June.
Source: BE.

2. Analysis of the process of mergers and takeovers in Spain and of heightening
competition

The phenomena described in the foregoing section have influenced the behaviour and profitability of
Spanish banking institutions and, therefore, have had a certain bearing on the transmission of
monetary policy. This section seeks to provide empirical evidence on the implications of two of these
phenomena: the process of consolidation via merger and takeover and the increase in competitive
pressure in banking markets.

It is worth addressing both issues jointly in view of the apparently countervailing effects that the
increase in the degree of competition, on the one hand, and the increase in banks’ market power as a
result of merger and takeover, on the other, could have on interest rates and on bank profitability.

Mergers and other forms of consolidation may influence bank interest rates insofar as the increase in
size and the opportunities for reorganisation involved either may provide gains in efficiency that bear
on marginal costs or give rise to increases in market power, or both together. Gains in efficiency
would be obtained from moving to a greater scale of activity (if there are economies of scale) and/or
owing to the possible reduction of X-inefficiencies, due to inadequate management and organisation
of resources that raise costs.

Mergers and acquisitions may give banks the opportunity to re-direct their activity towards business
areas that increase income more than costs, thereby achieving an increase in profitability. Some
authors have also pointed to a potential effect on banks’ capital adequacy insofar as mergers and
acquisitions may allow a greater diversification of risk with the same capital base.

Faced with this set of possible repercussions, it may well be asked whether the increase in price
competition between Spanish banks since the start of the nineties has been checked, to some extent,
by the increase in concentration and the potential rise in market power of the merged banks. It is also
worth evaluating whether merged banks have actually obtained gains in efficiency and, if so, whether
these have translated into improved profitability.

To analyse these issues two types of methodology will be used. The first, of an econometric nature, is
based on estimating interest rate equations with cross-section data. The second consists of a case-by-
case analysis of most of the mergers and takeovers that have taken place since 1988.

2.1 Influence on the determination of bank interest rates

2.1.1 Theoretical setting

The estimation of equations that determine bank interest rates is based on the first-order conditions of
a Klein-Monti type model, in which intermediaries maximise profits in the current period and have
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the capacity to set the price in both the credit and the deposit markets. There is a third and competitive
market in which they are not able to influence the price (the interbank or government debt market)
and in which they resort to seeking a return on surplus liquidity or borrow funds. Consequently, the
latter market is one of adjustment between the market for credit and that for deposits. Under these
assumptions, the interest rates on credit and on deposits are determined separately and independently.
If, in addition, it is assumed that there is product differentiation and strategic interaction between
intermediaries, banks’ decisions on prices will depend on the actions of rivals or competitors, so that
the elasticity perceived by each bank will be the outcome of the price elasticity of the consumers
whose demand it satisfies and the degree of rivalry among market participants.

In addition, one of the features inherent to the credit market is the risk arising from the uncertainty
about collecting loan principal and interest. So as to take this aspect into account, the probability of
incurring past-due loans which, along with interest rates, determines the expected return on the loan
portfolio, has also been introduced into the model.

The overall consideration of these aspects in a current profit maximisation model gives rise to two

first-order conditions which, by appropriate assumptions, can be embedded into the following
: 1

equations:

(1) r=Bo+By 7+By ¢l +By p'+B, My +Bs nY +el

) rp=Yo+ N T+Yy cpt s 111.1)"‘“Y4 nlg*'ﬁi)

where ¥, is the lending interest rate extended by bank i, r'p the deposit interest rate offered by i, r
the marginal financial cost (usually some type of representative market rate), ¢, the marginal
operational cost of credit extended by i, c'p the marginal operational cost of deposits raised by i,
p' the probability of the typical client of bank i paying back the credit in due time =1 - average
probability of recording past-due loans, M. the elasticity of the demand for credit received by i if
competitors do not react (related to consumer characteristics), W'p the elasticity of the demand for
deposits raised by i if competitors do not react, Y, the degree of rivalry among firms in the credit
market, and N5 the degree of rivalry of firms in the deposit market.

The estimation of these equations has been made with a panel of banks and savings banks. This
allows us to control for a series of characteristics proper to each bank which give rise to non-
observable heterogeneity and which are included in the individual effects of both equations (€', €)p).
Thus, included in these effects would be aspects which define the management and organisational
framework proper to each intermediary and which, basically, determine the degree of
X-inefficiencies. It is assumed that the level of these inefficiencies holds stable over time for each
bank.

To obtain equations that may be estimated with the information available, the following assumptions
have been made:

e The price elasticity of demand corresponding to each intermediary (W, Wp) either holds stable
over time and, therefore, would be captured by the individual effects, or would be dependent on
the cycle as well as the specific characteristics of each intermediary market segment. Under this
last hypothesis, GDP annual growth rates have been included as an additional explanatory
variable in the deposit interest rate equation.

¢ The most relevant aspects of the multiplicity of interactions between the banks participating in the
market for credit and deposits (which are included in the terms 1", and 1) may be captured via
an indicator approximating the changes over time in the degree of competition in the markets for
credit and deposits.

See Appendix 1 for a more formal presentation of the model.
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e Average costs are a good approximation to marginal costs, i.e. most intermediaries operate with
constant returns to scale.

o Institutions do not have sufficient information to distinguish between the operating costs arising
from their respective activities in the credit and deposit markets, and consequently tend to charge
the aggregate of both.

2.1.2 Data used
The variables in equations (1) and (2) have been approximated as follows:

ri by the interest rate on mortgage loans, r'p by the interest rate on time deposits with a maturity
equal to or more than one year and less than two years, r by the internal rate of return on government
bonds with a maturity equal to or more than two years or, alternatively, the three-month interbank
interest rate along with the differential between both interest rates, ¢’ by operating expenses per asset
unit, (I-p") by the ratio of past-due loans to total credit extended, and M, n"p by the cross-section
dispersion of banking interest rates — the idea is that, as the market becomes more competitive, the
dispersion in prices tends to diminish.

In the estimations, interest rates on specific bank operations have been used rather than synthetic
interest rates including those on the various credit and deposit-raising operations, so as to avoid
potential effects on average rates due to changes in the composition of banking activity.

In principle, all the variables are considered to be exogenous except for the ratio of past-due loans to
total credit which is treated as an endogenous variable since it depends on past values of loan interest
rates. Therefore, the mortgage loan rate equation is estimated using an instrumental variable method.
In particular the generalised method of moments technique developed in Arellano and Bond (1988) is
used to obtain valid instruments.

A dummy variable (FUS) has been added to capture the possible differential effect of merger
processes on the interest rates of the entities resulting from such processes. This dummy takes a value
of 1 in these entities during the three years following the merger or takeover date,” and a value of 0 in
the remaining observations. This dummy has been introduced in two different ways: either directly, so
that it affects the individual effects, or interacting it with the indicator of market competition. In the
first case, it would reflect the impact on interest rates of organisational changes that could have a
bearing on the level of X-inefficiencies, while, in the second instance, it would reflect an effect of
consolidation processes on the competitive response of intermediaries.

The analysis does not include all the mergers that have taken place in the period under consideration,
since a series of prior conditions had to be met before the merger was included in the analysis.

First, only mergers between deposit money institutions have been taken into account, with all mergers
between specialised financial credit establishments or between the latter and deposit money
institutions being excluded. The reason for their exclusion is that the motivation for this type of
merger was the reorganisation of financial groups further to legislative changes and, therefore, they do
not fit into the habitual pattern of mergers between independent entities. For the same reason, other
mergers between deposit money institutions as a consequence of internal group reorganisation have
also been excluded, as have mergers of foreign banks’ branches when this was a consequence of
mergers between their parent banks.

A size criterion has also been established so as exclude all those mergers where the entity merged or
taken over did not exceed 15% of the total assets of the larger-sized entity. This is to avoid the inclusion
of operations in which it is highly likely that major changes will not be detected in view of the small size
of one entity in relation to the other.

There are grounds for believing that some of the possible effects of a merger on interest rates may be of a more
permanent nature. However, a majority of studies consider that most of the effects cease after three or four years.
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Also excluded are those mergers in which the resulting new entity lasted for less than one complete
financial year. Including such mergers would have been impossible, owing to lack of data. If the
disappearance of the new entity was the result of a new merger, only the latter operation will be
considered.

Lastly, we also decided to exclude one particular operation since, although it met the established
requirements, it showed anomalous values for the ratios considered (such as negative net income) and
excessive volatility in the ratios relating to balance-sheet structure; accordingly, its inclusion in the
sample might have distorted the data.

Applying these criteria, 18 merger operations have been included in the analysis. Of these, two
involve large private banks, two medium-sized subsidiaries and the remaining 14 various savings
banks. Three of the mergers involve more than two entities, the rest only two institutions.

All the data are annual average values obtained from the information on interest rates provided
monthly to the Banco de Espafia by banks and savings banks and from the accounting information
included in confidential statements. The sample of intermediaries included in the panel data
corresponds to those which have reported interest rates on an ongoing basis. The information covers
the period from 1988 to 1997.

Table 4
Mortgage interest rate

Banks and savings banks; incomplete panel

Variables 1 2) 3) @) 5
FUS - - - -0.20 -
(0.9)
Past-due loans ratio (R) 0.01 - - - -
0.9
[ " )*can' - 0.10 - - -
6.1) '
Operating expenses 0.36 0.26 0.27 0.27 0.27
per asset unit (7.8) 3.3) 3.2) (3.3) 3.1
3-month interbank rate 0.90 0.87 0.95 0.95 0.95
(78.7) (83.1) (54.2) (54.4) (54.1)
(Debt/interbank) spread 0.14 0.13 0.15 0.15 0.15
6.7 7. (5.5 5.4) 54)
Deposit rate dispersion (—1) 2.25 2.06 1.97 1.97 1.96
(44.0) 41.1) (30.5) (30.5) (30.3)
[c" "y FUSY(-1) - - = - 0.09
(1.6)
Variable transformation Differences
Instruments RQ2,all)& X RQ,al) & X - - -
Wald test 22,850 11,591 (5)** 3,810 (4)** 3,848 (5)** 3,978 (5)**
Sargan test 79 (35)y** 92 (35)** - - -
Autocorrelation tests
1st order o —4.0%% —4.4%* ~2.6%% -2.6% =2.6%
2nd order 0.7 -0.2 -1.7 -1.7 =17
Number of firms 128 128 128 128 128
Number of observations 758 758 758 758 758
Longest time period 1990-97 1990-97 1990-97 1990-97 1990-97

Notes: t-ratios are in brackets. Standard errors are robust to heteroskedasticity and serial correlation. * means rejection of
the null hypothesis at 5% signifcance level and ** rejection at 1% significance level. Instruments used: all available lags of
past-due loans ratio (R) dated at -2 (see Arellano and Bond (1988)) plus the remaining regressors (X).

' CAJ: dummy with ones in the observations corresponding to savings banks.
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2.1.3 Results of the estimations

Tables 4 (on the previous page) and 5 present the results of the estimations. They should be
interpreted with some caution in view of the scant number of mergers and takeovers in the sample.
The key aspects of the results are:

e In general, the competitive response of Spanish intermediaries resulting from consolidation
processes is not lower, on average, than that shown by other entities. There are even signs that the
response may have intensified in the mortgage market if regard is paid to the sign and the t-ratio
of the coefficient of the variable resulting from interacting the competition indicator with the
merger dummy variable.

e The potential reductions in X-inefficiencies following consolidation do not appear to have
affected the level of either mortgage loan interest rates or deposit interest rates.

o The variable used to approximate changes in the degree of average competition in bank markets
has a high explanatory power in the two interest rate equations, indicating the relevance this
factor has had in determining Spanish bank rates in the nineties.

The results obtained appear to confirm those from other, more qualitative studies in which significant
differences are scarcely detected between the firms resulting from mergers and certain control groups
or compared with the remaining market participants. This suggests that mergers and takeovers per se
do not in general give rise to differentiated forms of behaviour and that other types of factors
determine whether potential effects of a merger arise. Consequently, it is appropriate to supplement
these results based in the use of statistical inference with a more detailed analysis of the effects of
mergers on profitability and efficiency. The following section undertakes this task, looking into the
effects of each of the mergers observed in the sample on the balance sheet of the entities concerned.

Table 5
Interest rate of deposits maturing 1-2 years
Banks and savings banks; incomplete panel

Variables Q) 2) 3) @
FUS - 0.23 = 0.21
0.8) 0.7
Operating expenses -0.20 -0.20 -0.21 -0.21
per asset unit (2.6) 2.7 2.8) 2.8)
Government debt 0.79 0.79 0.80 0.79
rate (1) (35.5) (35.2) (35.2) (34.6)
GDP growth -0.27 ; -0.27 -0.27 -0.26
(19.9) (18.9) (19.8) (19.2)
Deposit rate -2.19 -2.19 -2.20 -2.20
dispersion (-1) (22.5) 22.4) (22.3) (22.1)
[(")*FUS] (-1) - - 0.12 0.11
(1.0) (0.9)
Variable transformation Differences
Instruments - - - -
Wald test 2,013 (4)** 2,062 (5)** 1,998 (5)** 2,095 (6)**
Sargan test = - - -
Autocorrelation tests
1st order =2.9%% —2,9%* ~3.1%% =3, 1%
2nd order 0.2 0.4 -0.4 -0.5
Number of firms 128 128 128 128
Number of observations 758 758 758 758
Longest time period 1990-97 1990-97 1990-97 1990-97

Notes: See notes in Table 4.
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2.2 Case-by-case analysis of bank mergers in Spain in the period 1988-97

The case-by-case analysis of mergers compares changes in certain financial ratios of the institution
resulting from the merger process with the same ratios calculated for a comparable group, the
selection of which will depend, in each case, on the characteristics of the entities that have merged.

2.2.1 Description of the ratios used in the analysis and of the methodology applied

To analyse the impact of mergers on banks, a series of variables has been selected which seeks to
measure the effects of the merger on various aspects of their entities’ activity. Five groups of
indicators are specified. First are those which attempt to measure profit-generating capacity; second,
indicators of the level of efficiency and productivity; third, indicators of changes in market share;
fourth, indicators of business structure; and lastly, indicators of the level of capital adequacy.

The basic indicators used are as follows:

e Group 1: profit-generating capacity as a percentage of average total assets and includes: total
income (interest income + commissions + result on financial operations), interest expenses, gross
income (total income — financial charges), operating expenses, and net income (total income —
interest expenses — operating expenses).

e Group 2: efficiency and productivity, which includes: operating expenses/average total assets,
operating expenses/total income, efficiency ratio (operating expenses/gross income), productivity
per employee (average total assets/number of employees), productivity per office (average total
assets/number of offices), and number of employees and offices following merger.

To obtain supplementary information, three additional types of indicators are used, namely:

o Indicators of market share and total assets growth, containing growth rate of total assets, and
market share in relation to comparable group.

¢ Indicators of business structure based on lending-deposit activity in pesetas as a percentage of
total assets.

o Indicators of capital adequacy, using capital/total assets.

In each merger, these indicators have been calculated annually for the four years prior to the merger
and the four years after, or for those years for which data were available if the subsequent period ran
past 1997.

The indicators have been obtained from the information in the financial statements of the merged
institution for the period subsequent to the merger and by aggregating the financial statements of the
institutions participating in the merger process for the previous period. In each case the values of
these indicators are compared with those that would be obtained from a specific control group for
each type of entity.

The control groups considered in this study are the group of four major banks in the case of mergers
between large banks, the group of subsidiary banks of domestic banks for mergers of this type and the
total sum of savings banks for mergers between such institutions.

The comparison is established between the average of the four years prior to the merger with the
average of the four years after. The values obtained for each year, are also analysed. The analysis
attempts to identify potential improvements for each entity vis-a-vis the control group, with the results
being presented as the change in basis points between the difference in the average values of the
entity analysed and the control group before and after the merger.3 A significant improvement” in the

Except in the case of the market indicators, where a distinction is made only between a positive and a negative change,
and in the case of changes in the number of employees and offices, where only an increase or a decrease in this number is
indicated.
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values of a high number of indicators in a specific section would indicate that the merger has proven
positive for the entity in that area of activity.

Tables 6 to 8 draw together the results of the analysis conducted, reflecting the changes that have
come about in relation to the control group in the indicators considered. Moreover, information is
given on the initial situation of the entities taking part in the merger, indicating whether these had
higher or lower efficiency ratios than the control group considered.

Table 6
Pre-to-post merger change in performance relative to control group !
Profit generating capacity

Number Bank (B)or Acquiring Total Interest Gross Operating Net income
of savings firm more revenuesin expensesin incomein expensesin in % of
mergers  bank (SB) efficient % of ATA Y% of ATA % of ATA Y% of ATA ATA
12 SB No 93 =21 72 11 83
8 SB No -3 109 105 -26 79
9 SB Yes * -9 54 45 0 45
7 SB Yes —63 120 56 =22 34
13 SB No 1 -17 -16 42 26
10 SB No’ -26 57 31 -6 25
11 SB Yes 9 -1 8 2 10
52 SB Yes —49 46 -4 9 5
15 SB No 46 =51 -5 5 0
3 SB Yes 43 40 -3 2 -1
142 SB No 8 -35 27 18 ~10
16 SB Not clear 35 -58 -23 11 ~-12
2 B No 66 43 23 42 -19
6 SB Not clear -4 =35 -39 19 -20
4%° SB Yes® -43 19 -23 -16 -39
18 B No 29 21 51 -90 ~40
17 B Yes -102 -13 -115 55 -60
1 B Yes -~135 27 -107 36 ~12
Summary 8 better 9 better 8 better 11 better 8 better
(4SO (6 SC) 4 SC) (5 SO (5SC)
10 worse 9 worse 10 worse 6 worse 9 worse
(6 SC) 4 S0 (5 SO (4 SC) (550

1 no change 1 no change

Note: ATA: average total assets; SC: significant change.

! The average value for the four years preceding the merger are compared with the average value for the four years after the
merger in such a way that a positive sign indicates an improvement and a negative sign indicates a worsening. 2 Mergers
between more than two firms. °In the post-merger period only three years were analysed due to data problems. 4S]ightly
above efficiency ratios values of the control group. 5 Refers to the biggest firm involved in the merger operation.

Source: BE.

A “significant improvement” in an indicator is taken to be a positive change in its average value higher than one standard
deviation of the difference vis-a-vis the control group. A “significant worsening” would be a negative change higher than
one standard deviation, while relatively insignificant changes would be those in the range of +1 standard deviation.
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Table 7
Pre-to-post merger change in performance relative to control group !
Efficiency and productivity ratios

Number Bank or Acquiring Operating Operating Operating Assets by Assets by Employees Branches

of savings firm more expenses expenses expenses employee branch reduction reduction
mergers bank efficient in % of in % of in % of
(B/SB) ATA TR GI
12 SB No 11 360 1,137 206 -37 No No
8 SB No -26 -226 778 -606  -1,039 No® No
SB Yes * 0 -9 602 323 902 No Yes
7 SB Yes 22 -367 276 ~744 1,486 Yes’ Yes
13 SB No .42 331 588 1,009 593 Yes Yes
10 SB No’ -6 -174 283 199 -357 Yes Yes
11 SB Yes 2 54 192 96 =305 No No
52 SB Yes 9 -36 216 699 2,384 Yes Yes
15 SB No 5 —49 -56 -594 -798 Yes® No
3 SB Yes 2 -82 53 4,264 2,739 Yes Yes
147 SB No 18 97 -120 417 923 No”’ Yes
16 SB Not clear 11 156 —42 518 1,394 No No
2 B No —42 244 -812 -130 587 Yes Yes
6 ~ SB Not clear 19 162 -508 -626 2,959 No No
4%’ SB Yes -16 ~242 -588 153 842 No Yes
18 B No -90 -971 -1,216 -1,780  -1,302 Yes Yes
17 B Yes 55 230 -334 1,359 3,083 No No
1 B Yes 36 15 -521 1,166 3,461 Yes Yes
Summary 11 better 8 better ~ 9 better 12 better 11 better 9 yes 11 yes

(5 SO (6 SC) (4 50C) (8SC) (10SC)
6worse 10worse 9worse 6 worse 7 worse 9 no 7 no

(4 80C) (6 SC) (5 SO) (3S0O) (6 SC)

1no
change

Notes: ATA: average total assets; TR: total revenues; GI: gross income; SC: significant change.

"The average value for the four years preceding the merger are compared with the average value for the four years after the
merger in such a way that a positive sign indicates an improvement and a negative sign indicates a worsening. 2Mergers
between more than two firms. ° In the post-merger period only three years were analysed due to data problems. *Slightly
above efficiency ratios values of the control group. 3 Refers to the biggest firm involved in the merger operation. 8 There is an
increase in the first year after the merger and a reduction afterwards. 7 After the merger the number of employees decreased
but it increased in the following years. ¥t increased in the last years of the post-merger period. °In the first year of the
post-merger period there was a reduction in the number of employees.

Source: BE.
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Table 8
Pre-to-post merger change in performance relative to control group
Other indicators

-

Number of Bank or Acquiring Total assets Market Loans and  Capital and
mergers savings bank  firm more growth rate share deposits in reserves in
(B/SB) efficient % of total % of total
assets ** assets !
12 SB No Better Better -5 21
8 SB No Not clear Worst ® 1,851 121
9 SB Yes* Better Better -784 440
7 SB Yes Worst Worst - -196 182
13 SB No Not clear Worst ’ -181 -44
10 SB No > Worst Worst ~197 161
11 SB Yes Better Better -667 -63
52 SB Yes Worst Worst -~1,162 - 277
15 SB No Worst Worst 204 -32
3 SB Yes Worst Worst ® ~1,658 160
142 SB No Worst Better ° 712 21
16 SB Not clear Not clear Better =513 54
2 B No Worst Worst 525 147
6 SB Not clear Worst Worst 642 —46
43 SB Yes’ Better Better 142 9
18 B No Worst Worst ~1,224 203
17 . B Yes Not clear Better -1,574 —460
1 B Yes Not clear Not clear -819 -83
Summary 9 worse 10 worse 6 increase 11 increase
4 better 7 better (3 80 (9 SC)
5NC 1 NC 12 fall 7 fall
(8 SC) (4 SC)

Notes: NC: no change; SC: significant change.

" The average value for the four years preceding the merger are compared with the average value for the four years after the
merger in such a way that a positive sign indicates an improvement and a negative sign indicates a worsening. 2 Mergers
between more than two firms. > In the post-merger period only three periods were analysed due to data problems.

4 Slightly above efficiency ratios values of the control group. 3 Refers to the biggest firm involved in the merger operation.
® The average value falls after the merger due to the evolution in the pre-merger period. " The drop was just after the
merger, in the following years it recovers part of the lost share. ® There is an improvement just after the merger but in the
following years declines to levels below the pre-merger period. ® There is an increase just after the merger which is lost in

the following years. 1 Loans plus deposits in pesetas divided by total assets. |, 1 Capital, reserves and non-distributed
profits divided by total assets.
Source: BE.
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2.2.2 Summary of results’

The results of the analysis do not differ too much from those of other studies on the effects of mergers
in Spain. As an examination of Tables 6 and 7 shows, the effects of the mergers on the profit-
generating capacity and the level of efficiency of the institutions is not very clear. In some cases signs
of improvement are detected in comparison with the control group, while in others these effects are
ambiguous and deteriorations are even observed after the merger.

However it may be cautiously ventured that the mergers analysed have a certain favourable effect on
financial expenses. This might be related to the increase in market power of some of the institutions
following the merger, owing to their market share having risen in their regional area of operation. But,
to confirm this supposition, it would be necessary to do a more in-depth analysis. The effect is also
counteracted by the negative evolution observed in total revenues, due to the change observed in the
balance sheet structure towards a higher proportion of operations with narrower margins (see
Table 8), so that the final effect on the gross income is uncertain.

In the majority of the cases analysed there does seem to be a slight improvement in the ratio of
operating costs to average total assets. However, the changes are, in many cases, barely significant. If
the analysis is limited to those mergers in which significant changes are observed, the results are even
more ambiguous.

In a majority of the cases, significant increases in productivity per office and productivity per
employee have been detected, due to the combined effect of balance-sheet growth and the reduction in
the number of offices and employees. Nonetheless, these increases in productivity have not been
clearly reflected in the efficiency ratio (operating costs/average balance sheet) due to the downward
rigidity of staff costs and, to a lesser extent, of overheads. In the case of staff costs, this rigidity is
explained by the costs associated with making cutbacks, since the compensation paid or the costs
arising from early-retirement plans curb the reduction in staff costs. In the case of overheads, the
reason could be an increase in some costs associated with the process of internal reorganisation.
When analysing the other efficiency ratios used, which relate the level of operating costs to the level
of income, the results are less clear because the productivity gain has, in certain cases, had a negative
impact on the level of income generation if it has occurred as a consequence of a growth in business
areas with lower margins.

When comparing the changes in the number of employees and offices with the growth of total assets
after the merger (see Tables 7 and 8), it is clear that in most cases in which there is an increase in
market share after the merger neither the number of employees nor the number of offices decreases.
Conversely, in all those cases in which there is a reduction in the number of employees and offices,
except in one in which the result is uncertain, there is also a slowdown in the growth of total assets
and losses of market share. This suggests the existence of two types of mergers: those in which
business expansion criteria predominate and others in which criteria of cost cutting and productivity
increases predominate. However, the differences between these two groups are not clear, since, as
noted above, the reductions in staff and offices are not always reflected in changes in operating costs,
so that the difference between the two groups is not very evident when comparing their efficiency
ratios.

As can be seen in Table 8, the clearest effect in the mergers analysed is the increase in the capital-
adequacy ratio of the merged institutions, due largely to the disclosure in books of reserves upon the
revaluation of assets recorded at cost price during merger processes. Although this effect is a purely
accounting phenomenon, it is of some importance for the institutions, particularly savings banks,
since it allows them to increase their available capital and thus provides a margin for making new
investments. It also contributes to improving their financial ratios, which could be reflected in a
smaller risk premium and lower financing costs, and thus improve their profit generating capacity.

A more detailed explanation of the main findings of the ratio analysis can be found in Appendix 2.
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3.  Conclusions

An overall evaluation of the results of the various sections of this paper leads to two types of
conclusion.

First, the consolidation of the banking industry does not appear to have affected the growing degree of
competition which has been seen in the sector in recent years. In principle, a bigger size offers greater
capacity to set prices out of line with the market. But, in an environment characterised by fierce
competition, it is probably very costly, in terms of market share, to take advantage of this power.
Nonetheless, the general effect does not preclude a significant reduction in interest expenses which
has been observed in some takeovers. However, it is not clear if this could be interpreted as the result
of an increase in market power or as a strategic decision taken by most banking institutions which
have ruled out competing strongly in the deposit market. In a context of considerable shifts in savings
from bank deposits to mutual funds, this decision seems to be a sensible way to redistribute
competitive pressure among different markets while minimising its negative impact on profitability.

Second, the basic effect of any merger or takeover is to widen the range of strategic alternatives
available to a bank, by enabling it to attain a size which, in the absence of the merger, could probably
not have been achieved, and by requiring a reassessment of existing organisational arrangements. It
seems that in the case of mergers and takeovers in Spain, one can speak of two types: those which
have sought to expand business and those which have opted for increases in productivity and
improvements in the level of efficiency. The ambiguity of the results obtained in terms of profitability
per unit of asset would suggest that it is virtually impossible to achieve both at the same time; i.e. the
growth in the gross income of certain merged institutions as a result of a strategy of business
expansion is usually accompanied by an increase in operating costs which tend to offset higher
income. On the other hand, those institutions which opt for a significant reorganisation, with
elimination of duplication in the office network, seem to suffer a loss of income-generating capacity,
so that the productivity and efficiency gains are not transformed into improvements in profitability, at
least within a four-year period.

In short, although the mergers analysed in this study give no clear results as regards improvements in
the profit-generating capacity or efficiency levels of the merged institutions, they can mostly be
considered satisfactory from the viewpoint of the banking sector since they have been an instrument
for achieving some positive objectives:

e certain reductions in costs, although these have been small;

¢ implementation of rationalisation plans which, although they have not been immediately reflected
in the institutions’ profit and loss account due to the difficulties and high costs of staff cutbacks in
Spain, have certainly served to improve the competitiveness of the institutions; and

e improvements in capital-adequacy ratios, which have helped to facilitate investment growth.
These effects observed in the mergers analysed, have most likely helped put the merged
institutions in a better position to confront the growing competition in the financial sector,
especially in those cases where merged institutions were of a relatively small size and competitors
in the same regional market.
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Appendix 1

The group of models that seem most satisfactory for analysing bank interest rate determination are
those that consider banks as firms operating in imperfectly competitive markets. Within this group,
the “Klein-Monti model” is relatively standard and is frequently used as a reference paradigm for
introducing elements of greater complexity.6

The Klein-Monti model assumes the existence of two markets, loans and deposits, in which the banks
have access to differentiated segments, their customers, in which they are able to maintain a certain
amount of market power. There is a third market in which the banks operate as price-takers. In most
models this is usually a public or private securities market; however, in the version presented in this
paper, banks obtain finance or invest funds on the interbank market at an interest rate controlled
indirectly by the Bank of Spain.

According to this version, the balance-sheet constraint of a bank is given by:

gD+ L=FI+D

where g is the reserve ratio, D deposits, L loans and FI interbank financing.
The profits of each bank are given by:
N=rpq.D+rL—rFI—r, D-C

where ryis the rate of return of reserves, r; the interest rate on loans, rp the deposit interest rate, r the
interbank market rate and C the operating costs that depend both on the volume of loans and deposits,
C=C(L, D).

The decision variables for each intermediary are the interest rates on loans and on deposits, 7, and rp.
Once the values of these interest rates are set, demand determines the amount of credit and supply
determines the volume of deposits. This in turn requires the maintenance of a volume of bank reserves
which, in conjunction with the volume of credit granted, gives the size of the balance sheet. In these
circumstances, it is precisely interbank borrowing which adjusts the funds raised on the deposit
market to the investment requirements on the lending side.

The decision-making rules that determine the interest rate for loans and deposits are given by the
following first-order conditions:

. L
AD = G+ [red]
L
1
A2 =0+ =) [r-d]
Mo
where the i superscript has been added in order to move away from the representative agent

framework, and the variables relating to the reserve requirement ratio, which would influence the
deposit interest rate, have been omitted, given the insignificant changes in the sample period used in

the estimations of this paper. niL and n’b denote elasticities of credit demand and deposit supply,
respectively, for each intermediary i while ¢} and ¢y, are, respectively, marginal operating costs of

loans and deposits.

According to equation (A.l), the banking firm i sets the lending rate L in such a way that the
marginal income and marginal cost of the loan are equal. The marginal cost is a function of the
opportunity cost as reflected by a market rate, such as the interbank rate, and the increase in operating

See Klein (1971) and Monti (1973).
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costs derives from raising the volume of loans instead of borrowing on the interbank market.
Similarly, equation (A.2) indicates that a banking intermediary i establishes the interest rate on
deposits rp in such a way that there is no difference between raising additional funds in the interbank
market or in the deposits market. In the latter case, the marginal cost is the sum of two components:
the increase in costs due to the fact that the supply of deposits is not perfectly elastic and the increase
in operating expenses produced by increasing the level of deposits.

With both loans and deposits, the response of interest rates to variations in the marginal financial and
operating cost is a function of the price elasticity for each of those markets, which, in principle, may
vary at any point on the credit demand and deposit supply curves.

The Klein-Monti model assumes that banking intermediaries have market power in both the lending
and deposit markets, but rules out strategic interaction between them. Thus, market structure is not
fully reflected in their model. To incorporate the possibility that an institution’s decisions on prices
and volumes depend on actions undertaken by competitors, plus the existence of product
differentiation (derived in the case of banking from the fact that the markets served differ between
entities), two further variables are added to the model:

8'{, 8%: elasticities of substitution between products of intermediaries i and j in loan and deposit
markets; and

eg, e%: changes in the prices of competitor j when i decides to change its prices; i.e. conjectural

variations between (i, j) in loan and deposit markets.

In an imperfect competition model with product differentiation in the loan and deposit markets, the
factors conditioning the interest rates fixed by banking intermediaries are the following:

11
A3) = [l — [r+ci]
ny+ X el el
J#E )
o
1 .
Ad)  pP=|1+— — -]
Mp + 2 &h b
J#i |

These equations indicate that the sensitivity of bank interest rates no longer depends solely on the
price elasticity of each banking institution’s own market as in (A.1) and (A.2) but also on the type of
strategic interaction among participants in the same market and the degree to which their products, or
different client segments, can be substituted for one another.

Nevertheless, this framework is still insufficient to explain how banks behave, because it fails to take
into account the risk inherent in granting a loan because of uncertainty as to whether the interest will
be paid and the principal repaid.” If this is borne in mind, equation (A.3) allows us to calculate the
expected return on the loan portfolio R';:

&, =gl 5 0)

where # is an interest rate vector of (kx1) dimension established by the i-th bank for & types of credit

7 The findings of Slovin and Sushka (1984) indicate that the most appropriate theoretical framework for presenting

empirical evidence on banking firms’ performance should combine portfolio theory and price-setting in an imperfect
competition market.
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in its market and pi(.)‘is a non-performing loan probability function, which depends, in turn, on the
interest rate on loan (#'1(k)) for the class k customer and on the overall state of the economy ().

Under the assumption that the & risk groups into which the customers of a bank can be classified may
be represented in the form of an average prototype customer with a binomial probability function that
corresponds to the event: payment/non-payment of the loan in due time, the expression (A.3) may be
rewritten as:

. -1 -1
(A.5) [p +_f_M_:| (r+cy) = [pi(lﬁLLiH (r+ch)=cL(O)(r+ch)

Ny +Mg €L

where pi is the probability of the client of bank i paying for the credit in due time or 1 — average
probability of recording past-due loans, € the elasticity perceived by bank i in the credit market,
N, the elasticity of the demand for credit received by i if competitors do not react (related to consumer

characteristics), and N, the degree of rivalry of firms in the market given by nZLW = Z g’{ el

According to this last equation and to (A.4), banks fix lending and deposit rates in terms of: the
marginal financial and operating cost, the price-elasticity of demand, the type of strategic interaction
among the institutions operating in the loan and deposits market, the degree of substitution with
competing products or markets, and, lastly, the probability distribution of past-due loans.

On the basis of a first-order approximation to functions miL( ) and miD( ), which presupposes that the
1nteract10n terms (cross derivatives) and the second derivatives of each variable may be omitted (only
if 1, €, ¢’ and p' are not 1nterrelated) two linear functions can be specified, one for #;, and another
for Fp, in terms of r, cL, c'p, and of the various variables on which the functions m',(.) and m'p(.)
depend M, MY, n'p, n¥p and p’). The empirical formulation of these functions correspond to the
equations (1) and (2) of the main text:

(A6)  ri=By+B; r+PB, L +PBs p'+B, M +Bs MY +el

(AT ro=Y+Y, T +Y, oty Mo+, Mo+
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Appendix 2

This section contains the main findings of the case-by-case analysis as summarised in Tables 6 to 8. Tt
is divided in three parts each devoted to a specific area of the entities’ activity.

Profit-generating capacity

The results for the first group of indicators, which attempt to measure entities’ profit-generating
capacity, are summarised in Table 6. As can be seen, the results are rather unclear, although there is
generally a larger number of cases in which there is a worsening of profit-generating capacity,
whatever the indicator used to measure it. Nonetheless, excluding the cases in which changes are no
significant reveals some details of interest.

As can be seen, the effects of the mergers analysed appear to have different effects on the course of
respectively financial charges and total income, with a higher number of negative changes in the case
of total income, while positive changes predominate in financial charges. The improvement in
financial expenses may be related to the increase in market power following the merger, owing to a
larger market share in the regional area of operation.® Negative effects on total income might be
related to a shift in the balance sheet structure after the merger towards operations in areas with lower
margins such as foreign exchange markets or money and securities market which substitute the
traditional lending/deposit activity (see Table 8). More in-depth analyses would, however, be needed
to confirm these hypotheses.

Nonetheless, if we analyse gross income margin, the final conclusions are less clear because the trend
in total income offsets the improvement recorded in financial expenses. Thus, out of the 9 cases where
there were significant changes in gross income, 4 were positive and 5 were negative. When analysing
the net income the results are similar; 10 cases with significant changes, 5 of them positive and 5
negative.

Generally, in mergers between banks, the results are worse than in the case of savings banks since in 3
cases there was a significant worsening in profit-generating capacity measured in terms of net income
and in 1 case a non-significant worsening. In the group of savings banks, out of a total of 14 cases,
there was a significant improvement in profit-generating capacity in 5 cases, no substantial positive
changes in 4 cases, no substantial negative changes in 3 cases and a significant worsening of the post-
merger situation in only 2. In part, the worse behaviour of banks was the result of a bigger switch in
activity towards operations with narrower spreads. As can be seen in Table 8, in all the mergers
between banks there are significant reductions in the ratio of peseta lending and deposits to total
assets, which is the business area with the highest spreads. The changes in business structure in
savings banks were less evident and, although there was generally some switching in activity towards
business areas other than traditional ones, the influence of these changes on profit-generating capacity
is not clear owing to the low significance of these shifts.’

Efficiency and productivity

Table 7 illustrates the results obtained with the second group of indicators, which attempt to measure
the efficiency of the institutions. In this case, the results are somewhat more positive, since in most of
the cases there were improvements in productivity per employee, productivity per office, and, to a
lesser extent, in the ratio of operating costs to average total assets. The effects of the mergers are less
clear in the cases of the other two ratios as a consequence of the greater variability observed in the
profit-generating capacity of institutions which have been through a merger.

Many of the mergers analysed are between savings banks, for which the reference market would be the regional rather
than the national market, where their share would be much smaller.

The average reduction in the ratio of lending+deposits in pesetas to total assets is 773 basis points for mergers between
banks and 125 basis points for savings banks.
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Nonetheless, a more detailed analysis shows that, although mergers have a positive effect on the ratio
of operating costs to average total assets, in 9 cases, the changes are barely significant. If we only
consider those operations in which the effects of the merger are significant, the results are even more
ambiguous. In the case of productivity per employee and productivity per office, the situation is more
positive as the number of significant improvements is bigger than the number showing a worsening in
both ratios. '

As changes in gross income were generally larger than changes in operating costs, the efficiency ratio
(operating costs/gross income) is more influenced by the changes in the latter variable. There is
therefore a significant overlap between those institutions showing improvements in the generation of
profits and those showing improvements in the efficiency ratio (see Tables 6 and 7).

What does seem clear is the relationship between productivity per employee and office and the ratio
of operating costs to average total assets. Of the 9 cases in which there is an increase in the
productivity of both factors, in 8 there is also an improvement in the latter ratio, while in the 4 cases
in which there is a fall in productivity levels, in 3 of them there is a deterioration in this ratio.

When analysing the other efficiency ratios, which relate the level of operating costs to the level of
income, the positive relationship is less clear. This is because, in certain cases, the productivity gain
may have a negative impact on the level of income generation if it has occurred as a consequence of a
growth in areas of business with lower margins.

This hypothesis is partly confirmed by the relationship which seems to exist between changes in the
ratio of peseta loans and deposits to total assets and the growth of total assets after the merger. In
general, mergers in which there is a larger fall in the above-mentioned ratio are those which show the
highest growth in total assets. Intermediation activities in the foreign-exchange, money and securities
markets are usually operations involving larger amounts than traditional lending/deposit activities and
they therefore facilitate growth in total assets, albeit with lower operating margins. As a result, those
institutions which have achieved higher rates of growth in their total assets, as a consequence of the
shift of activity towards these areas of business, see a reduction in their operating costs in relation to
total assets. However, the ratios of their operating costs to income will not necessarily fall, since their
income may be affected by the change in the structure of the business.

There does not seem to be any clear relationship between a better ratio of operating costs to average
total assets and the reduction in the numbers of employees and offices. In many cases in which the
merger involves a reduction in staff, the gains are practically cancelled out by the increase in the costs
per employee as a consequence of the impact of severance payments or because the reduction in staff
is achieved through early retirement which does not reduce staff costs. A similar situation occurs,
although to a lesser extent, when there is a reduction in the number of offices, since overheads per
office tend to increase more than the sector average, thus reducing the impact of the saving on
operating expenses. This effect could be associated with an increase in overheads due to internal
reorganisation of the merged institutions. Of all the cases with a fall in the number of employees after
the merger (9 cases), in only 1 was the decline in staff almost entirely reflected in the operating costs.
On the other hand, of the 11 cases of reduction in the number of offices, reductions in the network
were almost completely reflected in 4.

Improvements in productivity per employee seem to be more closely associated with changes in total
assets after the merger than with a decline in the number of employees. In many mergers a fall (rise)
in the number of employees does not, as expected, lead to a rise (fall) in their level of productivity.
These discrepancies are explained by the subsequent change in total assets, with higher than average
growth in those cases in which there was an increase in the number of employees and an increase in
productivity and lower growth in the opposite case. However, productivity per office is much more
closely related to the change in the number of offices and in 14 cases the expected relationship is
observed. This difference is due to the fact that changes in the number of offices are, in general, more
far-reaching than staff changes.
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In certain cases the rationalisation of the institution has an immediate effect on the productivity ratios
in the year immediately following the merger, which then gradually evaporates in subsequent years, as
the number of offices or staff increases again. In these cases, the merger could be used to rapidly
restructure the resulting institution, which then embarked on an expansion. This outcome only occurs
in mergers between savings banks where institutions with a high degree of overlap in their office
networks often merge. After such mergers, a sharp fall in the number of offices, and to a lesser extent,
of employees, frequently occurs as a result of the reorganisation of the regional distribution network.
However, this is followed by increases later on, due to expansion into other regions.

When comparing the changes in the number of employees and offices with the growth of total assets
after the merger (see Tables 7 and 8), it is clear that in most cases in which, after the merger, there is
an increase in market share, neither the number of employees nor the number of offices decreases (4
cases against 2). Conversely, in all those cases in which there is a reduction in the number of
employees and offices, there is also a slowdown in the growth of total assets and losses of market
share, except in one case, in which the result is uncertain.

All this may indicate the existence of two types of merger, those in which business expansion criteria
predominate (increase in share and more employees and offices) and those in which criteria of cost
cutting and productivity increases predominate (reduction in staff and offices even at the expense of
losses of market share). However, the differences between these two groups are not clear since, as
noted above, the reductions in staff and offices are not always reflected in changes in operating costs,
so that the differences between the two groups in changes in their efficiency ratios are not very
evident.

There does not seem to be a clear relationship between the previous level of efficiency of the
institutions taking part in a merger and the values of the efficiency ratios in the subsequent period.
Although, in general, mergers involving institutions which had higher efficiency levels subsequently
show efficiency levels above those of the control group, some of the mergers involving institutions
with efficiency levels below the average for the sector are those which then show better results in
terms of efficiency (mergers 12, 8 and 13). This result may have a certain logic, since the possibility
of achieving reductions in costs is greater in less efficient institutions, so that an improvement in the
management stemming from the merger may give rise to rapid increases in the levels of efficiency.

Capital adequacy ratio

In relation to the possibilities for balance-sheet growth after mergers, one element which is definitely
important is the increase which mergers tend to produce in the value of the capital-adequacy ratio. In
fact, as can be seen in Table 8, in 11 of the 18 cases there is an increase in this ratio, of which 9 are
significant. The results are even clearer if the situation of the last year prior to the merger is compared
with the first after, since in 14 of the 18 cases there is then an increase in the capital-adequacy ratio.
To a large extent, these increases reflect the incorporation into reserves of the capital gains arising
from mergers, due to the revaluation of assets which were recorded on the books at historical cost.
Although they are a purely accounting phenomenon, they widen the possibilities for growth of the
institutions by increasing the balance of available eligible capital. This is most important for savings
banks since, when they lack capital, they find it more difficult to increase their own funds.

In various of the mergers analysed, the value of the capital-adequacy ratio decreases after the merger.
This could indicate that the institutions have taken advantage of the capacity for growth generated by
the increase in capital.

There seems to be an apparent relationship between the increase in capital adequacy ratio and profit-
generating capacity. Out of the 8 entities posting an increase in their net income as a percentage of
average total assets, in 6 there was an increase in the capital adequacy ratio. Yet of the 9 cases where
net income deteriorated, the capital adequacy ratio diminished in 5 instances. Possibly, the
improvement in entities’ capital adequacy may have a positive influence on the cost of resources
obtained in the markets, thus contributing to increasing the operating margins of entities with greater
increases in their capital adequacy ratio.
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EMU and the structure of the European banking system

Olivier De Bandt!

1. Introduction

The advent of the European Economic and Monetary Union (EMU) represents new opportunities and
challenges for financial institutions in Europe. The purpose of this study is to assess its importance as
a factor provoking changes in banking structure and performance, against the background of the
various trends affecting the medium to long-run prospects of the banking industry around the world
(liberalisation, internationalisation, technological change, disintermediation, concentration).

There are several different ways to consider these changes. First, EMU may be seen as the extension
to the European context of the aforementioned world trends by way of progress towards frontier
opening, pressures on regulatory differences, and respect of market principles. Second, EMU may be
viewed as a further step in the direction of European economic and financial integration, so that it is
difficult to distinguish its effects from those of the Single Market and the Second Banking Co-
ordination Directive. In particular, one may argue that one of the major gains of the single currency is
that it makes the single market real. Third — and this is the approach chosen in this paper — one can
consider that EMU may, in itself, have very direct and specific consequences on the European
banking system, for instance by exacerbating underlying trends or even having a catalytic role. Of
course, EMU should not be seen as the only driving force behind current developments in the
European banking industry. The study attempts therefore to assess the relative impact of Monetary
Union and to ponder its effects as compared with the other drivers of change. The analysis
distinguishes between the aggregate impact of Monetary Union on the whole EU-wide banking
system and its differential effect on national or sectoral components.

The overall conclusion of the study is that EMU may have some important effects on the nature of
banking activities and the level of competition, at the retail as well as wholesale level, although there
remains some uncertainty, notably regarding: (i) how large are the returns to scale in the different
activities; and (ii) how fast are retail markets going to change.

In order to provide a comprehensive assessment of the future of the European banking industry <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>