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Introduction

This conference volume contains the papers presented at the third meeting of central bank
mode] builders and econometricians held at the BIS on 19th-20th February 1988. It also includes the
comments made by the discussants.

The topics discussed at the meeting can broadly be divided into four categories. The first
session dealt with the use of VARs and SVARSs in policy modelling. The paper by Christine Gartner
and Gert Wehinger provides estimates of core inflation in nine European countries using the SVAR
approach proposed by Quah and Vahey. The authors first estimate a bivariate SVAR for inflation and
output growth, identifying it using the Blanchard-Quah restriction that demand shocks do not have
permanent effects on output. They then define core inflation as that part of inflation which is due to
demand shocks. They also extend the Quah and Vahey analysis by including changes in the nominal
short-term interest rate in the SVAR. One finding is that the different measures of core inflation tend
to be quite similar in most countries.

The paper by Raf Wouters analyses the effects of a reduction in government spending on
economic activity and prices. The paper consists of three parts. In the first part the author reviews the
literature on the channels through which fiscal consolidation may affect economic activity. In the
second part a general equilibrium model with sticky prices is presented in which the effects of a
spending cut are simulated. The sensitivity of the results to various assumptions is analysed. Finally, in
the third part the author estimates a small-scale SVAR in real GDP growth, inflation and government
consumption and analyses empirically the effects of a cut in government consumption on output and
inflation in Belgium, Denmark and Ireland.

The final paper in this session, by Charles Evans and Kenneth Kuttner, is a response to
recent papers which have criticised the implicit monetary policy reaction functions and the associated
monetary policy shocks in VAR models. Glenn Rudebusch, for example, pointed out that Fed funds
futures market provides a ready benchmark for evaluating such VAR models. He showed that forecast
errors from VARs are not highly correlated with futures market surprises and that their standard
deviation is often larger than that in the futures market. The authors argue that the problems of VARs
are less severe than they appear, and that only minor modifications need to be made to standard VAR
specifications. They argue that time aggregation makes it hard to compare the Fed funds futures
surprises with forecast errors from econometric models like VARs. Secondly, they show that the
correlation between shock measures is a poor measure of model forecast performance. Thirdly, they
argue that reducing lag lengths and estimating over shorter samples can improve VAR forecasts.

The topics discussed in the second session of the meeting focused on modelling inflation
expectations and the credibility of monetary policy. Dinah Maclean explores the introduction of
credibility effects in the Bank of Canada’s QPM model and the implications for its dynamic
properties. The author starts with a brief overview of the likely effects of increased credibility on the
response of the economy to various shocks and with a description of the relevant parts of QPM that
implicitly incorporate credibility effects such as the calibrated sacrifice and benefit ratios, the
expectations formation and the incorporation of expectations in prices. The author shows that
introducing increased credibility by merely shifting the weight from the backward-looking component
to the model-consistent component in the formation of price expectations does not give the expected
results in response to a demand shock. This motivates the author to model credibility effects by
introducing a perceived target into the formation of price expectations, the perceived target being a
function of longer-term (four to five years ahead) model-consistent expectations. This is preferred over
the introduction of the actual inflation target because of its flexibility and in order to avoid the big (and
unlikely) announcement effects in the latter case. The chief drawback is that it is rather an ad hoc way
of introducing credibility effects.



Antulio Bomfim and Flint Brayton take a somewhat different route in their paper by
estimating two types of “learning” model to capture the formation of private sector expectations about
the inflation target. They assume private agents derive the central bank’s unobserved inflation target
from the estimation of a reduced-form policy reaction function based in one case on rolling
regressions and using in the other the Kalman filter. They then compare these learning models with
actual series of long-run inflation expectations derived from surveys and find that the behaviour of the
estimated and survey series is comparable. In the second part of their paper, the authors use dynamic
simulations of the FRB/US model to estimate the cost of disinflation under different specifications of
private sector’s “learning” of the new policy target. They generally find that the sacrifice ratio under
these learning rules is larger than consensus estimates suggest.

Hans Dillén and Elisabeth Hopkins focus on the term structure of interest rates as a
source of information concerning inflation expectations. They argue that there are two major
explanations why Swedish forward interest rates have been high and volatile. First, investors’ fears
that the economy will switch to a high-inflation regime have given rise to a regime shift premium.
Secondly, expectations of monetary policy actions have amplified the effect on forward interest rates
originating from fluctuations in inflation expectations. In an empirical investigation the quantitative
importance of adjusting forward interest rates for regime shift premia is shown. The authors also show
that an increase of the one-year forward interest rate (adjusted for the regime shift premium) is only
partially reflected in an increase in investors’ inflation expectations (obtained from surveys).
According to the authors this suggests that the rest of the forward interest rate movement reflects
expectations of future increases of the real short-term interest rate. Finally, the authors present
evidence that investors’ expectations obtained from surveys also partly reflect regime shift
expectations.

The third session dealt with the evaluation of different targeting regimes and use of a
monetary conditions index. Paul Conway, Aaron Drew, Ben Hunt and Alasdair Scott perform
stochastic simulations using the FPS model of the Reserve Bank of New Zealand to assess which price
index to target. In particular, they compare targeting CPI inflation with targeting domestic goods price
inflation. The authors find that targeting domestic price inflation reduces the variance in real output,
nominal interest rates, the real exchange rate and domestic price inflation with very little increase in
CPI inflation variability. The result appears to be robust even if the monetary authority is uncertain
about the true expectations process and even if direct exchange rate effects influence agents’ inflation
expectations. Tracing out the efficient output/CPI inflation variability frontiers under both CPI and
domestic price inflation targeting illustrates that the result is not limited to the base-case PFS reaction
function.

Giinter Coenen compares inflation and monetary targeting using a small stylised
theoretical P-star model. On the basis of a deterministic simulation of the effects of a real aggregate
demand and a money demand (velocity) shock under both regimes, the author concludes that monetary
targeting should be the preference of a central bank whose goal is to control inflation.

The last paper in this session, by Neil Ericsson, Eilev Jansen, Neva Kerbeshian and
Ragnar Nymoen, analyses the use of a monetary conditions index (MCI) as an operational target for
monetary policy. The authors describe and define the concept, summarise how central banks
implement MClIs in practice, review some of the operational and conceptual issues involved and
evaluate the sensitivity of MClIs to an inherent source of uncertainty in their calculation. On the basis
of this analysis, they conclude that uncertainty typically renders MCIs uninformative for their
ostensible purposes and briefly consider some possible alternatives.

The fourth and final session of the meeting contained two papers on the credit channel of
the monetary transmission mechanism. /gnacio Hernando gives an extensive overview of the literature
on the credit channel and examines the response of the financing “mix” (the ratio of bank loans to
commercial paper) in the Spanish business sector to changes in the stance of monetary policy. He
finds weak evidence that the mix changes away from bank loans after a policy tightening, and stronger
evidence showing a widening of the yield spread between loans and commercial paper.

il



Olivier Steudler and Mathias Zurlinden, on the other hand, focus on the effects of
monetary policy on the composition of the balance sheets of Swiss banks. Following the work of
Kashyap and Stein, they analyse the differences in the response of loans, deposits and bonds issued for
three groups of banks (the big three, the cantonal and the regional banks) to a monetary policy
tightening. The Kashyap and Stein hypothesis predicts that such a tightening causes a relatively strong
reduction of small banks’ loan portfolio and of large banks’ securities holdings. Based on the point
estimates of the impulse response functions, the authors find that the responses are consistent with the
predictions for securities but not for loans. In contrast to the hypothesis, the three big banks seem to
experience the sharpest decline in loans after an interest rate shock.

iii
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Core inflation in selected European Union countries

Christine Gartner and Gert D. Wehinger*

Introduction

The issue of how to measure inflation and, in particular, its underlying trend has attracted
increasing attention in recent years. A major reason for this renewed interest is that a number of
central banks, both inside and outside the European Union, have committed themselves to explicit
quantitative inflation targets.! The assessment of deviations of current and expected inflation from
the target requires taking volatile and temporary price influences into account. The issue of
distinguishing transitory from persistent price movements is also relevant for countries aiming for
price stability in other monetary policy frameworks than inflation targeting. Alternative inflation
indicators, especially those of underlying inflation, may cast light on the sustainability of a country’s
inflation performance.

An important limitation of commonly used inflation measures such as the Consumer
Price Index (CPI) is their susceptibility to specific disturbances which are unrelated to the “pure” (or
core) inflationary process. As a result, measured inflation may give a misleading picture of underlying
price trends relevant for monetary policy.

The purpose of this study is to provide information on underlying price movements
relevant for the single monetary policy of the ECB. For comparative reasons, we use a model-based
approach to calculate core inflation indicators for selected European countries. The core inflation
process is identified by means of a VAR (vector autoregression) technique that was first suggested by
Quah and Vahey (1995). We use a modification of the original model along the lines specified by Blix
(1995) and Dewachter and Lustig (1997) in order to split measured inflation into core and non-core
components. The underlying inflation process is that component of measured price movements which
is governed by demand shocks.

In view of the central role price stability plays for the single monetary policy of the ECB
alternative inflation indicators, especially those of core or underlying inflation, will play an important
role as monetary policy indicators, independent of the specific choice of the monetary policy strategy
by the ECB. Although this topic has been treated in some studies, Austria has never been included so
far.

Oesterreichische Nationalbank, Economic Studies Division. The authors gratefully acknowledge comments from Eduard
Hochreiter, Romana Lehner, Manfred Neumann, Axel Weber as well as participants of a research seminar at the Sveriges
Riksbank, Stockholm. The present version of the paper benefited greatly from comments by Carsten Folkertsma and
other participants at the Meeting of Central Bank Model Builders and Econometricians hosted by the Bank for
International Settlements. Of course, all remaining errors are those of the authors. The views expressed are the authors’
and do not necessarily correspond to those of the Oesterreichische Nationalbank.

For a comprehensive survey see, for example, Leiderman and Svensson (1995), and Haldane (1995). More recent
contributions include Debelle (1997) and Masson et al. (1997).



1. The concept and measurement of underlying inflation

Although the concept of underlying inflation is widely used in monetary policy analysis,?
views differ about its precise definition.

Most papers? refer to Eckstein’s (1981) definition of underlying or core inflation as the
rate of price increases that would occur along the economy’s long-term growth path. The core
inflation rate is thus a steady-state concept and equivalent to the trend increase of the price of
aggregate supply. Alternatively, Parkin (1984) assumes that in the long-run equilibrium, factor prices
for labour and capital fully reflect inflation expectations. In that case, core inflation is identical to
expected inflation. As deviations of actual from core inflation result from demand fluctuations and
random supply (and other) disturbances, his results are consistent with the existence of a short-run
expectations-augmented supply (or Phillips) curve reflecting such factors.

As there is no single concept of what is understood by core inflation it is not surprising
that views on how to measure it differ.

The standard approach has been to remove, in some ad hoc manner, the “unwanted”
component, such as transitory noise, which has its sources in changing seasonal patterns, resource
shocks, exchange rate changes, indirect tax changes or asynchronous price adjustments, or other
distorting influences like weighting differences, quality changes, new goods or the substitution bias.
The remainder is seen as a reliable estimate of the underlying inflation process.* Removing
distorting, temporary or particularly volatile influences can be done either on a case-by-case basis or
in a more structured way. The first group of procedures includes the zero-weighting technique and its
variants. The structural methods of calculating specific underlying inflation indicators include simple
as well as more sophisticated smoothing techniques (trimmed mean method; Hodrick-Prescott filter,
Kalman filter) and the VAR models based on the paper by Quah and Vahey (1995). Model-based
calculation of core inflation allows an economic interpretation of the resulting indicator. In contrast,
in the case of ad hoc procedures such as zero-weighting and smoothing techniques, an interpretation
based on economic theory is not straightforward.

We decided to use a VAR approach similar to Quah and Vahey’s for two reasons:

1. Fluch and Gartner (1997) suggest that mechanical procedures such as the zero-weighting
approach have certain drawbacks for cross-country analysis. Their empirical results show that the
trend of and deviations from headline inflation heavily depend on the definition used. In spite of
harmonisation efforts initiated by the European Monetary Institute, concepts of calculating core
inflation still differ markedly.

2. We are interested in a forward-looking assessment of inflation performance. Forecasting is not
possible with the zero-weighting procedure and possible only with certain restrictions using the
smoothing technique, whereas a model-based approach enables to project historical structures into
the future.

The interest in Austria in alternative inflation indicators is relatively new. As is well known, the Oesterreichische
Nationalbank (OeNB) follows an exchange rate target and thus gears its monetary policy to that of the anchor currency
(among others, see Gartner (1995), and Hochreiter and Winckler (1995)). The effectiveness of the monetary strategy is
measured in terms of the degree of inflation convergence with Germany. Up to now measures of underlying inflation
played only a limited role. As far as the OeNB is concerned it focused its attention on the headline inflation rate, the CPI
changes being the inflation indicator, making additive adjustments for the contribution of specific indirect tax changes or
seasonal food prices whenever relevant.

3 Among others, see EMI (1995).

This approach has been used, inter alia, in Sweden, the United Kingdom and Finland, and was also suggested by the
EML



2. Identifying core inflation

The two approaches mentioned above (zero weighting and smoothing) remove, in some
ad hoc manner, the “unwanted” components (“noise”) of measured inflation. What remains ought to
be a reliable estimate of the underlying inflation process. In their paper, Quah and Vahey (1995) argue
that the conceptual mismatch between current methods for calculating inflation and economic theory
is more than just a measurement error. Price indices such as the CPI measure the costs of particular
goods and services, while the economic notion of inflation is that of sustained increases in the general
price level. As economic theory does not suggest a particular functional form of inflation, there is no
justification for believing that core inflation is the result of some arbitrary smoothing procedure.

Consequently Quah and Vahey (1995) suggest an alternative technique that is based on
an explicit economic hypothesis. They define core inflation as that component of measured inflation
that has no medium to long-run impact on real output. This definition is consistent with a vertical
long-run Phillips curve interpretation of the co-movements in output and inflation. They then
implement this definition as a restriction on a bivariate SVAR (structural vector autoregressive)
model and use it to extract a measure of core inflation. Our identification scheme differs only slightly
as we identify effects on prices instead of price changes, thus referring to, from a theoretical
viewpoint, a standard aggregate demand/aggregate supply framework.

2.1 Methodology

The identification scheme of Quah and Vahey’s model is very similar to that of
Blanchard and Quah (1989) and Shapiro and Watson (1988).

It follows the VAR tradition in methodology, employing impulse response analysis and
variance decompositions. The identification of the shocks is based on a Choleski decomposition of a
long-run parameter matrix and is therefore different from the short-run identification schemes of
Bernanke (1986) and others.

The structural model of real GDP, y, and CPI, p, has the long-run solution form:
y=f(") and (1)
p=rfe) )

We assume that the economy is hit by innovations given in the vector € = €*,e?),

which consists of a supply shock €’ and a demand shock ¢. While supply shocks® may have
permanent effects on both prices and output, demand shocks are defined to have no long-run effect on
output, i.e. they are transitory with respect to real variables. We identify the core inflation process as
that part of the increases in the CPI that has no long-run effects on output, i.e. price movements that
are determined solely by shifts in the aggregate demand curve (“demand pull” inflation).” We
compute core inflation by simulations imposing paths of structural shocks as described in Section 2.3.

We impose two kinds of restrictions on structural innovations. First, both of the structural
disturbances are assumed to be uncorrelated at all leads and lags and have unit variance. Second,
demand shocks cannot have long-run effects on output. The long-run effects of demand disturbances

From an empirical viewpoint we refer to the fact that most price changes can be considered as (trend-)stationary. See also
the data section below on this issue.

Typical supply shocks are productivity changes, energy shocks, taxes and price controls.

The simple framework applied here could be extended in order to capture also, for example, “cost-push” inflation effects
by including other variables such as wages and other specific prices.



on CPI are unconstrained. These restrictions are sufficient to uniquely identify both of the underlying
disturbances as will be shown below.

2.2 Identifying restrictions and identification of the model

Assume that a vector Ax of (differenced) macroeconomic variables follows a covariance
stationary process of the form:

Ax, =C(L)u, (3)

In our case Ax= [Ay,ApT, with y the log of domestic output and p the log of prices
(CPI), respectively. C(L) is a lag polynomial where the C’s are coefficient matrices at the respective
lags of the serially uncorrelated errors u, where E(u u')=Y. The first coefficient matrix of the
polynomial, Cy, is normalised to the identity matrix L

A reduced form and normalised moving average representation of the same process is
given by:
Ax, =E(L)e, 4)

with E(e ¢") = I and the shocks uncorrelated across time and across variables.

Only the u’s can be directly estimated from the VAR, the e’s have to be calculated based
on its moving average representation (3). As we have assumed Cy = / and we have a linear relation
between C(L) and E(L) we can write:

u, = Ege, )
The problem is then to find E, imposing k X k restrictions, where k is the number of
variables in the model and thus k X k is the dimension of E,,.
From ee' = I and uu' = Y, we have with (5):
E=EyE, ©6)

This factorisation yields !2k(k+1) non-linear restrictions, for the rest of Yk(k-1)
restrictions we impose long-term neutrality properties for certain errors driving the respective
variables. If we evaluate the polynomial matrices at L = 1, where a matrix E(1) = Eo+E+E,+E..., we
get the long-run impacts of errors on the variable vector Ax, and, specifically,

. |&y| [ELO 0 €
Ax=|tY :[ n® } ; )
Ap Ey() Exnd) Je,;
where A"x=lim X~ X
[—>o0

As E(1) is assumed to be lower triangular, we can use this fact to recover E; in the
following way. Equating (3) and (4) at their long-run values we have

C()u, =EQ)e,. (8)
With ee'= I and uu'= 3., the matrix E(1) can be derived from a Choleski decomposition of

CHZCO)Y =EMEQY ©)



From the values for C(1), which can be derived from the estimated VAR-parameters, and
the variance-covariance matrix Y, we compute the Choleski factor E(1) and can then recover Ej as:

Ey=C1)'E() (10)

The matrix E, can then be used in u, = Eye, to compute the impact of structural shocks on the elements
of Ax, (orthogonal impulse responses).

With this background, we proceed as follows for the empirical analysis. First we estimate
a vector-autoregressive (VAR) model of the form:
A(L)AY, =u, (1D

From A(L) we compute (accumulate for) the long-run entries of A(1). Inverting, yields A(1)~! =C(1).
Consequently we get E, from (9) and (10), which we use to compute the respective impulse responses
and the variance decomposition of the structural shocks given in (4).

2.3 Computing core inflation: simulations using structural shocks

We calculate core inflation by imposing certain paths of structural shocks. The structural
shocks e, are recovered from the estimated errors u, through the relation e, = E;'u, . Having found
e, two alternative forecast simulations can be computed by dropping certain elements of the shock
vector: the variables’ path “due to” specific, single shocks and “absent” specific shocks.

The first class of simulations can be done by setting ef = [e St ,O] for the simulations
“due to supply” and e,D = [O,eDyt]for the simulations “due to demand”, where the errors u,X (X=8.D)

to be used for the forecasts with the estimated VAR models will be recovered from u'X = EOe,X .

The alternative simulations pursued here set e’ = [O,e D’,]for the simulations “absent

supply” and etD = [eSJ ,O] for the simulations “absent demand”, where, as before, the errors

u,X/(X "=S8’,D’) to be used for the forecasts with the estimated VAR models will be recovered

X’ b o
through u”™ =Eye; .

As the originally estimated variables are differences, we also perform accumulations
(eventually including a mean that had been subtracted before estimation) in order to see how the
simulated levels of the variables would evolve under the different assumptions.

Core inflation n‘ is defined as that component of inflation which has no permanent effect
on output. In our specification that would correspond to the “absent supply” or the “due to demand’8
simulation path for Ap.

2.4 Interpretation

The first important assumption underlying this technique concerns the number of
structural innovations. Quah and Vahey (1995) assume that there are only two types of shocks
affecting inflation and output. In reality, the economy is hit by a large number of heterogeneous
shocks, and each of them may have different effects on measured inflation and output. In line with the

8 This is only true for the bivariate SVAR system, of course.



work of Blix (1995) and Dewachter and Lustig (1997), we explicitly address this potential
misspecification problem by extending the SVAR and checking the robustness of the results. In the
extension we distinguish between monetary and real aggregate demand shifts, since these may affect
inflation and output differently.

The second debatable assumption is the orthogonality restriction on the structural
innovations. Following the Quah and Vahey (1995) methodology we assume core and non-core
innovations to be uncorrelated at all leads and lags. Nevertheless, some policy shifts in response to
core shocks (for instance a restrictive or loose fiscal policy in response to a price hike) may have a
permanent effect on output. As a result, non-core innovations may be caused by core innovations. The
model, however, excludes the possibility of actual correlation.

The identifying restrictions do not constrain the structural multipliers determining the
response of measured inflation to non-core innovations. This long-run effect is entirely determined by
the estimations. If these non-core innovations explain a sizeable part of the long-run variability in
measured inflation, the Quah and Vahey (1995) identification procedure has to be re-examined. This
would mean that the non-core innovations drive the underlying inflationary process.

2.5 Extension: including monetary policy

To assess the restrictiveness of the two-shock approach outlined above, we extend the
bivariate SVAR by introducing a monetary variable. This has been done before: Blix (1995)
introduced monetary aggregates as a third variable. Dewachter and Lustig (1997), who are mainly
interested in empirical results for the ERM-countries, include a short-term nominal interest rate in the
model. As our (future) interest is in common trends in underlying inflation, we proceed along the lines
of Dewachter and Lustig (1997) and also include short-term interest rates as the monetary policy
variable. We implicitly assume that monetary aggregates are endogenous, which appears to be a fair
assumption for most European countries.

We assume that a small open economy with a fixed exchange rate regime is hit by three
structural innovations: a supply shock, a monetary shock and a demand shock, the latter two of which
are core innovations. Hence, the structural model in real output, y, short-term interest rates, i, and
CPI, p, in its long-run representation has the following form:

y =f(€"), (12)
i=f(E*,e™),and (13)
p=f,e"e) (14)

The non-core innovations €° are interpreted as supply disturbances (e.g. technology
shocks),? which generate relative price shifts. These supply shocks are assumed to have a permanent
effect on output. As before core inflation is defined as that component of measured inflation which is
not affected by supply innovations.

The first type of core innovations €” captures the effects of a monetary disturbance.
These LM-innovations do not affect real output permanently, but they are supposed to exert a lasting
influence on short-term nominal interest rates and on inflation. Given the validity of interest parity,

i =i* +¢,10in the long run, the ¢” innovation can also be interpreted as an EU-wide (ERM-wide, see

9 Cf. footnote 6.

10 Where i denotes the domestic interest rate, i* the foreign interest rate or that of the anchor currency country and é is the
expected change in the nominal exchange rate over time.



below) monetary policy shock. As for countries pursuing a fixed exchange rate regime it holds that
¢ =0 in the long run, an exogenous shift in the level of i* has to be accommodated by a permanent
shift in /. In the short run, due to lower credibility of the peg, i can deviate from i* to the extent of
devaluation expectations.

Two major effects of nominal interest rate innovations can then be distinguished among
countries of the European Monetary System (EMS): for (smaller) countries with a credible and tight
exchange-rate peg (within the Exchange Rate Mechanism, ERM) an interest rate increase will arise
mainly due to an accommodation of an increased ERM-wide interest rate level, and even short-run
output and price effects should be very small. For countries allowing (or having allowed) for more
flexibility in the exchange-rate peg (e.g., not having permanently participated in the ERM) a nominal
interest-rate shock can, given the validity of the interest parity, also be interpreted as following an
autonomous expansionary monetary disturbance, giving rise to devaluation expectations ¢, increasing
output at least temporarily (long-run effects are restricted to be zero) and prices even at longer time
horizons.1!

The second type of core innovations consists of a real demand shock. This AD- or IS-
shift affects the rate of inflation in the short run and the price level in the long run, but leaves output
and the interest rate level (i) unchanged at an infinite horizon.

Consider a vector Az which now includes changes in the short-term nominal interest
rate, Ai. This vector Az is a covariance-stationary process not constrained by a cointegrating relation.
This in turn means that it has an invertible moving average representation which, in its long-run
(accumnulated) form, is given by:

k
A*y E @ 0 0o Tes

ANz=|ANi|=|Ey1) En@® 0 |ey (15)
A*p Ey (D) Epnp() Ex()]ep

* .
where Az=1limz, —z.
=00 ¢

€g denotes the supply shock (i.e. non-core innovation), €,, represents the monetary
shock and €, is a real demand disturbance. Note that the matrix of the structural multipliers in (15) is

invertible. This system is fully identified. Core innovations are distinguished from non-core
innovations by imposing that the latter cannot affect output in the long run. Money demand shocks are
distinguished from real demand innovations by assuming that the latter have no lasting impact on
interest rates.

2.6 Computing core inflation in the extended model

As in Section 2.3 we again use the method of imposing long-run paths on structural

shocks to compute core inflation ©°. Having recovered e, from the estimated errors u, through the

relation e, = Ej lu, , two alternative forecast simulations are computed by dropping certain elements
of the shock vector: the variables’ path “due to” specific, single shocks and “absent” specific shocks.

In the trivariate case, the first class of simulations can be done by setting

e,s = [e St ,0,0I for the simulations “due to supply”, etLM = [(), erm ,0] for the simulations “due to

11 In fact, as shown below, we find such behaviour of variables in Belgium, Finland, France, Italy, Sweden and the United
Kingdom.



LM” and e,D = [0,0, e D’,]for the simulations “due to demand “, where the errors u,Z (Z=S,LM,D)

to be used for the forecasts with the estimated VAR models are recovered from uIZ =Ege’ .

The alternative simulations pursued here set e,S = [0, e €py ]for the simulations
[ " LM’ —_ M . (13 29 D, —_—
absent supply”, ¢, = [eS’,,O, eD’,]for the simulations “absent LM”, and ¢, = [es‘,,eLM t ,0] for the

simulations “absent demand”, where, as before, the errors u,z (Z'=S",LM’,D") to be used for the

forecasts with the estimated VAR models are recovered through utZ = Eoe,Z .

As the originally estimated variables are differences, we perform accumulations as in the
bivariate case.

Again, core inflation ©° is defined as that component of inflation which has no
permanent effect on output. In the trivariate SVAR model this would correspond to the “absent
supply” simulation path for Ap, as core inflation is only that component of measured inflation which

is driven by core (real demand and monetary) shocks.

3. Estimation

In this section we apply the identification technique outlined above to assess the
performance of the CPI as a measure of “true” inflation. This is done simply by tracing the difference
between measured inflation (using CPI) and (computed) core inflation using bivariate and trivariate
SVAR models. We estimate bi- and trivariate VAR systems in GDP growth, changes in prices and
short-tern nominal interest rates for Austria, Belgium, Germany, Finland, France, Italy, the
Netherlands, Sweden and the United Kingdom. The estimation period is 1971:1 to 1996:4. Values for
1997 and 1998 are forecasts from the estimated VAR model.

3.1 Data

We use quarterly, non-seasonally-adjusted data for the CPI (or a comparable price index
such as cost of living or Retail Price Index — RPI) provided by OECD Main Economic Indicators.
Quarterly GDP data and short term interest rates (3-months) are taken from the BIS data base. We
subject the log levels of the data to a couple of tests such as the Hylleberg test,!2 the Augmented
Dickey-Fuller!3 (ADF) as well as the Phillips-Perron!4 tests. The Hylleberg test results suggest to take
the fourth lag differences of the data, ADF and Phillips-Perron tests are then applied to these
differences. The results are broadly consistent with output, prices and interest rates being integrated
of order one (hence, there is at least one shock for each variable affecting it permanently). Therefore,
GDP, prices and interest rates enter the VAR system as year-on-year growth rates. Before entering the
VAR, we deduct the respective means from changes in GDP and interest rates (i.e. the level series
contain a trend). As the test results suggest year-on-year inflation rates to be trend-stationary, we
adjust inflation rates for a trend variable, which could capture the impact of a “secular” downward

12 Hylleberg et al. (1990) suggest a test for seasonal roots, as implied by our annual differencing of the data.
13 See Dickey and Fuller (1979,1981).

14" See Perron (1988) and Pillips and Perron (1988).



trend in inflation which is observed in most countries.!> Such a behaviour of inflation seems
plausible, given the increase in competitive pressures, the ongoing deregulation and integration of
markets; at least, test results in general do not suggest cointegrating restrictions or error correction
terms, 16

3.2 Bivariate SVAR

As a first step bivariate VAR systems in GDP growth and changes in prices are estimated
over the period 1971:4 to 1996:4 for all countries. We include three lags, supported by various
information criteria.l” Estimation results are reported in Figures 1 to 9.!8 Both inflation measures
(CPI and core inflation) are calculated as the log change in the price level with respect to the
corresponding quarter of the previous year. Core inflation is estimated as specified in Section 2.3.

3.2.1 Core versus CPI inflation

Figure 1 displays the results for Austria. Overall CPI inflation seems to track the
underlying rate of inflation reasonably well. The peaks and troughs of both measures coincide more or
less. Yet the deviations tend to be very persistent. From 1971 to 1975 the underlying inflationary
process was stronger than the conventional inflation measure would have suggested. After 1975 the
opposite was true. Beginning with the late 1970s up to 1987 CPI inflation was considerably higher
than our measure of core inflation resulting mainly from the absence of positive supply shocks
(productivity slowdown). In the late 1980s, the Austrian economy was hit by a number of positive
demand (core) shocks which led to an underlying inflation process considerably stronger than CPI
inflation.

Estimation results for Belgium are shown in Figure 2. Again, core inflation tracks actual
inflation quite well. We found a core inflation process that is in some periods considerable weaker
than actual inflation. Especially, in the years around the first (1974) and the second oil price shock
(1981) inflation was overestimated by the conventional inflation statistics. Also in the 1990s core
inflation is lower than actual inflation. After 1993, deviations of core from actual inflation diminish
gradually due the absence of positive supply shocks. At the end of 1993, the “plan global” was
implemented which included tax increases and programmes of wage moderation. Consequently, core
shocks gained relative importance explaining the inflation process.

15 Many price series can be considered borderline cases between being I(1) and I(2) (integrated of order one or two,
respectively). As we found I(1) evidence in many cases we treated even the borderline cases as such in order to provide a
single framework for our analysis.

Applying the Engle and Granger (1987) tests we could not find cointegrating relationships between the variables;
applying Johansens (1991) procedure some of the cases look more ambiguous. However, adding error correction terms to
the VAR then did not seem to alter the results significantly. Therefore and in order to keep the framework simple but still
applicable to all countries we did not estimate the model in its vector-error correction form.

17 Three information criteria were used to determine the lag length for the respective VAR estimation: the Akaike

Information Criterion (AIC; Akaike (1973), the Schwarz Information Criterion (SC; Schwarz (1978); for both cf., e.g.,
Judge et al. (1988), p. 870ff), and the Hannan and Quinn Information Criterion (HQ; Hannan and Quinn (1979)), using,
respectively, the simple formulae

klogT 2k log(log T)

, HQ = logIZ| +—,
T

2%
AIC = loglZ| + —, SC = log|z| +
T

where |Z| is the determinant of the variance-covariance matrix of the VAR residuals, k is the number of parameters in the

model and T is the number of observations.

18 A graphs can be found in Appendix B.



Estimation results for Finland can be seen in Figure 3. According to our calculations the
Finnish case represents an exception. Very much like the British RPI, the Finnish CPI inflation seems
hardly to be influenced by core innovations. Supply shocks tend to have had a massive impact on the
Finnish inflation statistics. Deviations of the underlying inflation measure from the CPI inflation
process are substantial. Massive positive deviations can be observed for the years around the first and
the second oil price shocks. More recently the opening up of Eastern Europe had significant
consequences for the Finnish economy. Negative supply shocks lead to an underlying inflation rate
considerably lower than actual inflation. The danger of imported inflation due to a sharp depreciation
of the markka was mitigated by incomes policy. In more recent years the core inflation indicator
overestimated actual inflation (which could be a sign of an overheating economy).

The inflation experience in France is illustrated in Figure 4. We find an underestimation
of the underlying inflation by the conventional inflation statistics in the first part of the 1980s,
whereas in the second half of the decade inflation was underestimated by the CPI measure. For the
1990s, we get a core inflation measure that is lying substantially below measured inflation. One
explanation could be that the French economy, in the process of budget consolidation, was hit by a
couple of supply shocks that are not captured by the core inflation measure.

Figure 5 considers the case in Germany. As in the Austrian case, the calculated core
inflation tracks the CPI inflation well, i.e. the turning points coincide. The deviations of core inflation
from CPI are not very large; with the exception of 1991 (German unification) they remain within the
1.5% band over the whole sample.

The results for Italy are summarised in Figure 6. The Italian CPI seems to perform very
well in measuring inflation. The differences between the two inflation measures are minor. There is
also evidence that supply shocks have had only a very restricted impact on the CPI inflation measure.
As aresult the calculated underlying inflation process perfectly fits the CPI inflation.

Figure 7 shows the estimated core and CPI inflation for the Netherlands. The assessment
of our results for the Dutch inflation experience is very much the same as for Italy. Supply shocks
seem to have only a minor impact on the inflationary process. The deviations of actual inflation from
core inflation remain well within the 1% band. As for Italy, we have no clear-cut explanations for
these empirical findings.

As can be seen from Figure 8, our calculations for the underlying inflation rate follow the
CPI measure considerably well also in Sweden. At the beginning of the sample, the underlying
inflation indicator ignores the ups and downs of the rather volatile CPI inflation rate. So we cannot
give a clear statement whether the underlying inflation rate was definitely over- or underestimated in
the first part of the 1970s. In the second part of the 1970s core inflation is overestimated by CPI
inflation. The picture changes at the beginning of the 1980s: Deviations of actual inflation from core
inflation tend to be comparatively small in the 1980s due to the absence of positive supply shocks.
Negative supply shocks and a strong depreciation of the krona led to an actual inflation rate that
substantially overestimated the underlying inflation rate. Beginning with 1994 price stability could be
restored. In the following years the Swedish economy displayed low inflation rates, hence it is not
surprising that the calculated core inflation indictor is well above the measured CPI inflation.1?

The results for the United Kingdom are reported in Figure 9. The calculated core
inflation measure for the United Kingdom tends to be relatively smooth as compared to the actual
inflation. This means that supply innovations seem to have an important impact on the measured
inflation rate. As the United Kingdom is one of the major oil producing OECD countries (apart from
Norway), oil price shocks constitute an important (and positive) part of supply shocks leading to
downward shifts of the price level. Consequently, actual inflation overestimates the underlying

19 The results for this period are completely opposed to the observations by Blix (1995). He found a strong overestimation
of the core inflation by the CPI measure. Thereafter the core inflation calculated by Blix shows a smoother development
as is the case with our calculations.
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inflation trend for the respective periods. In the 1980s the absence of positive supply shocks brings
about an underlying inflation that lies considerably above the measured inflation rate (which could
also be due to the influence of low oil prices, a non-core element of the inflation process). At the
beginning of the 1990s the calculated core inflation rate is very low and turns out to be negative for a
few periods. Negative productivity shocks may have pushed RPI above core inflation. Towards the
end of the sample, positive productivity shocks (increased flexibility of the labour market) may have
put downward pressure on inflation by increasing the output potential and thus resulting in an
underlying inflation lower than the usual inflation measure.20

We compared our findings with those of Bjgrnland (1997), Blix (1995), Dewachter and
Lustig (1997), Fase and Folkertsma (1997), Quah and Vahey (1995) and Jacquinot (1998), who used
similar concepts. It is not surprising that their results sometimes differ markedly. We want to name
only three possible reasons for these differences, which seem to be the most influencing factors. First,
in contrast to other empirical studies on this topic, we did not use industrial output data as a proxy for
overall output of the economy, but we applied real GDP.2! Due to data availability, the second
difference is a consequence of the first: we used quarterly instead of monthly data. The third source
for the deviation clearly comes from the specification of the model. As we assumed the inflation rate
to be (trend-)stationary, the change of prices instead of the change of the inflation rate enters the VAR
system. The results are very sensitive to such differences in specification.

3.2.2 Impulse response functions and variance decompositions

Figures 10, 14, 18, 22, 26, 30, 34, 38 and 42 report the estimated dynamic responses of
measured inflation and output to a one percentage point (ppt.) supply (core) and demand (non-core)
shock, for all countries and for the bivariate case. For our purposes the upper and lower right graphs
of each figure are relevant.

The dynamic response of CPI inflation to supply disturbances differs substantially from
its response to demand disturbances. The results for the impulse response functions very much
coincide with what we would expect from theory. Let us consider a simple AS-AD (aggregate
supply—aggregate demand) model. A positive productivity shock would shift the AS curve to the right.
As a consequence, prices would decrease. This is exactly what we can see in the shape of the impulse
response function of CPI on a one period one ppt. increase in aggregate supply. An initial downward
jump in prices is followed by step-by-step decreases of prices until the inflation rate converges to zero
and the new price level is found.

A positive demand shock shifts the AD curve to the right. In the absence of price
rigidities, we would observe immediate price increases. In any case, prices adjust until the new
equilibrium is reached. The adjustment process of prices gives us the shape of the impulse response
function of CPI to a one ppt. increase in aggregate demand. Immediately after the demand shock an
increase in the price level can be observed. After that inflation rates decrease step-by-step until the
inflationary impact of the shock disappears and the new equilibrium price level is set.

In view of the theory, we find the shape of the estimated impulse response functions very
convincing. The short- and long-run impacts, of course, differ across countries due to structural
differences. A demand disturbance increases prices permanently, although the initial effect is much
larger than the long run effect. Core shocks also increase output initially, but the effect dies out and
the impulse response is close to zero, reflecting the imposed output-neutrality assumption.

The variance decomposition results are reported in Figures 11, 15, 19, 23, 27, 31, 35, 39
and 43. According to the definition of core inflation, its fluctuations are mainly explained by the core

20 By visual inspection, we find that the core inflation process is very much the same as the one reported by Blix (1995).
Deviations of CPI inflation are substantial. Periods of under- and overestimation can be distinguished easily.

21" We consider the GDP measure to be the more general proxy.
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(demand) innovation for all countries. This observation is most accentuated for Italy (Figure 31) and
the Netherlands (Figure 35). It is less pronounced for Austria (Figure 11), Germany (Figure 27),
Belgium (Figure 15), France (Figure 23) and Sweden (Figure 39). Finland (Figure 19) and the United
Kingdom (Figure 43) constitute exceptions, because core and non-core innovations explain more or
less equal parts of CPI inflation forecast variance.

3.3 Trivariate SVAR

In a second step we differentiate monetary or LM shocks from real demand shocks. Both
of these shocks were restricted not to have long-lasting effects on the level of output. This implies that
both are core innovations, driving the underlying inflation process. The objective of the model
extension is to investigate whether real aggregate demand and monetary innovations have similar
effects on measured inflation. We also expect that the estimates for the inflation measures could be
improved by the extension. We estimate a trivariate VAR system in GDP growth, Ay,, the change in
nominal interest rates, Ai,, and in quarterly CPI inflation rates, Ap,. The estimation results for all
countries are summarised in Figures 1 to 9. The growth rates are calculated on a year-on-year basis.
Again, the estimation period is 1970:1 to 1996:12. The values for 1997 and 1998 are forecasts. The
system includes 3 lags, which is supported by various information criteria applied?2 As previously
indicated, this specification is consistent with y, i, and p, being I(1) (integrated of order one).
Cointegration tests do not give evidence of cointegrating vectors.?3

3.3.1 Core inflation versus CPI inflation

The estimation results for all countries are summarised again in Figures 1 to 9. Even
though the Core CPI differentials differ somewhat from those obtained in the bivariate approach, the
pattern of deviations closely matches the one of the previous results. In almost every case, the cyclical
pattern of over- and underestimations is remarkably similar across both specifications.

For Austria, Belgium and Germany, the difference between the bivariate and the
trivariate approach is negligible. For Finland, the Netherlands, Sweden and United Kingdom the
deviations are minor. For France and Italy differences in the results are more important.

3.3.2 Impulse response functions and variance decompositions

The impulse response estimates for the trivariate VAR systems displayed in Figures 12,
16, 20, 24, 28, 32, 36, 40 and 44 reveal significant differences in the effects of real and monetary
demand shocks on measured inflation. According to the theoretical background outlined above?* we
expect the monetary policy or LM innovations to have negligible output and price effects for
countries credibly pegging their exchange rate, and positive effects for countries with lesser
credibility of the peg. Such “credibility effects” can only be found for Austria (Figure 12), Germany
(Figure 28) and the Netherlands (Figure 36). As we observe negative price effects in the latter case,
we might interpret this interest rate increase in the traditional manner as resulting from autonomous
restrictive monetary measures. In all other countries monetary innovations increase output temporarily
and prices even in the long-run.?

As in the bivariate case, we estimated variance decompositions for each country. The
results are shown in Figure 13 (Austria), 17 (Belgium), 21 (Finland), 25 (France), 29 (Germany),

22 gee footnote 17.
23 See footnote 16.
24 See also footnote 11.

25 Due to our identifying restrictions, we do not allow for long-run output effects of a nominal interest rate shock.
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33 (Italy), 37 (Netherlands), 41 (Sweden) and 45 (United Kingdom). We can not fully confirm the
findings by Dewachter and Lustig (1997). We have already touched upon the problem of differences
in results when describing the impulse response functions for the trivariate case: Interpreting their
variance decompositions, Dewachter and Lustig (1997) discovered that the inflationary process is
mainly driven by monetary shocks, rather than real (core) shocks. In the long run, 75% to 95% of the
variability in measured inflation are accounted for by monetary innovations. Referring to the
respective figures, they conclude that inflation is really a monetary phenomenon. According to our
estimates, we can share their opinion on inflation being essentially demand driven, but we cannot
support the judgement of inflation being a purely monetary phenomenon.

4. Does monetary policy co-ordination enhance inflation convergence?
A correlation analysis

In Section 3 we calculated indicators for the underlying inflation process. These core
inflation indicators are considered to be more relevant assessing the sustainability of a country’s
inflation performance than the conventional CPI inflation measure. For the assessment of the ECB’s
single monetary policy, it is important to know whether there are common trends or common cycles in
inflation performance of EU member states. We will address this issue stepwise.

First, we start by a cross correlation analysis involving the CPI inflation and core
inflation indicators of the selected countries, whereby we seek to answer the following questions:

Hypothesis 1: We expect that the correlation coefficient between inflation indicators is higher if the
country belongs to the “core group” (Austria, Belgium, France, Germany and the Netherlands) rather
than to the “periphery group” (Finland, Italy, Sweden and the United Kingdom).26

Hypothesis 2: We also expect that the correlation coefficient between the CPI inflation measures is
lower than that between the core inflation measures.

Hypothesis 3: We expect that the correlation coefficients are higher in the 1990s due to enhanced
monetary policy co-ordination and economic integration than the figures calculated for the 1970s and
1980s, respectively.

As far as the first hypothesis is concemed, we find weak evidence that the inflation
performance correlation among ERM countries is closer than among the “periphery group” (see
Table 1 in Appendix B). The results are distorted due to the rather “ad hoc” definition of the groups
(e.g. relatively high correlation coefficients of France/Italy and rather low coefficients of
Austria/France).

Similar results were obtained for the second hypothesis (see Table 1). In most of the
cases it seems that especially the correlation coefficient for the core inflation indicators calculated by
the bivariate decomposition, “Core Infl. (2)”, is slightly higher than between actual inflation rates; the
differences are not significant, though.

As to the third hypothesis, the results do not allow us to give a clear answer (cf. Table 1).

Further analysis is required. Cointegration analysis of core inflation series could cast
some more light on the existence of common inflation trends in the EU.

26 We define “core countries” as the ones that have (at least during most of the estimation period) been tying their currency
explicitly to the Deutsche mark, and Germany itself.

13



Conclusions

We calculated core inflation indicators for Austria, Belgium, Finland, France, Germany,
Italy, the Netherlands, Sweden and the United Kingdom in a structural VAR framework applying
long-run identification schemes similar to the ones proposed by Quah and Vahey (1995). As also
suggested by their work we included a third variable in the VAR system, short-term nominal interest
rates, which we assumed to capture the effects of monetary disturbances in the system. Contrasting
the results (when applicable) to those of Blix (1995) and Dewachter and Lustig (1997), they differ in
many respects for obvious reasons: First of all, we used quarterly instead of monthly data, because we
included GDP instead of industrial production data in our analysis. Secondly, especially in the
trivariate case, we used a different identification scheme (e.g., both Blix (1995) and Dewachter and
Lustig (1997) included cointegrating restrictions motivated by economic theory). Specifically, we use
changes of prices instead of changes in inflation in our estimations and impose respective long-term
restrictions in this context. The analysis bears on an IS-LM/AS-AD framework for small open
economies and/or countries with fixed exchange rate regimes.

Dewachter and Lustig (1997) find that the inflation process is mainly driven by monetary
shocks, rather than demand shocks. Hence, they conclude that inflation is a monetary phenomenon.
According to our estimates, we find that inflation is essentially demand-driven, but our results at this
stage do not support their view that inflation is a purely monetary phenomenon.

A cross correlation analysis completes the paper, this exercise being a first attempt to
address the question about the existence of common inflation trends in EU countries. Future research
should aim for an in-depth analysis of common trends and cycles among EU inflation measures.
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Appendix A: Confidence bands of impulse response functions

In order to report two-standard error bands in the graphs of the impulse response
functions as shown below we apply a Monte-Carlo approach. Although there is a common procedure
for the “traditional” VARs that use short-term restrictions to identify the structural shocks, the
calculation of the error bands for VARs using long-run restrictions are, as of now, not common
knowledge among model builders. So far, also an analytical approach — which is given by Liitkepohl
(1993, p. 313ff) for “traditional” VARs — has not been finally designed in the context of long-run
identifying restrictions.2” Here we use a slightly modified version of a technique expounded in, e.g.,
Mélitz and Weber (1996).28

If we write the VAR as:
¥y, =1®x,)B+u,
where ® is the Kronecker product, x is the vector of lagged y;’s (i=12,.m), B is a vector

containing the stacked version of the structural VAR lag polynomial matrices, A(L), and u,is i.i.d.
with distribution N(0,X) . The OLS estimates of fand X are denoted by band Z . Assuming that the

prior distribution of B is f(B,Z)e< ‘2‘—(n+1)/2
N(b,2® (x’x)™") and the distribution of L' is Wishart((TZ)~',T) with T  as sample size.

, the posterior distribution of B, conditional on X, is

First and second moments for the impulse responses (the moving average representation)
can be computed by drawing ¢ times2? from the above distribution for  and X, inverting the VAR,

calculating each time30 the innovation-orthogonalising matrix Eal (as shown in the text) and
conditional on that calculating the mean and the variance impulse responses (moving average
parameters).

In order to derive standard errors for the accumulated impulse responses as shown in the
graphs (for “level series”), we accumulate the impulses of each of the g draws for every impulse step
period p, calculate their variance over the g draws and then adjust this variance in each impulse step,

multiplying it by p~!. The standard errors are then given by the square root of the resulting adjusted

variances. We perform this adjustment referring to the fact that the identifying restrictions are
imposed on the long-run moving average parameters, i.e. the accumulations of the moving average
parameters derived from the estimated model with differenced series, and any variance of the
accumulated parameters at step p has to be treated as sample variance of the parameters up to step p.

27 But see the suggestion by Vlaar (1997).

28 For the calculations we modify a RATS program procedure given in Doan (1992, p.10-5).

29 We used g =300 for our calculations.

30 Here we differ from the approach as given in Melitz and Weber (1996); they perform the calculations conditional on

Eal as derived from the initial estimation.
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Appendix B: Tables and graphs

Table 1

Cross correlations of inflation series between countries

Belgium  Finland  France Germany Ttaly Netherlands  Sweden  U. Kingdom

Austria Actual Infl. 0.88 0.83 0.76 0.82 0.72 0.94 0.57 0.73
1971:1-96:4  Core Infl. (2) 0.92 0.82 0.72 0.84 0.73 0.96 0.61 0.68
Core Infl. (3) 0.81 0.74 0.76 0.82 0.85 0.92 0.71 0.36

Actual-Core (2) 0.56 0.32 0.59 0.42 0.12 0.57 0.04 0.50

Actual-Core (3) 0.14 0.11 0.58 0.40 0.07 0.36 0.34 0.29

1971:1-80:4  Actual Infl. 0.85 0.73 0.35 0.73 0.33 0.92 0.10 0.44
Core Infl. (2) 0.85 0.65 0.14 0.81 0.36 0.92 -0.08 0.32

Core Infl. (3) 0.59 0.66 0.87 -0.12 0.94 0.93 0.51 -0.24

Actual-Core (2) 0.64 0.33 0.74 0.60 0.35 0.69 -0.07 0.67

Actual-Core (3) -0.51 0.95 0.67 -0.01 -0.88 0.84 0.97 0.39

1981:1-90:4  Actual Infl. 0.82 0.81 0.86 0.84 0.83 0.93 0.74 0.62
Core Infl. (2) 0.86 0.88 0.84 0.90 0.86 0.96 0.92 0.07

Core Infl. (3) 0.85 0.85 0.81 0.89 0.86 0.95 0.83 0.00

Actual-Core (2) 0.49 0.27 0.70 0.35 -0.14 0.49 -0.25 0.37

Actual-Core (3) 0.24 0.23 0.76 0.34 -0.19 0.34 -0.04 0.20

1990:1-96:4  Actual Infl. 0.65 0.57 0.37 0.80 0.36 0.65 0.42 0.22
Core Infl. (2) 0.69 0.06 0.61 0.86 0.39 0.73 0.54 -0.02

Core Infl. (3) 0.64 0.56 0.64 0.84 0.24 0.69 0.44 0.11

Actual-Core (2) 0.45 043 0.45 0.46 0.21 0.71 0.53 0.23

Actual-Core (3) 0.07 -0.16 0.46 0.52 0.22 0.31 0.69 0.29

Belgium Actual Infl. 1.00 0.89 0.84 0.68 0.82 0.85 0.63 0.75
1971:1-96:4  Core Infl. (2) 1.00 0.90 0.82 0.72 0.79 0.89 0.67 0.79
Core Infl. (3) 1.00 0.84 0.88 0.75 0.83 0.76 0.74 043

Actual-Core (2) 1.00 0.10 0.67 0.30 -0.11 0.34 0.01 0.31

Actual-Core (3) 1.00 -0.68 0.41 0.08 -0.25 -0.36 -0.31 -0.09

1971:1-80:4  Actual Infl. 1.00 0.89 0.56 0.48 0.51 0.82 0.24 0.64
Core Infl. (2) 1.00 0.90 0.38 0.52 0.57 0.85 0.09 0.56

Core Infl. (3) 1.00 0.89 0.48 0.27 0.82 0.74 0.67 -0.61

Actual-Core (2) 1.00 0.50 0.84 0.60 0.39 0.51 0.07 0.80

Actual-Core (3) 1.00 -0.61 -0.96 0.39 0.61 -0.49 -0.37 0.43

1981:1-90:4  Actual Infl. 1.00 0.81 0.90 0.83 0.92 0.85 0.66 0.41
Core Infl. (2) 1.00 0.92 0.83 0.89 0.83 0.84 0.80 -0.08

Core Infl. (3) 1.00 0.89 0.89 0.90 0.88 0.87 0.78 0.02

Actual-Core (2) 1.00 -0.07 0.71 0.17 -0.28 0.42 -0.18 0.38

Actual-Core (3) 1.00 -0.71 0.43 -0.02 -0.40 -0.28 -0.35 0.12

1990:1-96:4  Actual Infl. 1.00 0.81 0.75 0.38 0.42 0.56 0.75 0.61
" Core Infl. (2) 1.00 0.26 0.94 0.73 0.17 0.55 0.70 0.15

Core Infl. (3) 1.00 0.47 0.90 0.78 -0.18 0.38 0.57 0.17

Actual-Core (2) 1.00 -0.38 0.90 0.49 -0.44 0.22 0.04 -0.62

Actual-Core (3) 1.00 -0.85 0.79 0.31 -0.61 -0.57 -0.34 -0.83

Finland Actual Infl. 1.00 0.86 0.63 0.84 0.82 0.77 0.88
1971:1-96:4  Core Infl. (2) 1.00 0.91 0.58 0.83 0.80 0.77 0.89
Core Infl. (3) 1.00 0.93 0.49 0.85 0.66 0.80 0.70

Actual-Core (2) 1.00 0.23 0.31 0.05 0.31 0.44 0.60

Actual-Core (3) 1.00 -0.22 -0.08 0.44 0.44 0.30 0.38

1971:1-80:4  Actual Infl. 1.00 0.58 0.40 0.58 0.73 0.43 0.77
Core Infl. (2) 1.00 0.40 0.27 0.60 0.64 0.12 0.69

Core Infl. (3) 1.00 0.36 -0.19 0.79 0.73 0.58 -0.85

Actual-Core (2) 1.00 0.61 0.47 -0.31 0.19 0.29 0.66

Actual-Core (3) 1.00 0.79 0.00 -0.82 0.70 0.95 0.33

1981:1-90:4  Actual Infl. 1.00 0.90 0.91 0.87 0.88 0.78 0.68
Core Infl. (2) 1.00 0.95 0.89 0.95 0.92 0.83 0.09

Core Infl. (3) 1.00 0.94 0.84 0.91 0.92 0.73 0.18

Actual-Core (2) 1.00 0.38 0.62 0.61 0.50 0.55 0.21

Actual-Core (3) 1.00 0.06 0.19 0.36 0.44 0.55 -0.01

1990:1-96:4  Actual Infl. 1.00 0.88 0.33 0.74 0.40 0.90 0.84
Core Infl. (2) 1.00 0.44 -0.22 0.35 -0.13 0.68 0.96

Core Infl. (3) 1.00 0.50 0.36 0.01 0.16 0.62 0.50

Actual-Core (2) 1.00 -0.38 -0.09 0.49 0.50 0.58 0.86

Actual-Core (3) 1.00 -0.71 -0.39 0.53 0.60 0.16 0.66
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Table 2

Cross correlations of inflation series between countries (continued)

Belgium  Finland  France Germany Italy Netherlands  Sweden  U. Kingdom
France Actual Infl. 1.00 0.63 0.95 0.75 0.75 0.77
1971:1-96:4  Core Infl. (2) 1.00 0.57 0.88 0.69 0.86 0.77
Core Infl. (3) 1.00 0.56 0.91 0.70 0.84 0.73
Actual-Core (2) 1.00 0.47 -0.16 0.48 -0.04 0.45
Actual-Core (3) 1.00 0.44 -0.38 0.42 0.05 0.24
1971:1-80:4  Actual Infl. 1.00 0.14 0.89 0.15 0.58 0.66
Core Infl. (2) 1.00 -0.25 0.88 -0.02 0.82 0.37
Core Infl. (3) 1.00 0.20 0.85 0.89 0.61 0.17
Actual-Core (2) 1.00 0.67 0.38 0.58 0.03 0.81
Actual-Core (3) 1.00 -0.34 -0.73 0.53 0.57 -0.26
1981:1-90:4  Actual Infl. 1.00 0.86 0.96 0.92 0.65 0.52
Core Infl. (2) 1.00 0.83 0.98 0.90 0.73 0.12
Core Infl. (3) 1.00 0.83 0.96 0.90 0.69 0.19
Actual-Core (2) 1.00 0.35 -0.10 0.60 -0.07 0.57
Actual-Core (3) 1.00 0.33 -0.18 0.46 0.16 0.34
1990:1-96:4  Actual Infl. 1.00 0.24 0.82 0.31 0.86 0.84
Core Infl. (2) 1.00 0.66 0.35 0.37 0.81 0.32
Core Infl. (3) 1.00 0.74 0.15 0.31 0.81 0.48
Actual-Core (2) 1.00 0.71 -0.54 0.27 -0.19 -0.67
Actual-Core (3) 1.00 0.68 -0.58 -0.28 -0.18 -0.62
Germany Actual Infl. 1.00 0.56 0.84 0.44 0.57
1971:1-96:4  Core Infl. (2) 1.00 0.56 0.85 0.52 0.37
Core Infl. (3) 1.00 0.61 0.84 0.53 0.09
Actual-Core (2) 1.00 0.18 0.51 -0.01 0.34
Actual-Core (3) 1.00 0.04 0.21 0.32 0.22
1971:1-80:4  Actual Infl. 1.00 0.02 0.67 -0.12 0.23
Core Infl. (2) 1.00 -0.10 0.80 -0.34 -0.03
Core Infl. (3) 1.00 0.08 -0.01 0.02 0.44
Actual-Core (2) 1.00 0.38 0.49 -0.16 0.77
Actual-Core (3) 1.00 0.48 0.06 0.19 0.82
1981:1-90:4  Actual Infl. 1.00 0.85 0.93 0.78 0.79
Core Infl. (2) 1.00 0.82 0.92 0.89 0.10
Core Infl. (3) 1.00 0.79 0.92 0.85 0.15
Actual-Core (2) 1.00 0.42 0.62 0.18 0.11
Actual-Core (3) 1.00 0.30 0.26 0.34 0.00
1990:1-96:4  Actual Infl. 1.00 0.21 0.74 0.16 -0.07
Core Infl. (2) 1.00 0.27 0.69 0.45 -0.29
Core Infl. (3) 1.00 0.11 0.69 0.48 0.02
Actual-Core (2) 1.00 -0.47 0.42 -0.12 -0.34
Actual-Core (3) 1.00 -0.44 -0.04 0.18 -0.08
Italy Actual Infl. 1.00 0.70 0.76 0.77
1971:1-96:4  Core Infl. (2) 1.00 0.72 0.80 0.70
Core Infl. (3) 1.00 0.84 0.76 0.57
Actual-Core (2) 1.00 0.24 0.17 0.21
Actual-Core (3) 1.00 0.07 0.43 0.27
1971:1-80:4  Actual Infl. 1.00 0.15 0.64 0.66
Core Infl. (2) 1.00 0.25 0.74 0.66
Core Infl. (3) 1.00 0.97 0.66 -0.36
Actual-Core (2) 1.00 0.31 -0.30 0.24
Actual-Core (3) 1.00 -0.73 -0.76 0.05
1981:1-90:4  Actual Infl. 1.00 0.90 0.67 0.47
Core Infl. (2) 1.00 0.90 0.78 0.05
Core Infl. (3) 1.00 0.91 0.73 0.09
Actual-Core (2) 1.00 0.22 0.77 0.03
Actual-Core (3) 1.00 0.33 0.48 0.02
1990:1-96:4  Actual Infl. 1.00 0.20 0.82 0.78
Core Infl. (2) 1.00 0.15 0.64 0.34
Core Infl. (3) 1.00 -0.06 0.31 0.26
Actual-Core (2) 1.00 0.19 0.65 0.71
Actual-Core (3) 1.00 0.46 0.58 0.66
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Table 3

Cross correlations of inflation series between countries (continued)

Belgium Finland  France Germany Italy Netherlands  Sweden  U. Kingdom

Netherlands Actual Infl. 1.00 0.54 0.76
1971:1-96:4  Core Infl. (2) 1.00 0.57 0.67
Core Infl. (3) 1.00 0.58 0.28
Actual-Core (2) 1.00 0.23 0.46
Actual-Core (3) 1.00 0.36 0.34
1971:1-80:4  Actual Infl. 1.00 0.02 0.44
Core Infl. (2) 1.00 -0.18 0.32
Core Infl. (3) 1.00 0.77 -0.28
Actual-Core (2) 1.00 0.12 0.55
Actual-Core (3) 1.00 0.78 0.29
1981:1-90:4  Actual Infl. 1.00 0.78 0.73
Core Infl. (2) 1.00 0.88 0.18
Core Infl. (3) 1.00 0.80 0.17
Actual-Core (2) 1.00 0.22 0.28
Actual-Core (3) 1.00 0.34 0.12
1990:1-96:4 Actual Infl. 1.00 0.26 0.12
Core Infl. (2) 1.00 0.37 -0.08
Core Infl. (3) 1.00 0.11 -0.11
Actual-Core (2) 1.00 0.44 0.36
Actual-Core (3) 1.00 0.43 0.61
Sweden Actual Infl. 1.00 0.71
1971:1-96:4  Core Infl. (2) 1.00 0.66
Core Infl. (3) 1.00 0.75
Actual-Core (2) 1.00 0.18
Actual-Core (3) 1.00 042
1971:1-80:4  Actual Infl. 1.00 0.53
Core Infl. (2) 1.00 0.27
Core Infl. (3) 1.00 -0.27
Actual-Core (2) 1.00 0.07
Actual-Core (3) 1.00 0.57
1981:1-90:4  Actual Infl. 1.00 0.72
Core Infl. (2) 1.00 0.03
Core Infl. (3) 1.00 0.07
Actual-Core (2) 1.00 0.25
Actual-Core (3) 1.00 0.29
1990:1-96:4 Actual Infl. 1.00 0.83
Core Infl. (2) 1.00 0.65
Core Infl. (3) 1.00 0.80
Actual-Core (2). 1.00 0.56
Actual-Core (3) 1.00 0.71

Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)
model, respectively.
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Figure 1

Inflation and core inflation in Austria
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)

model, respectively.

Figure 2

Inflation and core inflation in Belgium
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)

model, respectively.
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Figure 3

Inflation and core inflation in Finland
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)

model, respectively.

Figure 4

Inflation and core inflation in France
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)
model, respectively.
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Figure 5

Inflation and core inflation in Germany
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)
model, respectively.
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Figure 6

Inflation and core inflation in Italy
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Note: The numbers in parentheses indicate the results of the bivariate (output, inflation) and trivariate (output, interest rate and inflation)
model, respectively.

21




0.112

0.096

0.080

0.064

0.048

0.032

0.016

0.000

-0.016

Figure 7

Inflation and core inflation in the Netherlands
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Figure 8

Inflation and core inflation in Sweden
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Figure 9

Inflation and core inflation in the United Kingdom
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Figure 10

Impulse response functions (bivariate model) — Austria

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 11

Variance decompositions (bivariate model) — Austria

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
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specific structural shock to the forecast error variance of the respective series.
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Figure 12

Impulse response functions (trivariate model) — Austria

(VAR estim. with 3 lags, 1971:04 - 1996:04)

of GDP
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
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bounds computed from a simulation as described in Appendix A.

Figure 13

Variance decompositions (trivariate model) — Austria

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Figure 14

Impulse response functions (bivariate model) — Belgium

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 15

Variance decompositions (bivariate model) — Belgium

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 16

Impulse response functions (trivariate model) — Belgium

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation

bounds computed from a simulation as described in Appendix A.

0.25

0.25 —f

0.00 ~

Figure 17

Variance decompositions (trivariate model) — Belgium

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative

contribution of a specific structural shock to the forecast error variance of the respective series.
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Figure 18

Impulse response functions (bivariate model) — Finland

(VAR estim. with 3 lags, 1971:04 - 1996:04)

of GDP of CPI
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 19

Variance decompositions (bivariate model) — Finland

(VAR estim. with 3 lags, 1971:04 - 1996:04)

of D.GDP of D.CPI
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 20

Impulse response functions (trivariate model) — Finland

(VAR estim. with 3 lags, 1979:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.

Figure 21

Variance decompositions (trivariate model) — Finland

(VAR estim. with 3 lags, 1979:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.
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Figure 22

Impulse response functions (bivariate model) — France

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 23

Variance decompositions (bivariate model) — France

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 24

Impulse response functions (trivariate model) — France

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.
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Figure 25

Variance decompositions (trivariate model) — France

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.
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Figure 26

Impulse response functions (bivariate model) — Germany

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 27

Variance decompositions (bivariate model) — Germany

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 28

Impulse response functions (trivariate model) — Germany

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.
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Figure 29

Variance decompositions (trivariate model) - Germany

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.

33




to Supply
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed

Figure 30

Impulse response functions (bivariate model) — Italy

(VAR estim. with 3 Iégs, 1971:04 - 1996:04)
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Variance decompositions (bivariate model) — Italy

(VAR estim. with 3 lags, 19771:04 - 1996:04)
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Figure 32

Impulse response functions (trivariate model) — Italy

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.
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Figure 33

Variance decompositions (trivariate model) - Italy

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.

35




Figure 34

Impulse response functions (bivariate model) — Netherlands

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 35

Variance decompositions (bivariate model) — Netherlands

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 36

Impulse response functions (trivariate model) — Netherlands

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.

Figure 37

Variance decompositions (trivariate model) — Netherlands

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.
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- Figure 38

Impulse response functions (bivariate model) - Sweden

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 39

Variance decompositions (bivariate model) — Sweden

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 40

Impulse response functions (trivariate model) — Sweden

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The solid lines indicate the estimated and accumulated
response to the respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation
bounds computed from a simulation as described in Appendix A.

Figure 41

Variance decompositions (trivariate model) — Sweden

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.
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Figure 42

Impulse response functions (bivariate model) — United Kingdom

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The solid lines indicate the estimated and accumulated response to the
respective first period structural unit shock, dashed lines above and below are the upper and lower two standard deviation bounds computed
from a simulation as described in Appendix A.

Figure 43

Variance decompositions (bivariate model) — United Kingdom

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the bivariate model (output and inflation). The heights of the respective bars indicate the relative contribution of a
specific structural shock to the forecast error variance of the respective series.
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Figure 45

Variance decompositions (trivariate model) — United Kingdom

(VAR estim. with 3 lags, 1971:04 - 1996:04)
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Note: Results are those of the trivariate model (output, interest rate and inflation). The heights of the respective bars indicate the relative
contribution of a specific structural shock to the forecast error variance of the respective series.
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Comments on: “Core inflation in selected European Union countries”
by Christine Gartner and Gert D. Wehinger

by Carsten K. Folkertsma

Introduction

This well-written and interesting paper contains a wealth of information on inflation and
its causes in nine EMU countries. Especially interesting is the extension of the bivariate structural
VAR-model of Quah and Vahey with the short-term interest rate as an indicator of monetary policy.
This extension might be a direct method to identify the purely monetary component of measured
inflation. Another nice feature of the study is the fact that the authors decompose measured inflation
using the same model specification and sample period for each country. This allows comparisons
across countries of the inflation-responses to various shocks.

My comments will be on two topics: first, the measurement of inflation in general and the
differences between the approach of Gartner-Wehinger and Quah-Vahey and second on the usefulness
of the results for the monetary policy of the ECB.

1. Measuring inflation

It seems a widely accepted fact that there is a mismatch between our measurement of
inflation by means of the CPI and our theoretical concept of inflation as the sustained increase of the
general price level. This mismatch is due to the fact that the CPI is just a weighted average of
consumer prices. As such, it is based only on a small subset of prices and it cannot distinguish between
transitory and sustained price increases. Moreover, due to the weighting of the CPI some price
changes have a greater impact on measured inflation than others.

There have been various proposals to refine the CPI changes by means of smoothing
techniques or zero weighting of certain components. However, none of these approaches is fully
convincing since they contain an element of arbitrariness and they lack a firm theoretical foundation.

An altogether different approach has been suggested by Quah and Vahey. They proposed
a method to identify what they call core inflation by using the theoretical insight that inflation has no
long run impact on output. This long run restriction is sufficient to recover the core inflation series by
means of a bivariate VAR model explaining output growth and the change of measured inflation.
Note, that Quah and Vahey assume in their analysis that inflation is integrated of order one, in order to
identify that part of measured inflation that is output-neutral in the long run.

The study of Gartner and Wehinger deviates from Quah and Vahey’s approach in an
important aspect. From their preliminary data analysis, they conclude that inflation is trend-stationary
and not integrated of order one.! Consequently, Gartner and Wehinger then proceed to apply Quah
and Vahey’s identification scheme to inflation and not to its first difference. As a result Gartner and

1" Quah and Vahey used monthly data for the sample period 1969:3-1994:3. Their inflation series was based on the UK

Retail Price Index.
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Wehinger identify not only the component of measured inflation which is due to core or monetary
shocks but even that part of the price level due to what the authors call demand shocks.

This has an important consequence for the interpretation of Gartner and Wehinger’s
results. Core shocks in their study have permanent effects on the price level but not the inflation rate.
Therefore, the link between the core inflation series constructed by the authors and inflation as a
purely monetary phenomenon is much weaker. For theoretical reasons, a permanent change of the
inflation rate must be caused by monetary factors, whereas a change of the price level may have
various causes.

Apart form this conceptual problem, there arise some doubts about the validity of the
identification scheme if one looks at the impulse response figures for Germany, the Netherlands and
Italy. If the identification of the shocks is correct, one would expect that prices settle at a lower level
after a positive supply shock. However, the price level in Germany returns to its original level, in the
Netherlands does not react at all and in Italy the price level even rises. These responses indicate that
supply shocks in those countries are systematically accommodated and that the model does not
correctly distinguish supply and demand shocks.

In their extension of the Quah and Vahey approach to a trivariate VAR model including
output growth, CPI inflation and short-term interest rate, the authors attempt a further breakdown of
price changes into changes brought about by supply shocks, real demand and monetary shocks. As I
said, I find this extension rather interesting because it might provide a direct way to identify that part
of inflation, which is caused by monetary factors.

Clearly, this approach is interesting, because only that part of measured inflation which is
caused by monetary factors can account for a sustained rise of the general price level and corresponds
thus with our theoretical notion of inflation. In addition, from the viewpoint of a central bank the
identification of inflation due to monetary shocks is important, since it would be the proper concept to
judge the performance of a central bank.

Gartner and Wehinger identify monetary policy shocks by assuming that unexpected
changes of the short-term interest rate are output neutral in the long run. At first sight, their empirical
results support their interpretation of interest rate changes as discretionary policy instrument. For all
countries, except for the Netherlands, the short-term interest rate is in the long run independent of all
other variables in the system. A closer look, however, shows that the empirical findings are difficult to
reconcile with economic theory. One would expect that a tightening of monetary policy or a rise of the
short-term interest rate leads to a decrease of money demand, prices and possibly output. However, the
results of Gartner and Wehinger show that in all countries except in the Netherlands, a permanently
higher price level and a higher output follow a monetary contraction during the first year.

A final remark on the measurement of inflation concerns the price index used in the
empirical analysis. Although Quah and Vahey and Gartner and Wehinger argue that the CPI is
unsuitable for the measurement of inflation, both studies decompose inflation, measured by the CPL
The limited scope of the CPI and possibly its weighting may bias the measurement of underlying
inflation. Clearly, if the method of Quah and Vahey identifies that part of measured inflation which is
due to monetary shocks only and a monetary shock ultimately leads to a proportional rise in all prices,
it should not matter which price index one uses for the decomposition. It would therefore be
interesting to see how sensitive core inflation is with respect to the price index used in the exercise.

2. When is core inflation relevant for the monetary policy of the ECB?

Now I want to make three remarks on the question under what conditions the
measurement of core inflation might be useful for the monetary policy of the ECB. First of all, in order
to be useful, core inflation figures should be available with comparable frequency and speed as CPI
inflation figures. This means that the VAR model should be estimated with monthly and not quarterly
data.
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Second, in order to be relevant at all in the short and medium term, the model should be
estimated on aggregated European data. Indeed, Quah and Vahey and Gartner and Wehinger used a
sample period of 25 years for their estimation. If one does not use aggregated European data, does the
ECB has to wait 25 years for its first core inflation figure?

Finally, the core inflation series constructed by means of a VAR model might be sensitive
to the sample period. Core inflation would be useless to monetary policy if every time new
observations become available the core inflation series undergoes major revisions. Therefore, it should
be investigated how sensitive the core series is to variations of the sample length.

Conclusions

My conclusions from this discussion of the study of Gartner and Wehinger are as follows:
First, they should reconsider the empirical evidence on the stationarity of measured inflation. I suspect
that the anomalies of the impulse response functions may be explained by the fact that core shocks
have a permanent effect on inflation and not just the price level. As long as these anomalies persist it is
not clear what component of measured inflation the identification scheme actually recovers. Second,
one should experiment with price indices, defined for broader price sets and possibly without
weighting. Moreover, in order to be useful for the ECB in the short and medium term, core inflation
series have to be constructed using monthly, European data. Finally, I think it is important to find out
how sensitive the core inflation series are to the length of the sample period. The concept will not
become relevant to monetary policy if inflation figures undergo major revisions as soon as new
observations become available.

47



Fiscal consolidation in general equilibrium models

Raf Wouters!

Introduction

In this paper, attention is focused on the effects of fiscal consolidation programmes in
small open economies. The analysis concentrates on the intertemporal aspects of the problem: how
will private sector behaviour be affected by public sector actions on public expenditure, taxes and
deficits? Other aspects of fiscal programmes, such as the optimal tax decision, the possible distortions
of taxes or the external effects of public capital formation, will not be discussed.

We start with a brief overview of the fiscal consolidation experience in Belgium. The
magnitude and the specific content of the Belgian consolidation programme give it a special interest
for those wishing to test some of the factors behind successful consolidation programmes. The
specific characteristics of the Belgian experience become clear if they are compared with other
European experiences.

In Section 2, we briefly review the literature on fiscal consolidation. Starting with a
simple textbook model, different views on fiscal consolidation are discussed. The relative magnitude
of the different channels of interaction between public and private sector behaviour will determine the
success of the fiscal consolidation programme. In the literature, the experiences of Ireland and
Denmark are considered as interesting examples of successful consolidation programmes. The
simulation results from existing macroeconomic models are in most cases less optimistic, especially
as far as the short-term effects of restrictive fiscal policies are concerned. General equilibrium
models, although they rely on a totally different theoretical framework to traditional Keynesian
models, also tend to yield negative output effects of fiscal consolidation programmes, at least insofar
as the analysis is limited to the intertemporal aspect of the problem.

In Section 3, we present a theoretical general equilibrium model for a small open
economy, so that the different aspects of the interdependence of public and private sector behaviour
can be analysed in a coherent framework. This model allows us to analyse the sensitivity of certain
effects to theoretical parameters: in particular, we can test the dependence of the result on the
planning horizon and liquidity constraints of households, the importance of the labour supply reaction
and the public consumption role in the utility function, the degree of price stickiness in an economy
with imperfect competition, the exchange rate behaviour and the monetary policy reaction function.

In Section 4, we estimate a structural VAR model for Belgium, based on the theoretical
insights of the general equilibrium model. The special contribution of fiscal shocks to economic
growth and inflation (or the real exchange rate) will be estimated. The sensitivity of the results can be
tested with alternative theoretical restrictions and empirical variables. Finally, we also apply the
SVAR model to the Irish and Danish data, in order to identify the contribution of fiscal shocks to the
growth process in these countries, and to compare the results with the Belgian experience.

1 National Bank of Belgium, Research Department. The views expressed in this paper do not necessarily correspond to

those of the NBB. The author wishes to thank P. Moés for his contribution to the empirical structural VAR analysis and
M. Dombrecht for his comments on a previous version of this paper.
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1. Belgian experience in fiscal consolidation

In Belgium, fiscal consolidation has been one of the central topics of economic policy
since the beginning of the 1980s. The public deficit at the beginning of that decade was up to 12.8%
of GDP, and public debt was rising quickly, from 60% in 1975 to more than 100% in 1982. Starting in
1982, there has been a gradual improvement in the situation of public finance, only temporarily
interrupted at the beginning of the 1990s. The public deficit decreased and in 1997 Belgium is set to
fulfil the Maastricht deficit criteria, with an estimated public sector borrowing requirement of 2.0% of
GDP. Public debt is also declining, after reaching a peak of 135.2% in 1993; in 1997 it is estimated to
be 122.2%.

This result was obtained despite a strong “snowball” effect. Interest charges increased
from 6% of GDP in 1980 to 10.5% of GDP in the second half of the 1980s and the beginning of the
1990s. This implies that the improvement in the primary surplus shows an even stronger reversal:
from -5% of GDP in 1981 to 5.9% of GDP in 1997 (see Figure 1).

These data are well known. What is less well known is that Belgium obtained these
results almost exclusively via a decrease in government expenditure. Government revenue as a
percentage of GDP has hovered around 46.7% over the period. Primary government expenditure, on
the other hand, has decreased from 51.3% in 1981 to 41.7% in 1997, a level that is even below the
European average. The effort that was made in terms of government expenditure cuts can be further
illustrated by comparing the growth of real government expenditure in Belgium with the average
European figures. In Belgium government expenditure, deflated by the consumer price index,
increased by 15% over the period 1980-97, or 0.7% annually, against an average European growth of
2.3%.

All components of government expenditure have contributed to this result: government
investment experienced the strongest decline over the period, with an average decrease of 4.8% in
volume (European average +0.3%); purchases of goods and services decreased by 1.4% on average
(+2.8% for the 15 EU countries); compensation of employees increased by 0.4% (1.4% for the 15 EU
countries); subsidies to enterprises decreased by 0.8%, while the European average was +0.7%; and
transfers to households increased by 1.9%, compared with an average of 3.1% for Europe.

During this long period of fiscal consolidation, economic growth in Belgium was slightly
below the European average. However, the improvement in public deficits was accompanied by an
amelioration in other macroeconomic fundamentals. Inflation and interest rates converged towards the
German level, and the improvement in the public deficit also occurred simultaneously with the
improvement in the current account balance.

In the recent literature on fiscal adjustment, and especially the studies undertaken by the
IMF (Alesina and Perotti (1996-97), McDermott and Wescott (1996)), Belgium is not cited as an
example of successful fiscal consolidation, where the latter is defined as a period of tight fiscal stance
such that the government debt/GDP ratio falls by at least 3 percentage points within two years,
although, according to the most recent figures, Belgium qualifies for this definition over the period
1996-97. These studies have suggested not only that the size of the fiscal adjustment process is
important (sharp contractions increase the probability of success) but also that the nature and
composition of the measures are key elements for the success of the programme. Examples of such
successful consolidation programmes were found in Ireland and Denmark, and these experiences are
often discussed in the literature.

In Figure 1, we compare the Belgian experience with that of Ireland and Denmark.
Although these countries experienced larger cuts in expenditure, over the whole period the
consolidation effort was greater and more persistent in Belgium. In Section 4 these three examples of
fiscal consolidation programmes are further analysed and, in particular, we try to estimate the specific
contributions of public consumption cuts on observed economic growth and inflation.
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Figure 1

Consolidation of public finances in some European countries
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2. A survey of the literature on the effects of fiscal consolidation

In the literature one finds many simulation exercises for fiscal policy shocks using
existing econometric and more theoretically oriented models. As fiscal consolidations affect in the
first instance the intertemporal constraints on private sector behaviour, we focus especially on those
studies that incorporate forward-looking expectations for the expected income streams, as only these
models can take into account the effects of announced fiscal policies.

Fiscal policy affects economic growth via many different channels. In this section we
review those channels that have received most attention in the literature. Starting with more
theoretical arguments on planning horizon, expectations and labour supply reaction, we move on to
the more practical or empirical questions such as the rigidity of prices, exchange rate behaviour and
monetary policy reactions. While the second category of topics is crucial in explaining the short-run
impact of fiscal adjustments, the theoretical arguments remain important as they determine the long-
run reaction of models to fiscal shocks. In the next sections some of these topics will be further
discussed within the framework of a small general equilibrium model for an open economy.

2.1 The time horizon of the private sector

In the traditional Keynesian models, consumption is determined by current income. The
outcome of a fiscal consolidation in this case is simple. A decrease in fiscal spending has
contractionary real effects in terms of both consumption and output, because it shifts the aggregate
demand curve downwards and prices are rigid. Consumers do not perceive the positive effects of
lower public deficits on future taxes and therefore on wealth. The typical multiplier analysis implies
that the effect of government spending cuts will be larger than the effect of tax increases.

In the neoclassical Ramsey model, agents have an infinite time horizon and the labour
supply is inelastic. In this model, consumption is proportional to wealth, defined as the present value
of all future revenue. Lower taxes and debt financing will leave wealth unaffected as consumers
discount the higher expected future taxes. A permanent change in public consumption financed with
lump-sum taxes results in an equal but opposite change in private consumption, as consumption
moves proportionally with wealth. So aggregate demand, output and employment are unaffected. As
consumers are forward-looking, they recognise the wealth effect resulting from the change in the
present value of future taxes necessary to finance public expenditure. This neutral effect of fiscal
spending on economic activity is a result of the Ricardian equivalence hypothesis (Barro (1974)).

The hypothesis of infinite horizons is however a strong hypothesis. In reality, consumers
have finite lives and they typically save for consumption in later periods of the life cycle. So unless
intergenerational transfers are given a similar valuation to consumption in the utility function,
household horizons will be less than infinite. In modern macro-modelling, this finite horizon
assumption is typically introduced by using a constant probability of death or the perpetual youth
hypothesis (Blanchard (1985)). This approach implies that future taxes are discounted at a higher
discount rate (the discount rate plus the expected probability of dying), and therefore receive a lower
expected value, as the consumers are uncertain whether they will still be alive at the time the future
taxes are levied. Under this hypothesis, government taxes will have an impact on wealth, and
therefore on private consumption. For the same reason, public spending cuts will be less than fully
offset by the increase in private consumption and declining aggregate demand will cause lower real
interest rates. This will stimulate investment and increase the optimal capital stock. Given the
hypothesis of fixed labour supply, output will increase with permanent public spending cuts.

Finite horizons are not the only reason for an absence of Ricardian equivalence. Other
reasons are imperfect capital markets and liquidity constraints. Empirical consumption functions show
in most cases an excessive sensitivity with respect to current income. Therefore, an alternative (or
complementary) solution to make economic models more realistic is to define part of the households
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as being liquidity constrained. Such market imperfections enhance the real effects of fiscal policy, as
we will see in our model discussion later.

Up to now, we have considered only permanent changes. Transitory changes have a
smaller effect on wealth but they entail an additional intertemporal substitution effect as they may
affect the rate of interest. A temporary spending cut will have a smaller impact on wealth compared
with a permanent one, increasing private consumption less than proportionally, and so lowering
aggregate demand and, therefore, the interest rate. Lower interest rates will shift consumption towards
the present period and at the same time stimulate capital accumulation. So a transitory contractionary
fiscal programme has a positive effect on output as the capital stock increases. As public spending
subsequently returns to its original level, private consumption will decline less, causing a temporary
increase in interest rates and lower investment, so that capital stock, output and consumption will
return to their original levels.

The main conclusion here is that the introduction of the intertemporal budget constraint
for households, in contrast to the current income approach in Keynesian models, lowers the multiplier
effects of permanent government spending or tax changes. But two further remarks should be made.

Although these models are able to yield expansionary fiscal contractions, the logic
behind the results contradicts recent ideas behind expansionary fiscal consolidation programmes. It is
the decline in aggregate consumption that lowers the interest rates and stimulates capital accumulation
and output gradually. Transitory spending shocks, which have larger impacts on interest rates, will be
more effective in the short run. The modern view on expansionary fiscal consolidation, on the
contrary, stresses the importance of the permanent character of fiscal programmes to generate positive
effects on expectations, private consumption and investment demand. To achieve such expansionary
expectations effects, one has to introduce specific assumptions as to expectation formation that rely
on uncertainty about the future action of the public sector and on non-linear reaction functions of the
public sector to unsustainable fiscal programmes. Futhermore, the results obtained in the present
section were derived under the hypothesis of constant employment equal to the fixed labour supply.
These two remarks will be further discussed later on.

2.2 The impact on expectations: credibility, persistence and composition of the fiscal
programine

With regard to the deep recession in West Germany in 1981-82, with historically high
public deficits (4.9% in 1981 and 4.4% in 1982), followed by a quick recovery during a period of
restrictive fiscal policy in 1983-86, some German economists have put forward the hypothesis that
economic growth was strongly influenced by the expectation effects of fiscal policy (Fels and
Froehlich (1986), Hellwig and Neumann (1987)). Rapidly growing deficits may undermine private
sector confidence in the future economic outlook, causing a decline in consumption and investment
and leading to higher interest rates. Fiscal austerity, on the other hand, could stimulate a
“psychological crowding-in”, given public approval of a policy aimed at long-term stability. By
absorbing a smaller share of GDP, the public sector made room for the private sector to expand. In
particular, more savings could be channelled into productive private investments. The decrease in the
government borrowing requirement, together with a strict anti-inflationary monetary policy, paved the
way for a substantial decline in interest rates.

The Danish (1982-86) and Irish (1987-89) experiences gave further support to this
hypothesis. Giavazzi and Pagano (1990) explained the strong recovery in both countries after their
fiscal adjustment programmes by the “German view”: a fiscal shock can trigger a positive reaction of
private demand, lower real interest rates and create positive wealth effects. Giavazzi and Pagano
(1995) later applied their explanation to a broader set of OECD countries. The same view underlies
the work by Alesina and Perotti (1996-97), which seeks to define a “successful fiscal consolidation
plan”.
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Given these observations, some theoretical justifications for stronger-than-proportional
wealth effects following a fiscal adjustment programme were developed. Blanchard (1990) argues that
a tax increase today can have expansionary effects if it generates expectations of less dramatic and
disruptive tax increases tomorrow. By removing the uncertainty about the evolution of future fiscal
policy, it may reduce precautionary saving.

Bertola and Drazen (1993) introduce trigger points for the government
expenditure/output ratio at which sharp policy changes are expected to occur. Such trigger points
make government expenditure follow a discrete process. Once expenditure reaches the critical level, a
drastic stabilisation programme is expected. So if public spending comes close to a trigger level, a
further rise in expenditure will increase the possibility of a drastic future stabilisation programme, and
will therefore lead to a decrease in the expected future expenditure stream. As a critical level is
reached, either the stabilisation programme will be put into action and government spending will be
cut while consumption will increase, or the expected stabilisation process will not be implemented,
and then consumption will make a negative jump and a higher trigger level for public spending will be
established. Such a process can explain the Danish and Irish cases to the extent that the stabilisation
programmes were effectively expected by the household sector.

These models introduce non-linear effects based on the change in the perception of
uncertain future fiscal policies. Increases in public debt in a context of an already high level of debt
can have different effects to an increase of debt at a low level. At a high debt level, a further increase
makes a shock programme with drastic measures more likely because the continuation of past policies
becomes unsustainable. In such a case, a further deficit expansion not only raises future taxes
proportionally but, as it also increases the probability of a drastic programme in the near future with a
finite time horizon (as in the model of Sutherland (1995)), this also leads to a more-than-proportional
fall in future income. So a fiscal expansion can have contractionary effects on aggregate demand,
while a fiscal contraction can lead to an expansion in aggregate demand.

Another possible channel that can increase the strength of the wealth effect is the
decrease in interest rates that follows the stabilisation process. Interest rates can fall if monetary
policy follows a rather expansionary stance to compensate for the restrictive fiscal policy. This effect
will be addressed in a later section, where the interaction between fiscal and monetary policy is
further discussed. Long interest rates can also decrease because the required risk premium declines.
Falling public debt will diminish the danger of its monetisation and, therefore, the inflation bias due
to public debt devaluation. The restored confidence can also attract foreign investors looking for
interesting capital gains on high-yield bonds. A decrease in public debt will also reduce the default
risk as it minimises the probability of an unsustainable snowball effect.

The lower interest rates will increase the value of financial assets, equity and house
prices. Together with the optimistic expectations about future growth prospects in the private sector,
this can lead to a boom in investment demand in both housing and business sectors.

The strength of the wealth effect depends strongly on the private sector’s perception of
future fiscal policy. Some authors therefore stress that the size and specific composition of the fiscal
programme can be important in bringing about the necessary confidence shift (Alesina and Perotti
(1996-97)). The size of the fiscal measures taken is important as it gives a signal on the unobservable
future course of the process. A small adjustment programme can disappoint the private sector and will
therefore not cause the necessary jump in expectations and private expenditure. Following this logic,
it is also important to demonstrate that the measures taken are permanent measures, to signal clearly
that a significant break has occurred with the past process of public deficits and expenditure. The
composition of the adjustment programme can be important in this context. As some expenditure cuts,
for instance transfers and compensation cuts, are politically more difficult to implement, they will be
more convincing in signalling the willingness for further changes. Alesina and Perotti and McDermott
and Wescott provide evidence which shows that successful stabilisation programmes are typically of
larger magnitude and share a similar composition, with a preference for spending cuts and an aversion
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to income tax increases. The authors cite the Irish experience of 1987-89 and the Danish programme
of 1982-86 as typical examples of successful programmes.

The empirical relevance of this “expansionary fiscal contraction” is difficult to prove, as
the argument is strongly based on the behaviour of unobservable expectations. The non-linear nature
of the proposed relation also makes it difficult to model the hypothesis and to test it empirically. One
approach for identifying the presence of these expectation effects is to estimate consumption and
investment functions and check whether the observed reaction in private spending corresponds to the
normal behaviour of consumers (Giavazzi and Pagano (1990, 1996)). Unexplained positive shocks in
private demand around periods of fiscal contraction are then considered as evidence of positive
expectation effects. This approach can give an indication of a structural break in the consumption
function, but it cannot prove the hypothesis or the specific channel of the expectation effect. Barry
and Devereux (1995) show that alternative interpretations for the remarkable results of Ireland and
Denmark are possible. These can be found in the presence of other shocks affecting the economy at
the time the fiscal shock took place. Indeed, the fiscal consolidation programme was preceded in both
countries by a real depreciation that improved competitiveness and net exports. The fiscal measures
were also accompanied by a shift in monetary policy. Both countries shifted towards a policy of a
stronger currency, which may have influenced expected inflation and interest rates. Furthermore, real
wages and labour markets experienced shocks at the same time as the fiscal programme was being
carried out. So there is a clear problem of disentangling different shocks that were occurring
simultaneously, and this makes interpretation of these experiences very difficult. A more general and
structural approach is necessary to identify alternative shocks and interpret the joint observation of
different macroeconomic variables. In our SVAR experiments, we try to take a step in that direction.

Most empirical macro models simulate the deflationary effects of government cuts on
aggregate demand, although some arrive at rather small-short term costs (for instance the IMF
Multimod exercise on Canada by Bayoumi and Laxton (1994)). But such results are mainly due to
other channels. As these economies are small and open, competitiveness should play a dominant role
in the interpretation of the simulation results. At the same time, the monetary policy reaction and its
effects on the exchange rate are crucial for the outcome of such measures. These points will be taken
up in later sections.

Up to now, the discussion has focused on demand effects. In the next two sections we
discuss the effects on the supply side of the economy: household labour supply and firm’s demand for
labour.

2.3  The effect on the labour supply

In Section 2.1, following the classical Ramsey model, the labour supply was assumed to
be inelastic. In general equilibrium models, the utility of households depends on both consumption
and leisure. The labour supply then reacts to changes in consumption or wealth. In Barro (1989),
Baxter and King (1993) and Aiyagari, Christiano and Eichenbaum (1992), the increase in private
consumption and wealth, following public spending cuts, also stimulates a higher demand for leisure
and therefore gives rise to a negative labour supply effect. This results in higher private consumption
but lower employment and output in the new steady-state equilibrium. As the equilibrium capital
stock and investment also decrease, the total multiplier effect in these general equilibrium models can
easily exceed one. A permanent reduction has greater output effects than a temporary one, because the
wealth effects, and therefore the impact on the labour supply, are larger with permanent measures.
These results are remarkable as they reproduce the Keynesian result in a neoclassical framework of
full employment and flexible prices.

In practice, such wealth effects on the labour supply may be rather limited. Furthermore,
negative labour supply effects of fiscal consolidation may be compensated for by a positive impact of
lower distortion effects of taxes on employment and investment as, in reality, taxes are not of a lump-
sum type. Income taxes in neoclassical models (Baxter and King (1993)) cause a divergence between
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real wage costs for firms and the disposable wage for employees. By driving a wedge between private
and social returns on labour, employment will be lower in an economy with labour tax distortions than
in the optimal world with lump-sum taxes. Fiscal consolidation in these models will therefore have a
positive supply effect by eliminating tax distortions.

These different steady-state supply effects of both assumptions are also present in the
simulation results of modern macroeconomic models that are constructed around a well-defined
steady-state model. The simulation results of the Quest II model (Roeger and In’t Veld (1997)), for
instance, show how the impact of a fiscal consolidation programme depends on the financing
decision. If the decrease in public spending goes together with a reduction in lump-sum transfers, the
long-term effect on output is negative. If the spending cuts give room for a decrease in labour taxes,
there will be a significant positive effect on employment. The importance of the financing decision
was also stressed by Bartolini, Razin and Symanski (1995), using the IMF Multimod model to
simulate fiscal restructuring in the G-7 countries.

The relative size of these different effects in empirical studies is ambiguous. Studies on
the labour supply give different results according to whether they are based on micro- or
macroeconomic data. The size of distortion effects will, in addition, depend on the structure of the
labour market. Labour tax distortions can also be offset by the external effects of public expenditure
and investment on private labour and capital productivity. In this paper, however, we concentrate on
the intertemporal aspects of fiscal consolidation, which should be distinguished from the other aspects
of fiscal policy, no matter how important the structure of the financing decisions and of the
expenditure composition may be.

The effects of fiscal contractions on the labour supply may also be different in models
with labour unions and bargaining. Changes in the system of accommodating transfers, especially
those related to unemployment, can change the insider behaviour of unions in the labour market
(Calmfors and Horn (1985-86)). Abolition of the automatic indexation of transfers and public sector
compensation can have spillover effects on the private sector wage formation process. These channels
are interesting as they offer a different view on expansionary fiscal consolidations. They suggest that
the negative demand effects of spending cuts may not be offset by private demand shocks, but rather
that positive supply shocks could be important. As supply shocks tend to have more permanent effects
on output, this distinction can have major consequences for the long-run outcome as well. In the
SVAR exercise, we will be able to discuss the offsetting role of these different channels.

2.4 Imperfect competition models with sticky prices

Up to now, the models discussed have all assumed flexible prices and full employment.
Under these neoclassical assumptions, demand shocks do not affect the supply decisions of the firms
directly, and the short-term effects of public finance shocks on output are thus rather small. In reality,
however, the decision to cut government expenditure is often taken in a context of unemployment,
and spending cuts are often postponed because of the expected short-run costs in terms of negative
employment effects in a situation of already high unemployment.

Therefore, the problem of fiscal consolidation should be examined using a model with
unemployment and rigid prices or wages, so that demand shocks do have short-run output effects.

Perfectly competitive models predict that aggregate demand shocks can raise output and
employment only by increasing households’ willingness to supply labour (Woodford and Rotemberg
(1992)). A profit-maximising firm in perfectly competitive output and factor markets produces and
hires labour until marginal productivity equals marginal costs. As these variables depend only on
supply-side conditions in the form of installed capital, technology, etc., demand shocks will not affect
the real output and employment decisions of the firm. The demand for labour will shift only if the
assumption of perfect competition and price flexibility is dropped. The neoclassical models, by
assuming perfect competition and flexible prices, do not allow for the effect of fiscal spending shocks
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on the supply decisions of the firms and labour demand in particular. In neglecting these effects, the
neoclassical model underestimates the short-run costs of fiscal adjustments.

Imperfectly flexible wages can explain the influence of aggregate demand shocks on real
output, but they imply countercyclical real wages. Therefore, it is more realistic to look for a solution
in terms of imperfect competition in the goods market as the rationalisation for the impact of demand
shocks on firms’ supply decisions. Monopolistic competition in the goods market also implies
equilibrium situations with unemployment. Price rigidity can be rationalised in these environments
both as a consequence of collusive behaviour between oligopolies (Rotemberg and Woodford (1992))
or in terms of price adjustment costs (Calvo (1983), Kollman (1997) and Hairault and Portier (1993)).

In such models, aggregate demand shocks affect the mark-up as prices do not fully reflect
the increase of marginal costs. The reaction of output will no longer depend exclusively on the labour
supply reaction of households; labour demand by firms will also shift. These neo-Keynesian models
succeed in combining price rigidity and the importance of the demand shocks in the short run within
the long-run neoclassical framework.

Empirical macroeconomic models typically incorporate sticky price and wage
assumptions in the short run, and are therefore demand-driven in the short run. They are able to
illustrate important short-run output costs of public spending cuts. The problem, however, is that such
models, by incorporating more realistic, empirically estimated short-run dynamics, lose their
theoretical consistency, especially in terms of the profit maximisation behaviour of firms in output
and price decisions. This was certainly the case in traditional macroeconomic models, inspired by the
old Keynesian view and lacking the long-run steady-state framework that is needed to determine long-
run stock flow equilibrium. But even more modern models, built around a theoretical steady-state
model, have a somewhat arbitrary combination of short-run dynamics and long-run steady-state
properties.

2.5 Open economies and monetary policy reaction functions

The simple Mundell-Flemming approach implies that fiscal spending cuts will decrease
aggregate demand and result in a real depreciation of the exchange rate together with an improvement
in the current account.

This result remains more or less valid in the modern approach using rational expectations
and intertemporal optimisation. In a small open economy model with one good and finite horizons,
aggregate demand declines with spending cuts. As the interest rate is fixed for the small economy,
contrary to the closed economy case, investment does not react but net exports increase. The
accumulation of net foreign assets substitutes for the accumulation of domestic capital, and therefore
output remains unchanged. In the ultimate steady state these effects will be reversed, allowing a
further increase in private consumption, as equilibrium in the balance of payments requires the trade
deficit to compensate for the increase in interest income on net foreign assets.

In a model with two goods and imperfect substitution, there will be additional effects via
changes in the real exchange rate, as the price of the domestic good in terms of the foreign good will
decrease. The real depreciation goes hand in hand with a decrease in the real interest rate so that
investment and output rise, a result that compares well with the one obtained in the closed economy
case. Further complications of the model (e.g. Ahmed (1987) and Cuddington and Vinals (1986)),
introducing tradable and non-tradable goods and wage-price inflexibility, can, however, make these
results ambiguous. The non-tradable sector output declines with the public spending cuts, and real
wages go down, boosting exports in the tradable sector.

In practice, the behaviour of the nominal exchange rate depends strongly on the reaction
of monetary policy and the change in risk premia for small open economies.

Bayoumi and Laxton (1994), using simulations of the IMF Multimod model for Canada,
illustrate how the outcome of a fiscal consolidation programme depends on the interaction between
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the exchange rate and monetary policy. A deficit reduction package that uses a combination of
increases in taxes less transfers and a decrease in government expenditure to bring the debt/GDP ratio
down was simulated for Canada. Monetary policy responds endogenously as it pursues an inflation
target and long-term interest rates incorporate a small risk premium that depends on the public debt
ratio. In this simulation, the size of the short-run costs depends on the perception by economic agents
of the persistence of the deficit cut. With a fully credible fiscal programme, economic agents
anticipate the decline in future interest rates, and the exchange rate depreciates immediately. Exports
rise and the total output effect can even become positive. If the programme is not credible, the
exchange rate depreciates less as economic agents do not correctly anticipate future lower interest
rates. Therefore, output and inflation decline initially. This example illustrates the importance of the
currency depreciation and a monetary policy rule in determining the outcome of consolidation
programmes for small open economies. An increase in competitiveness and net exports can be an
important channel to offset negative domestic demand shocks in the short run.

This result is typical for many simulations on fiscal consolidation. In a discussion of the
impact of the Maastricht criteria and the deficit reduction programmes on economic growth, Buiter
(1993) also points to the dependence of the short-run costs on the behaviour of interest rates and
exchange rates to offset the negative impact on demand. In that context, the disappearance of long-
term interest rate differentials with Germany did play an important role in softening the short-run
costs.

In addition, in the QUEST model (Roeger and In’t Veld (1997)) the short-run effects of
fiscal contractions depend strongly on the monetary policy rule. With a nominal interest rate target,
money supply decreases following spending cuts and this will enforce the negative short-run costs. On
the other hand, if monetary policy follows a strict money supply rule, nominal interest rates decline
and such a type of monetary policy can even reverse the short-run effects.

3. Fiscal consolidation in a general equilibrium model for a small open
economy

In this section, a small general equilibrium model for an open economy is presented. The
model integrates most of the topics that were discussed in the previous section, and therefore allows
us to analyse the importance of such effects in a coherent framework. After a brief description of the
model, the impulse response effects of public spending cuts and tax increases are presented and the
sensitivity of the results with respect to the parameter values is tested.

3.1 The household sector

A first group of households is liquidity constrained and has no access to the capital
market. These households consume disposable labour income during the period in which it is earned,
and it is supposed that their labour supply is perfectly elastic so that it fluctuates together with total
employment, determined elsewhere in the model.

The behaviour of these households is summarised by the following equation:
C’'="*(1-L),-T, (1
p,

where income is equal to labour income minus net taxes. Notice that taxes are treated as lump-sum
taxes and are therefore not proportional to income. The question of tax distortions is not considered in
this model.

The second group of households has full access to the capital market: they hold money
balances (M), domestic government bonds (B), foreign interest-bearing bonds (F) and domestic equity
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(V). Bonds are one-period assets on a discount basis, such that the price in period ¢ of the domestic
bond (b) equals 1/(1+R) and, similarly, for the foreign bond with price (f):

Mr+1+stz+l+s ftFt+]+dtVt+1=
p. p. P p, 2)

oo\ Meqrgmye Brog Lo, diVe Wog_py _cicior,

px pt pt pt pt

pr is the probability of survival. A perfect insurance market inherits consumers’ wealth on their death
and redistributes wealth in the form of an annuity payment in proportion to household wealth. V
stands for domestic equity with price d. Real wealth (W) is equal to:

M B F, d)V
W,=—(1+gm)+—"L+s, —L+——L (3)
Pt pt pt pt
The utility function is of the following type:
V,=alnC} +(1-a) 1nk,2 +6G, ]+ -l—lt—n—Li“” (4)

Utility depends on the consumption of cash (C1) and credit goods (C2), public consumption (G) and
leisure time (L).

The households have a discount factor (B) and a finite expected life, with pr the probability of
survival and a lifetime horizon 1/pr, so that the objective function becomes:

max §Z(Bpr)jvktl+j’ct2+j’Gt+j’Lt+j )
J
and the cash constraint applies to the consumption of cash goods:
M
Cl, <—L(1+gm,) (6)

P

The first-order conditions are derived from the Lagrangian, combining the optimisation
function and the constraints, with A the Lagrange parameter for the budget constraint and m for the
cash constraint:
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v stands for technological progress (but it is assumed to equal 1 in the rest of the analysis).

Equations (7) and (8), combined with the first-order constraint on cash holdings (10) and
the interest rate condition (11), result in a velocity of money that depends positively on the interest
rate. Using the equality between C1 and real money holdings (M/P), the equation can then be
rewritten as:

1-
a

M 1 a
C,/—’ (1+gm,)==+—=R,_, (14)
D: a
In the simulation of the model, this money demand equation is specified in terms of total consumption
and not just in terms of the consumption of the unconstrained consumers.

Equations (11) and (12) represent the uncovered interest rate parity condition for nominal
exchange rate determination. Equation (13) shows that the expected holding return on equity equals
the expected one-period interest rate under certainty equivalence.

The consumption of the second type of household can be approximated by using the first-
order conditions and the restriction that the net present value of consumption must equal total
expected revenue and actual wealth. The consumption of cash goods becomes:

Cl, =(1-Bpr/ya

M
ﬁ{W, +Rt_1—t(1+gmt)+H, +9PG,} (15)
-1 Py

and the consumption of credit goods, including government consumption, is related to the
consumption of cash goods in the following way:

2T =C2, +6G, =[1”“\(1+R,_1)c1, (16)
a
J
Total aggregate consumption can then be expressed as a function of total wealth:
T 0 Mt
C, =B, [W,+Rt_1———(1+gm,)+H,+9PG,} (17)
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of disposable labour income and government expenditure discounted with pr/(1+RR).

where BY =(1+

and H and PG stand for the present value

Substituting out human wealth and the present value of government expenditure, the
equation can be rewritten as:

0 0
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The introduction of two types of household and a finite horizon allows a generalised
permanent income approach. The liquidity constraint on part of the consumers can explain the excess
sensitivity of consumption to current income innovations. The finite time horizon assumption allows
testing of the impact of different planning period hypotheses on the effect of public deficits on private
consumption. By incorporating government consumption and private consumption in the consumers’
utility function, the results of different assumptions about the substitution or complementarity
between both types of goods can be analysed. A negative value for O implies that an increase in
government consumption raises the marginal utility of private consumption (i.e. the two are
complements), whereas a positive 0 suggests that an increase in government consumption diminishes
the marginal utility of private consumption (i.e. the two are substitutes).

In the case of monopolistic competition, aggregate consumption has to be considered as
an index of many different consumer goods. The allocation is considered in two steps together with
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the other final demand components: investment and government consumption. First, aggregate
demand is allocated between domestic and foreign goods and then between an infinite series of
differentiated domestic or foreign goods. The final demand index is defined as a CES function
(C+G+I) = (H"HO4 Y40 "yhere H is an index of consumption goods produced in the country,
and F is an index of imported goods. The final demand price index is defined as:
P = (1/(pH "**+pF %) The optimal share is YH/(C+G+I) = (pH/P) "9/,

H is an index of domestic goods 4. There exists a continuum of home-produced goods, indexed by s
element of [0,1]. So yH, the demand for home goods by domestic (H) and foreign sources (exports),
and yF, the total demand of import goods, can be defined as follows:

s (19)
D flHw g } 0
with 1+v/ v denoting the price elasticity of demand. The optimal consumption allocation implies:
Vi =5 1™ G Ty 1)
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3.2 The firm problem

We assume that firms have some market power and behave as monopolistic competitors.
The model allows increasing returns to scale (either in the form of overhead costs or in terms of
externality). Firms use labour, capital and energy inputs. Energy is used in a fixed proportion to
output.

Firm j maximises its expected profit, discounted with a rate (p) which is determined by
the valuation of the shareholders (the unconstrained consumers). p,,; can be replaced by the shadow

value of wealth A, of households.

The model of price determination, inspired by Calvo (1983), assumes that firms are not
allowed to change their prices, unless they receive a random “price change signal”. The probability
that a given price can be changed in any particular period is constant (1-g). This probability also
determines the fraction of all prices that are changed in each period. Consider now the problem for
firm j, which is allowed at time ¢ to set a new price p;. At the time that firm j changes its price, there
are three control variables p;, H; and K. Firm j will maximise the following expectation:
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t i ] 1 Jitt
- pt+in,t+I+i + P (1= T)Kj,tﬂ Dryi
2 K i
subject to the production technology and the demand for good j:
. 1~
Yjuri SA+i)AGK T H Y (24)
1+v

H v H

Y+ < yﬁtﬂ' = pt_:;) Jui (25)
pj. ) n .

The first-order condition for labour is:
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w, =(+i,)F i (p =v; )= pfsii,F]i (26)

ttel jit
or, introducing the real marginal cost:
wy p; sy,
: H r-H . H
(1‘le)pj,tFj,t (1_1e)pj,t

szj,t

(26')

The first-order condition for capital is:

(K ; i K . i) . e ; ) K. .
p,p,A+y s — )=BpPs1Pi I-t+(1+1, )Ff a- V][j+l )= le;Mle Fj[,( +y (K jorzsi =K jonsi) ((27)
Jua+ P P+l Kj»f+1+i
By introducing Tobin’s Q into the demand for capital, equation (28) can be simplified:
. Viesl | Dir1Siall '
P:PQ: =BP 1P| Qi _T+(1+le)Fj[t( a- ]H )= H—IHHI s Fjlf Ty (27"
P P+l
And the condition for the price is:
v v
H \v _H H Yu-l H
ZBHlpHigl t,:l } = ZZBlptHgle,Hi t;l w H Ltliz - (28)
i pj n i (V] pj pj n
J J J
Using (26) and (27), the price at time ¢ can be derived as:
v o W
Y B P A+0)(ply) © T —— 4 pfs i,
H _ i n (1 + le)FH-i 28’
pj = 4o g (28)

ZBthHin (ptlj-i) v :l
i

which shows clearly that the price set by firm j, at time ¢, is a function of expected future marginal
costs. The price will be a mark-up over marginal costs. If prices are perfectly flexible, the mark-up
will be constant and equal to (1+v). With sticky prices, the mark-up becomes variable over time when
the economy is hit by exogenous shocks. A cost increase temporarily lowers the mark-up such that
production is less affected than in the flexible price case. A positive demand shock also lowers the
mark-up and stimulates employment, investment and real output. Through this last channel the model
obtains a Keynesian character: following a government demand shock, firms are stimulated to
increase production. This contrasts with the classical real business cycle tradition, where the supply
reaction of firms is not directly affected by demand shocks. The introduction of increasing returns to
scale can further enhance the supply reaction of firms following a demand shock.

3.3 The government sector

The government sector has to satisfy the following budget restriction:
stt+1 — Et_
D; D:

G, 29)

The primary deficit (G-T), together with the debt servicing has to be financed by the
issuance of new public debt B at price b. To prevent the public deficit becoming explosive, the
following endogenous tax behaviour is assumed:
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B, B®
T,=g(—-——")+¢! (30)

Pt P:

with g greater than the real interest rate minus real growth (g > R-1t-y), so that stable public debt is
guaranteed at the long-term objective BO. €' represents stochastic tax shocks. The effect of the tax
shocks will depend on the specification of the time horizon and the liquidity constraints on
consumers. In the most simple specification with infinite horizon and no liquidity constraints, taxes
will be a perfect substitute for debt financing and the size of parameter g will have no impact on the
dynamics of the model. With finite horizons and liquidity constraints, the impact of taxes becomes
more complicated since it influences the households’ budget constraints.

Government expenditure affects the budget constraint on the private sector via the wealth
effect, even with infinite household time horizons. But in that case the financing decision becomes
irrelevant. With finite horizons or liquidity restrictions, the financing decision will make a difference.

3.4 The balance of payments and foreign demand

The accumulation of foreign assets () is determined by the current account relation:;

F F, pl ; ;
S fe e+l _ St t+pt xtH—S,—p—t——th—S,p—tlEt (31

D: D: D: Dy D
The net external position F' depends on the interest payments and the trade balance: the value of

exports x/ minus the imports of final products yF and energy inputs. Energy acts only as an input in
the production process:

IE, =ieA, KPH ™" (32)

Exports are determined by the price elasticity of foreign demand and by the demand in the rest of the
world (ROW):

stptp)
H
P;

X, = f(ROW,, (33)

3.5 Market equilibrium

Most of the relations above are derived for an individual household or firm. With the
exception of aggregate consumption, presented above, aggregate and individual behavioural equations
remain the same, such that the interpretation can switch from the micro to the macro level.

The goods market is in equilibrium if firms’ production equals demand by domestic and
foreign buyers.

The labour market is in equilibrium if firms’ demand for labour equals households’
supply. Wages adjust to equilibrate demand and supply. It is assumed that firms use labour inputs of
both types of household in fixed proportions, so that the labour supply of the unconstrained
households determines the employment outcome and the wage rate following demand shocks. The
impact of labour supply elasticity will be discussed later as it will become an important variable in the
model outcome.

H,=1-1, (34)

So far, the labour market has been considered as a competitive market and this is a very unrealistic
hypothesis. In future research it will be replaced with a bargaining.
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The demand for money was derived in equation (14). The supply of money follows the
following process:

M, =M,(1+gm,) (35)

in which gm represents the money supply growth rate. This growth rate can react endogenously to
output, inflation or the exchange rate. So different monetary policy reaction functions can be
introduced into the model. The effects of monetary policy shocks can be further enhanced by liquidity
effects. When such liquidity shocks affect the consumer after his consumption/savings decision is
made, they create temporary deviations from the first-order conditions by pushing the nominal interest
rate lower.

In the capital market, equilibrium means that government debt is held by domestic
investors (assuming that the country is in a positive net foreign asset position) at the market interest
rate R, and that the net foreign assets are held by investors at the going interest and exchange rates.
Both assets are considered to be perfect substitutes, such that the domestic interest rate equals the
foreign rate plus expected exchange rate movements (uncovered interest rate parity). The risk
premium, present in the first-order conditions, disappears during the linearisation process (certainty
equivalence).

3.6 Simulation of public expenditure and tax shocks

The model can be used to simulate the impact of public expenditure cuts and tax
increases. As far as possible, the parameters of the model are chosen to reflect the characteristics of
the Belgian economy. The structural and technical parameters such as the components of GDP, the
wealth composition, the production function, etc. therefore represent a very open economy, with a
large public debt and positive net foreign assets vis-a-vis the rest of the world. The calibration of the
behavioural parameters, on the other hand, is much more difficult and as the empirical calibration
exercise is not yet finished, the obtained impulse responses should not be considered as necessarily
representative for the Belgian economy. Therefore, we will confine the analysis to the impact of some
of the crucial parameters on the outcome of the simulation results.

Following the discussion in the literature, we examine the impact of the planning horizon
and the importance of liquidity constraints, the difference between permanent and transitory shocks,
the substitution between private and public consumption, labour supply behaviour, price rigidity and
monetary policy reactions. We also briefly present the impact of some other shocks, in particular the
impact of a productivity shock as an example of a supply shock and a demand shock (foreign and
domestic). These impulse response effects can serve as a benchmark for evaluating the SVAR results
in the empirical part of the paper.

(a) The baseline simulation

We simulate a permanent reduction in government consumption of 1% of GDP and an
equivalent increase in lump-sum taxes. These policy actions cause a decline in the public deficit. As
public debt decreases below its original level, lump-sum taxes start falling such that the public debt
stabilises at a lower level with a multiplier of 1/(g-RR), where g represents the fiscal reaction to the
debt level in equation (31) and RR is the real interest rate. In the baseline example, this means that the
level of public debt is around 5.5% lower in the new steady state. In Figures 2a and 2b, the impulse
response outcomes of these simulations are summarised. As the public sector has a large debt service
burden, the percentage decrease in public expenditure (6.66%) is higher than the increase in lump-
sum taxes (4.5%).

The decrease in public expenditure lowers output (¥} by 0.7% and employment (1) by
1.1% during the first quarter. After one year the fall in output is reduced to around 0.4%, but
subsequently output converges to a steady-state level of almost 1.5% below the baseline. On the
demand side, private consumption reacts positively following the improvement of the private wealth
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Figure 2a

Impulse response of a permanent decrease in government consumption (1% GDP)
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Figure 2b

Impulse response of a permanent decrease in the exogenous taxes (1% GDP)
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position. As consumers have a finite horizon (50 quarters or 12.5 years in the baseline scenario) and
taxes decrease gradually over time in line with the debt reduction, private wealth and consumption
show a further increase over time as future generations profit more from the consolidation process.
Investments (inv) decline strongly in the short run and further depress aggregate demand. Increasing
consumption goes hand in hand with an increasing demand for leisure or a declining labour supply.
Together with the lower capital accumulation (k), this explains the gradual decline of output in the
long run.

In the baseline simulation, nominal money supply is kept constant. As money demand is
specified in terms of consumption, the aggregate demand price deflator (p) has to decline in order to
equalise money demand and supply. The nominal interest rate does not change as the higher real rate
is compensated for by lower expected inflation. With a constant nominal interest rate, the exchange
rate (s) has to jump directly towards its new equilibrium path. During the first few years, the nominal
appreciation does not offset the decline in the price level so that the real exchange rate (rer)
depreciates. The subsequent weak real exchange rate appreciation is in line with the lower real
interest rate.

The real depreciation during the first few years helps to offset the negative domestic
demand shock. It is, however, limited by the rigidity of prices and the corresponding downward
reaction of aggregate supply. The current account (ca) strongly improves through the decrease in
imports and the improvement in competitiveness. As the net foreign asset position (sF/p) improves
over time, the exchange rate starts to appreciate. In the new steady state, equilibrium in the current
account requires a real appreciation and a trade deficit to compensate for higher interest income from
abroad. This current account and real exchange rate behaviour is in line with the growing divergence
between private consumption and output.

The composition of financial wealth shifts away from public debt and equity towards
foreign assets. As the decrease in public debt finds its counterpart in the lower present value of future
taxes, and therefore higher human wealth, the accumulation of foreign assets reflects, to a large
extent, a net increase in private wealth. This evolution is in line with the consumption and labour
supply behaviour of the households.

The impulse response effects on the supply variables are important in explaining the
short-run output costs. Marginal costs are a function of labour productivity (Fr), the real wage (w/p)
and the relative output price (ph/p). At a lower output level, marginal costs decrease as labour
productivity increases and real wages in terms of output prices decline. Prices follow the lower
production cost only gradually as firms temporarily increase their mark-ups. Higher mark-ups shift the
demand for labour and the supply by firms downwards. Higher mark-ups and lower marginal
productivity of capital also explain the strong decline in Tobin’s Q and investment. Together, these
negative supply reactions of firms explain the high short-run output costs of a demand shock in this
new-Keynesian framework.

A fiscal consolidation through a lump-sum tax increase or a decrease in transfers has a
very different impact on the economy (Figure 2b). As consumers have a finite horizon, the burden of
public debt shifts from the future to the present generation, and private consumption will decrease.
But aggregate demand increases as investment and, especially, net exports rise strongly. So there is a
shift in the use of resources away from consumption towards capital accumulation, both domestically
and abroad in the form of net foreign assets.

The positive net export evolution is possible because there is a strong real depreciation of
the exchange rate, which compensates for the higher demand for imports following the increase in
aggregate demand. Over time the exchange rate will appreciate again so that in the new steady state
net exports will turn negative and compensate for the higher capital income.

The increase in total demand is accompanied by an increase in prices but a decrease in
the mark-up. Temporarily lower mark-ups push labour demand, investment and production up further.
This extra supply of domestic goods, in the short run, enhances the downward pressure on the price of
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Figure 3

Impulse response of a transitory decrease in government consumption (1% GDP)
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the domestic good in terms of the foreign good. Over a longer period, there is a decrease in the
marginal productivity of labour and a decline in the relative output price of the home good, but these
negative influences on the demand for labour are compensated for by a lower real wage.

(b)  Transitory versus permanent shocks

In the literature, some authors emphasise that permanent public spending cuts should be
less costly than transitory measures. Private wealth and expectations should react more positively to
permanent measures. We therefore compare the impact of a transitory spending cut with the results of
a permanent spending cut as described in the baseline projection (Figure 3).

A transitory spending cut has a smaller wealth effect, so consumption increases less than
it would in response to a permanent measure. This reflects the basic argument behind the original
expansionary fiscal contraction. But of course our model does not contain the non-linear effects that
can further strengthen the normal wealth effect via a shift in expectations on future fiscal policy.

However, in our model this lower increase in private consumption does not translate into
a higher short-run output cost for a strict fiscal policy. On the contrary, the short-run output costs of a
transitory shock are lower because investment declines less and because there is a stronger real
depreciation and, therefore, a better performance by exports.

(¢) The impact of the planning horizon and liquidity constraints

Figure 4 shows the result for a permanent spending cut with a lower expected life for
households: five years instead of 12.5 in the baseline simulation. The length of the horizon is an
important determinant for the strength of the wealth effect. By increasing the probability of death, the
discount rate of households for future income and taxes increases. The decrease in future taxes,
following the fiscal consolidation, therefore receives a much lower weighting in the calculations of
the households. Wealth increases less, and private consumption will also increase less during the first
period of the simulation. As taxes are effectively lowered later in the process, consumption tends
towards the same level as in the baseline simulation.

The smaller impact on consumption is again compensated for by more investment and, in
particular, by a stronger real depreciation and, therefore, higher exports. Unemployment and output
are also higher because of the improvement in the supply conditions: real wages decline relative to the
baseline simulation with a similar productivity. This result illustrates that for a small open economy
the impact of the fiscal programme on competitiveness and foreign demand can be more important in
determining the output costs than the impact on domestic demand.

The relevance of this simulation is probably also important as it can also capture the case
of higher uncertainty about future fiscal policy. If the fiscal consolidation process is not considered
credible by households, they will also discount future tax promises at a higher discount rate. The
lower domestic demand that results in this case could be offset by a stronger exchange rate
depreciation and lower real wages, which stimulate foreign demand.

The impact of liquidity constraints on a certain proportion of households has a more
complex effect. Lower output and labour income decrease the income and consumption of the
constrained households. Consumption of the unconstrained households will, however, go up, but this
result depends on the specification of the production function and the corresponding income
distribution. The output cost increases in this scenario as the labour supply is lower and real wages
higher, but these effects are rather small compared with the influence of the horizon length.

If the proportion of liquidity-constrained households is further increased, the dynamic
properties of the model change and the solution path is no longer uniquely determined. Sunspots and
self-fulfilling expectations allow a large diversity of outcomes in this case, so that a general
conclusion can no longer be drawn.
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Figure 4

Impulse response of a transitory decrease in government consumption (1% GDP):
scenario with a shorter expected life
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Figure 5

Impulse response of a permanent decrease in government consumption (1% GDP):
scenario with substitution between private and public consumption (0 = 0.5)
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(d)  Substitution between private and public consumption

As an alternative scenario, we consider the case where public consumption is a substitute
for private consumption (Figure 5). This affects the model via two channels. Public consumption is
added to the utility function together with private consumption (with a positive coefficient in the case
of substitution) and the present value of future public consumption (with the same coefficient) is
added to the disposable wealth of the households.

If the government reduces the supply of public goods, this will increase the private
consumption demand in the case of substitution. But a decline in the supply of public goods also
directly decreases the wealth constraint: the gain from lower future taxes is offset by the fall in the
present value of future public goods. In the extreme case, where public goods are a perfect substitute
for private consumption, there would be no impact on the model. With less-than-perfect substitution,
private consumption will increase more than in the baseline simulation, and the output costs will be
lower.

(e)  Labour supply behaviour

With a utility function that is linear in leisure, aggregate labour supply becomes infinitely
elastic (Hansen (1985)). In this scenario both private consumption and output turn out to be lower
(Figure 6). Firms can adjust supply and employment more easily following the decline in aggregate
demand. As there is no downward pressure on real wages from the decline in employment in this
scenario, real wages increase more in line with the higher marginal productivity of labour. Both
factors limit the real depreciation of the currency, so that exports further depress aggregate demand.
The current account remains positive as import demand also decreases.

This result illustrates the importance of the supply-side reaction in determining the
outcome of a fiscal adjustment programme, especially for an open economy. In our simple model of
the labour market, this effect depends only on the elasticity of the supply of workers. In reality, this
effect will be much more complex. A fiscal adjustment programme, by cutting public employment,
reducing public sector wages and lowering social security payments, is likely to lower the reservation
wage of workers. This effect reduces the bargaining power of labour unions in the wage negotiations.
In such a context, a strict fiscal adjustment programme is likely to also create a positive supply shock.
By lowering real wage costs and increasing profitability, firms will be stimulated to decrease prices
and increase production, in particular by boosting exports. By decreasing the labour supply elasticity
in our model, we can generate a similar effect. But further development of the labour market block is
necessary to obtain a realistic representation of the supply-side behaviour and to analyse the impact of
these complications on the rest of the model.

(f)  Degree of price rigidity

The degree of price rigidity is the crucial variable in the determination of the short-run
output costs of a negative demand shock. In Figure 7, we present the simulation results for the model
where the adjustment speed of prices is decreased from 0.4 in the baseline to 0.1.

In this scenario, a negative demand shock results in higher and more persistent mark-ups. As firms
pursue higher profit margins they limit employment, investment and output. Since prices do not
follow the declining marginal costs, the real exchange rate will appreciate as the relative price decline
of the domestic good is smaller than the nominal appreciation. Despite the fall in real wages, the
competitive position worsens because firms are unwilling to pass on lower costs to output prices. So
exports will also decline, further aggravating the decrease in aggregate demand. Once the price
adjustment process is finished, the results converge to the same long-run effect as in the baseline
simulation.
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Figure 6

Impulse response of a permanent decrease in government consumption (1% GDP):
scenario with infinite elastic labour supply
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Figure 7

Impulse response of a permanent decrease in government consumption (1% GDP):
scenario with higher price rigidity (£ = 0.9)
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Figure 8

Impulse response of a permanent decrease in government consumption (1% GDP):
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Figure 9

Impulse response of a permanent productivity shock
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Figure 10

Impulse response of a permanent increase in foreign demand
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(8) Monetary policy behaviour

In the baseline simulation, a cut in public expenditure produces a decline in the price
level and an appreciation of the nominal exchange rate. This result is obtained with a fixed nominal
money supply rule. Under this behaviour, the real interest rate increases during the price adjustment
process, which shows the rather restrictive character of the policy.

If monetary policy targeted a fixed nominal exchange rate or inflation, it would react
more expansively. A combination of a restrictive fiscal policy and an expansionary monetary policy
lowers significantly the short-run real output costs of a fiscal consolidation.

In Figure 8, the results of a spending cut are shown for the hypothesis that monetary
policy tries to stabilise the price level, and will therefore react with a loose stance. A policy aimed at
stabilising the nominal exchange rate should be somewhat less expansive, but the result goes in the
same direction. The stabilisation of the price level is obtained through a depreciation of the nominal
exchange rate, so that lower domestic output prices are offset by higher import prices.

Such a monetary policy reaction is able to neutralise a large portion of the short-run
output costs. The real depreciation stimulates exports and the decrease in interest rates supports
investment. As output prices or marginal costs are more stable, the mark-up also remains stable (or
declines temporarily), so that one can also prevent negative supply reactions of firms. But these
expansionary effects of monetary policy are short-lived, and after one or two years the economy is
back on the same dynamic path.

Finally, in Figures 9 and 10 the impulse response to a productivity shock, as an example
of a favourable supply shock, and an increase in demand in the rest of the world for the domestic
good, as an example of a positive demand shock, are presented. These outcomes can serve as a
benchmark for evaluating the effects of the SVAR estimation results in the next section.

4, Structural VAR estimation results

The SVAR approach is an appropriate technique for estimating the impulse response to
public spending shocks. It allows us to identify the specific impact of government expenditure on
economic growth, after correcting for other macroeconomic shocks. This separation of different
shocks is important as many studies on the effects of consolidation report the problem of a number of
different shocks occurring simultaneously. It is therefore crucial to isolate the specific role of public
spending measures in the observed growth process.

In our exercise, we use a very simple model with three variables: GDP growth, inflation
and growth in government expenditure. The structural identification restrictions determine three types
of shock: supply shocks, demand shocks and public spending shocks. Small open economies depend
heavily on developments elsewhere in the world; we therefore include foreign growth, inflation and
short-term interest rates as exogenous variables in the model. The three structural shocks explain the
remaining fluctuations of domestic origin. Of course, the reduction of the observed fluctuations to
three shocks and three foreign variables is a strong simplification of reality, and the results of the
exercise should therefore be analysed critically and considered as rough indications.

The model is estimated for three European countries: Belgium, Ireland and Denmark,
using annual data over the period 1964-96.All data are taken from the EEC Annual Macro Economic
Data Base. Real government expenditure is represented by the (national accounts) series for public
consumption in constant prices. Inflation is measured by the log change in the GDP price deflator and
growth by the change in the log of GDP at constant market prices. German GDP growth, inflation and
three-month interest rates are used as exogenous variables.

Following the discussion of the theoretical model in the previous section (but which is
also generally accepted in the SVAR literature), demand shocks, including monetary policy shocks,
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are assumed to have no important effects on output in the long run. The long-run equilibrium output
depends on foreign shocks, supply shocks and, as this is the central topic of the paper, possibly also
on public spending shocks. As public spending directly affects the budget constraints of households, it
is more likely to have long-run effects on output than demand shocks stemming from other sources.
This theoretical restriction on the long-run outcome of demand shocks is combined with specific
restrictions to distinguish public spending shocks from the other types of disturbance. Two variants
were used. In one version, supply and demand shocks do not affect public spending during the period
in which the shock occurs, that is, all “innovations” in public spending are considered as public
spending shocks. In the second variant, we use long-run restrictions and assume that government
spending in the long run depends only on policy decisions and is independent of supply or demand
shocks. This second version is used to check the sensitivity of the results to the specific form of the
restrictions used. But it also changes somewhat the interpretation of the results as it only looks for
permanent changes in public spending. Transitory shocks are excluded and this may possibly change
the impact on output and inflation.

The same exercise was performed using real exchange rate changes vis-a-vis the
Deutsche mark (defined with the GDP deflator) instead of inflation. By comparing the results for
inflation and the real exchange rate, one should get an indication of how the nominal exchange rate
and monetary policy react to public spending shocks. If the real exchange rate moves by much less
than inflation, this means that the nominal exchange rate movements were compensating for the
relative price developments. So if spending cuts put downward pressure on the domestic price level
and inflation, the real exchange rate should depreciate, unless the nominal exchange rate was
appreciating strongly. Such an appreciation is most likely if monetary policy is independent from
fiscal shocks, so that interest rates do not decline strongly following the fiscal adjustment and the fall
in inflation. This monetary policy reaction should increase the real impact of spending shocks, and the
negative pressure on prices will also be reinforced by the nominal appreciation. On the other hand, if
monetary policy is rather expansive following a restrictive spending policy, the real exchange rate will
depreciate more than the price level and fiscal policy will have smaller short-run multiplier effects on
output, with less reaction in prices.

To ensure that the economic interpretations of the shocks make sense, the historical
series of the three shocks are used as explanatory variables in simple autoregressive equations for a
set of macroeconomic variables related to supply, demand and public finance conditions. These
regressions should indicate whether the structural error series are indeed correlated with innovations
in the macroeconomic variables they are supposed to summarise (Table 1).

In all three countries, the supply shock is significantly positively correlated with the
innovations in total factor productivity and labour productivity. In Belgium, the supply shock is also
significantly negatively correlated with the change in the tax burden as measured by income taxes and
social security contributions as a proportion of total compensation of employees. In Denmark, a
negative correlation with the trade balance is found, probably explained by a strong import content of
investment.

The results for the demand shock are more diverse: in Belgium, it is significantly
positively correlated with final demand (total and national), but also with the public deficit. This last
effect can be interpreted as the result of stronger domestic demand, nominal growth and income. In
Ireland, the demand shocks are correlated negatively with innovations in taxes, while for Denmark no
significant relations are found. Government spending shocks are negatively correlated with public
deficits in Ireland, but not in Denmark, where a strong correlation is found with taxes. In Denmark,
government consumption is also positively correlated with productivity and final demand, but
negatively with the trade balance.

So while the results for the supply and public spending shocks are acceptable, the
demand shocks are less easy to identify. As demand shocks represent a diversity of disturbances that
affect the economy in the short run, it is probably acceptable that a stable relation is not shown with
any of the individual variables tested over the whole period.
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Table 1

Marginal significance of the shock variables in autoregressive equations for a set of macroeconomic variables

Belgium Ireland Denmark
Supply shock | Demand shock Public Supply shock | Demand shock Public Supply shock | Demand shock Public

spending shock spending shock spending shock
GDP (cte prices) 0.78 [2.36] 0.82 [2.52] | -0.14 | [-0.40] 1.89 [7.53]) 0.31 [0.72] 0.96 [2.43] 1.09 [3.16] 0.14 [0.34] 0.79 [2.10]
GDP deflator -0.50 | [-1.92] 0.75 [3.19] | -0.13 | [-0.47] | -1.20 | [-1.92] 2.15 [4.03] 1 -0.31 | [-0.46] | -0.40 | [-1.67] 0.81 [4.04] | -0.19 | [-0.74]
Real exchange rate 0.39 [0.66} | -0.33 | [-0.53]| -0.10 | [-0.16] 2.09 [2.21] | -2.09 | [-2.24] | -0.41 [[-42.00}| O.15 [0.27] | -1.10 | [-2.26] 0.67 [1.33]
Public expenditures (cte prices) 0.00 [0.00] 0.00 [0.00] 1.16 [6.97] 0.00 [0.00] 0.00 [0.00] 2.06 [5.54] 0.00 [0.00] 0.00 [0.00] 1.33 [8.94]
Total factor productivity 0.65 [2.42] 0.53 [1.89] | -0.12 | [-0.42] 1.41 [5.55] 0.42 [1.17] 0.59 [1.71] 0.79 [3.06]1 | -0.11 | [-0.36] 0.58 [2.10]
Real compensation per person 0.95 [3.22] } -0.14 | [-0.40] | -0.04 | [-0.10] 0.68 [1.67] | -0.59 | [-1.33] 0.50 [1.26] 0.11 [0.33] | -0.19 | [-0.64] 0.45 [1.36]
Labour productivity 0.67 [2.55] 0.36 [1.27] | -0.16 | [-0.54] 1.08 [4.06] 0.56 [1.74] 0.58 [1.82] 0.64 [2.36] | -0.07 | [-0.24] 0.59 [2.15}
Tax burden on labour income -14.00 | [-3.40] 0.01 [0.02] { -0.02 | [-0.36] 1.55 [0.04] | -42.90 | [-1.38] | -0.33 | [-1.00] 0.55 [1.03] | -0.22 [0.38] 1.09 [2.36]
National final demand (cte prices) 0.41 [1.28] 0.85 [2.89] | -0.05 | [-0.14] 0.96 [1.71] 0.22 [0.38] 0.94 [1.71] 1.81 [3.63] 0.50 [0.84] 1.44 [2.67]
Exports (cte prices) 0.93 [1.14] 1.09 [1.32] 0.28 [0.33] 1.34 [1.87]1 -0.78 i [-1.01] 0.65 [0.78] | -0.54 | {-1.09]} -0.25 | [-0.49] 0.13 [0.25]
Tax receipts -0.70 | [-0.86] 0.50 [0.61] 1.39 f1.60] | -1.22 | [-1.12] | -1.27 | [-1.91]} -0.69 ! [-0.90] 1.03 [1.22} | -0.42 | [-0.46] 1.78 [2.94}
Total receipts -0.59 | [-1.49] 0.42 [1.04] 0.21 [0.52} | -0.58 | [-0.971; -0.79 | [-1.29] | -0.69 | [-0.61] 0.55 [0.56] | -0.66 | [-0.66] 2.11 [2.49]
Public transfers -0.75 | [-1.081 | -0.84 | [-1.41] 0.39 [0.55] 0.05 | -[0.04] 0.08 [0.96] 1.81 [1.75] 1 -1.44 | [-2.24] 0.44 [0.61] 0.00 [0.00]
Public deficit 0.12 [0.49] 0.58 [2.75] | -0.21 | [-0.86] | -0.35 |[-1.07]) | -0.39 |[-1.34] | -0.72 | [-2.65] 0.64 [2.04] | -0.17 | [-0.50] 0.21 [0.65}
Export/import ratio (cte prices) 0.56 [1.73} | -0.25 | [-0.68] 0.09 [0.26} 0.34 [0.19] 1.19 [0.69] 1.55 [0.93] | -1.77 | [-2.64] 0.07 [0.08] | -1.50 | [-2.15]
Current account 0.07 [0.40] | -0.24 | [-1.26] 0.19 [1.03] | -0.64 | [-1.18] 0.38 [0.71]1 | -0.14 | [-0.25} | -0.58 | [-2.51] | -0.16 | [-0.66] | -0.55 | [-2.40]
Short-term interest rate 0.06 [0.15} 0.75 [1.91] | -0.24 | [-0.63]| -0.18 [0.51] 0.08 [0.16] 0.41 [0.79] | -0.69 | [-1.79] 0.21 [0.58] 0.13 [0.35]

Notes: The values represent the coefficient (b) and the t-statistic of the shock variable in the following equation: Ax(r) = cte + al * Ax(t-1) + a2 * Ax(t-2) + b * Shock(r).

with the short-run restrictions for the identification of public spending shocks and with inflation as the dependent variable.

Shocks of the model




Table 2

Correlation of structural shocks identified with different models

Belgium Ireland Denmark
Supply shock Supply shock Supply shock

()] (rer, s) (rer, ) ) (rer, s) (rer, ) . D (rer, s) (rer, I
»,s) 0.99 0.68 0.66 », s) 0.90 0.64 0.62 @, s) 0.99 0.87 0.84
%)) 0.61 0.61 @, D 0.56 0.68 (2] 0.86 0.85
(rer, s) 0.99 (rer, s) 0.95 (rer, s) 0.93

Demand shock Demand shock Demand shock

w. D (rer, s) (rer, 1) w. D (rer, s) (rer, ) w. D (rer, s) (rer, )
@, $) 0.95 0.48 0.51 P, s) 1.00 0.51 0.51 @, s) 0.99 0.50 0.48
) 0.48 0.54 . D 0.48 0.48 ()] 0.48 0.51
(rer, s) 0.99 (rer, s) 1.00 (rer, s) 0.91

Public spending shock Public spending shock Public spending shock

. b (rer, s) (rer, ) w, D (rer, s) (rer, 1.) ()] (rer, s) (rer, )
P, s) 0.95 0.97 0.96 @, ) 0.89 0.97 0.92 ®, s) 0.99 0.98 0.96
) 0.93 0.96 (29)) 0.90 0.94 ». D 0.98 0.97
(rer, s) 0.99 (rer, s) 0.95 (rer, s) 0.98

Notes: (p, s) represents the model with short-term restriction to identify the public spending cuts, and with the inflation variable. (rer, s) represents the model with short-term restriction to
identify the public spending cuts, and with the changes in the real exchange rate as dependent variable instead of inflation. (p, /) represents the model with long-term restriction to identify the
public spending cuts, and with the inflation variable. (rer, /) represents the model with long-term restriction to identify the public spending cuts, and with the change in the real exchange rate.




The resulting series for the shocks of the different model specifications should be related
to illustrate their independence from the identification restrictions and the variables selected
(Table 2). The government spending shocks are always very strongly correlated in both the short and
long-run restrictions, and in both versions with inflation or with changes in real exchange rates.
Supply and demand shocks are independent from the identification of the public spending shock.
They differ, however, if inflation is replaced by real exchange rate changes. But the series for the
supply shock are still highly correlated and as the demand and monetary shocks have different effects
on inflation and the change in the real exchange rate, the overall result is acceptable.

The impulse response graphs show the macroeconomic reactions to the three types of
shock (Figure 11). The reaction of growth and inflation to public spending shocks is of particular
interest in this paper.

For Belgium, spending cuts do not have a significant effect on growth, nor on inflation.
Gradually the reponse becomes negative, but only the negative effect on the price level is important in
the long run. The real exchange rate does not show any strong reaction. So the nominal exchange rate
appreciation more or less follows the price decrease, but this process develops slowly over time.

In Treland, there is a strong and significant (for the first year only) negative impact on
GDP following spending cuts, implying a real impact multiplier greater than one. Prices, on the other
hand, do not react on impact but gradually decrease afterwards. The real exchange rate depreciates
less than prices, so that the nominal exchange rate appreciates slightly.

In Denmark, too, the effect on output is strong and significant, but that on prices is small.
As the government spending shock is followed by further cuts, output reacts relatively less in the long
run, with very strong price effects. The real exchange rate does not show any movement in the long
run, implying a strong appreciation following price declines (the absence of a relaxation in policy can
explain the strong real multiplier and the strong price declines in this case).

Together, these results show that fiscal shocks have insignificant effects on prices in the
short run. In fact, in all three countries prices increase on impact, but not significantly so. Strong price
rigidities can explain both the small price reaction and the strong output effects in the short run. In
Belgium, the reduction in interest rate differentials with Germany, following fiscal policy adjustments
(improving the Belgian fundamentals), may explain the small output effects. In the long run, output
and prices are affected negatively in all three countries. So the negative demand effect is not offset by
a strong private demand response, implying that horizons were less than infinite. The theoretical
hypothesis of the negative wealth effect on the labour supply is not rejected by the results.

The evidence from the impulse response analysis should be complemented with the
forecast error variance decomposition (Table 3). These results illustrate the importance of the public
spending shocks in explaining growth and inflation on average over the estimation period. In
Belgium, public spending shocks make almost no contribution to the variance decomposition of
growth or inflation. In Ireland, spending shocks explain some 20% of the variance of growth but they
are not important for inflation (with the long-run restriction to identify spending shocks, fiscal shocks
become much more important for growth). In Denmark, spending shocks are even more important and
explain more than 30% of the variance of growth, and they are the dominant source of disturbances in
inflation in the long run.

For Belgium, Ireland and Denmark we also show the contribution of the different shocks
to output growth over the period 1980-96 (Figure 12). This should indicate the relative role of the
different shocks in explaining economic performance over this period, and especially during the fiscal
adjustment programmes. With these results, we are able to describe the role of the public spending
cuts during the adjustment process in the 1980s.

When the adjustment programme started in Ireland in 1987, output was very low because
of unfavourable supply conditions during the first half of the 1980s. The tax increases during that
period do not appear in the demand shocks, but probably worked through the negative supply shocks.
The expenditure cuts that were undertaken in 1987-89 are very evident in the spending shocks. They
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Figure 11a

Impulse response of the SYAR model with inflation and a short-run restriction for the identification of public expenditure shocks
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Figure 11b

Ireland
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Impulse response of the SVAR model with real exchange rate changes and a short-run restriction for the identification of public expenditure shocks
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Figure 11c

Impulse response of the SVAR model with inflation and a long-run restriction for the identification of public expenditure shocks
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Figure 11d

Impulse response of the SVAR model with real exchange rate changes and a long-run restriction for the identification of public expenditure shocks
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Table 3

Variance decomposition of the forecast error: model with inflation and short-run restrictions

Belgium Ireland Denmark
GDP growth GDP growth GDP growth

Years Supply Demand Public exp. Years Supply Demand Public exp. Years Supply Demand Public exp.
1 46.58 51.82 1.59 1 77.93 2.07 20.00 1 65.11 1.05 33.84
2 37.85 55.86 6.29 2 80.69 2.02 17.29 2 65.49 1.59 32.92
3 38.74 54.65 6.61 3 79.41 1.99 18.61 3 62.42 1.56 36.02
4 38.07 55.33 6.60 4 79.16 2.01 18.83 4 62.18 1.57 36.24
5 38.18 55.20 6.62 5 79.10 2.02 18.88 5 61.53 1.56 36.91
6 38.04 55.37 6.60 6 79.08 2.03 18.88 6 61.32 1.55 37.13
7 38.04 55.36 6.59 7 79.08 2.04 18.88 7 61.11 1.55 37.34
8 38.00 55.41 6.59 8 79.08 2.04 18.88 8 61.01 1.54 37.44
9 37.99 55.41 6.59 9 79.08 2.04 18.88 9 60.94 1.54 37.52
10 37.98 55.42 6.60 10 79.08 2.04 18.88 10 60.89 1.54 37.57

Inflation Inflation Inflation

Years Supply Demand Public exp. Years Supply Demand Public exp. Years Supply Demand Public exp.
1 29.69 68.33 1.98 1 23.54 74.93 1.53 1 18.96 77.01 4.03
2 14.93 84.07 1.00 2 23.03 75.43 1.54 2 13.67 80.16 6.17
3 14.17 83.75 2.08 3 20.88 73.23 5.89 3 10.77 73.53 15.70
4 12.49 84.47 3.04 4 20.85 71.62 7.53 4 9.19 64.93 25.88
5 11.87 84.12 4.01 5 20.73 70.31 8.95 5 8.08 57.04 34.89
6 11.40 83.82 4,78 6 20.87 69.50 9.62 6 7.25 50.87 41.88
7 11.17 83.48 5.35 7 20.96 69.08 9.96 7 6.63 46.17 47.20
8 11.02 83.22 5.75 8 21.02 68.88 10.10 8 6.17 42.66 51.17
9 10.94 83.04 6.02 9 21.05 68.79 10.16 9 5.83 40.03 54.14
10 10.89 82.91 6.20 10 21.07 68.76 10.18 10 5.58 38.06 56.36

Public expenditure Public expenditure Public expenditure

Years Supply Demand Public exp. Years Supply Demand Public exp. Years Supply Demand Public exp.
1 0.00 0.00 100.00 1 0.00 0.00 100.00 1 0.00 0.00 100.00
2 0.01 0.00 99.99 2 11.10 0.05 88.84 2 4.30 0.09 95.61
3 1.93 6.25 91.82 3 14.28 0.16 85.56 3 3.58 0.18 96.24
4 1.92 6.19 91.89 4 15.01 0.19 84.80 4 3.46 0.18 96.36
5 2.24 7.24 90.52 5 15.32 0.23 84.45 5 3.26 0.21 96.54
6 2.23 7.22 90.54 6 15.40 0.25 84.35 6 3.19 0.22 96.59
7 2.29 7.43 90.28 7 15.42 0.27 84.31 7 3.13 0.24 96.63
8 2.29 7.43 90.28 8 15.43 0.27 84.30 8 3.10 0.25 96.65
9 2.30 7.47 90.22 9 15.43 0.27 84.30 9 3.07 0.26 96.67
10 2.30 7.48 90.22 10 15.43 0.27 84.30 10 3.05 0.28 96.67




Figure 12

GDP evolution over the period 1980-96:
contribution of the three shocks in the explanation of gap to observed — base
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had a very strong negative effect on economic growth, and that effect remained present until the end
of our estimation period (1996). In the model with inflation, the negative influence of public spending
cuts is neutralised by major positive supply shocks that not only compensated for the negative
influence of public spending but also allowed the gap that was built up at the beginning of the 1980s
to be closed. However, in the model with the real exchange rate, there were major positive demand
shocks from 1986 to 1990. Supply shocks only occurred in the 1990s. These results therefore point to
the importance of the Irish depreciation in 1986 in offsetting the negative public spending cuts. These
results contradict the hypothesis of Giavazzi and Pagano, in which it was positive domestic private
demand shocks, following the positive wealth effect, that were responsible for the overall positive
outcome of the stabilisation programme. Our results are in accordance with the remarks of Barry and
Devereux, who claim that the Irish success was due to shocks other than those in public expenditure.

Denmark experienced substantial spending cuts in the periods 1983-84 and 1988-91.
During the first period, the shocks were offset by positive supply innovations. During the second,
there were no offsetting shocks and growth remained below its normal growth path. The fiscal shocks
contributed to the good inflation record in Denmark.

In Belgium, public spending shocks occurred in 1982 and in 1987-90, according to the
model. The negative influence on GDP was relatively small. The impact on inflation was greater and,
as in the Danish case, it contributed to the good performance in terms of inflation in the 1990s.

Conclusion

General equilibrium models offer a suitable framework for analysing the impact of fiscal
consolidation programmes for small open economies. Different arguments that are encountered in the
literature and in empirical macroeconomic model simulations can be reproduced with these theoretical
coherent models. Simulation exercises allow us to indicate more precisely the specific assumptions
behind some results such as the “expansionary fiscal contraction”. These exercises also reveal the
importance of supply conditions, monetary policy reactions and exchange rate behaviour in
determining the outcome of fiscal shocks, especially in the context of small open economies with
price rigidity in the short run.

Although the empirical significance of the SVAR results is low, there is some evidence
that government expenditure cuts had short-term negative demand effects on output in countries such
as Belgium, Denmark and Ireland. This result contradicts the hypothesis of large positive wealth
effects following the fiscal contractions in these countries. Our decomposition provides some support
for the hypothesis that simultaneously there were positive supply shocks at work that offset the
negative demand effects and were responsible for the overall positive growth effects.

Further research should be oriented towards a better integration of the theoretical model
and the empirical evidence. Therefore, a fully calibrated general equilibrium model is needed. Within
the theoretical model one should pay more attention to a realistic representation of the labour market
and the monetary policy reaction function, as the interaction between public spending shocks and
these behavioural functions is crucial for the outcome of the shocks. Especially in the context of small
open economies, examination of these channels would seem to be more important than the further
elaboration of specific wealth effects following fiscal consolidations.
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Comments on: “Fiscal consolidation in general equilibrium models”
by Raf Wouters

by Filippo Altissimo

The goal of this work is to assess the effects of sizeable fiscal consolidation in a small
open economy, focusing in particular on the recent experience of the Belgian economy.

The author starts by reviewing the large body of literature on fiscal consolidation and the
effects of government spending cuts. The survey begins by looking at the effects of fiscal
consolidation in a simple static Keynesian model; more general dynamic general equilibrium models
are then tackled. According to both approaches, the effects of fiscal consolidation are mixed in terms
of intensity; in neither of them, however, a fiscal consolidation has expansive effects. On the other
hand, recent studies by Alesina and Perotti (1996), Blanchard (1990), Bertola and Drazen (1993) and
others suggest that fiscal consolidation can have expansive effects. In these studies the positive
feedback on the economy stems from the fact that fiscal cuts imply expectations of a lower future tax
burden.

The author argues that, even if non-Keynesian mechanisms have indeed played a role in
some fiscal consolidation experiences, they are difficult to disentangle and identify. In particular, the
outcomes of the episodes of expansive fiscal consolidation which are usually cited in the literature
(Ireland and Denmark), can be attributed to a combination of policies, whose individual contribution
cannot be easily assessed. Thus the aim of the present study is to identify the policy mix which
contributed to the success of the consolidations in Ireland and Denmark, and to compare those
experiences with the Belgian one. The paper tackles the issue in two different ways: first, a general
equilibrium model of consumers and firms is specified and various policy simulations are carried out;
second, trivariate'structural VARs for the Belgian, Irish and Danish economies are estimated.

The model proposed by the author is characterised by two types of agents: agents of the
first kind are liquidity constrained, while the others are not; the agents solve an infinite horizon
welfare maximisation problem; two different consumption goods are available. On the production
side, firms act as monopolistic competitors and face a quadratic cost adjustment problem. The model
is used to simulate the effects of different policy shocks. The exercise is performed assuming both
transitory and permanent shocks, and under a variety of hypotheses concerning labour supply
behaviour and price rigidity. The results of the exercise are in line with the expectation that the effect
of fiscal consolidation on output is negative. The overall negative effect is, however, damped by an
increase in private consumption. The size of the effect is a function of the assumptions regarding the
parameter values. It is, however, unclear whether the policy simulations are meant to summarise the
various results which can be found in the literature on fiscal consolidation, or whether their aim is to
represent the behaviour of the Belgian economy specifically. This ambiguity is partly due to the fact
that the author does not describe how the structural parameters of the model have been chosen and
whether they have been calibrated to the Belgian data.

In the second part of the paper the author estimates structural VARs describing GNP,
inflation and government expenditure, using a sample of 35 observations of annual data for the three
countries of interest. The exact identification of the structural VARSs requires three restrictions on the
error structure of the VARs. The first one is the usual identification condition for demand shocks,
which requires that demand shocks have no long run effect on output. The remaining two conditions
are related to the effects of demand and supply shocks on public finance. The author experiments with
two different specifications for the latter two identification restrictions: the first one imposes a
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minimum delay restriction on the effects of demand and supply shocks on public finance; the second
one implies no long run effects of demand and supply shocks on public finance. A clear cut
preference for one of the proposed identification schemes is however not provided; the resulting
ambiguity makes it difficult to assess the underlying economic interpretation of the proposed
identification schemes.

More generally, the way in which the identification of the VARs is assessed is not
convincing. To this end, the work follows two different paths. First, the structural shocks are
projected on other macro variables and identification is judged on the basis of the signs of the
contemporaneous correlation. Second, the correlation of structural shocks across different
identification specifications is examined. The following objections can be raised concerning these
approaches to the identification issue. First, there is a very vague relation between the signs of the
projections and the identification scheme. Second, this way of assessing does not consider the fact
that the identification conditions imposed rely both on short and long run restrictions. Third, the
economic interpretation should drive the choice of the identification scheme and not the other way.

Given the identification schemes, the VARs are estimated twice, first with inflation being
included in the model, then with the real exchange rate replacing inflation. The reason for doing the
latter is that the real exchange rate may be a better proxy of the monetary policy stance. However, if
the final aim of the work is to disentangle the different sources of a successful fiscal consolidation, it
would be more appropriate to work with a better articulated model, which should include at least an
explicit measure of the monetary stance, for example as in the work of Bernanke and Mihov (1996).

To sum up, according to the cited literature on the non-Keynesian effect, the positive
effect of fiscal consolidation can result either from the working of the expectation mechanism or from
the presence of a trigger point in the decision of economic agents beyond which the postponement of
fiscal action becomes counterproductive. Those non-linearities in the decision process of economic
agents, which are needed for non-Keynesian effects to be possible, are unlike to be identified by
means of VAR models. Obviously, the linearity of the VAR implies that the response to a negative
fiscal shock must be the same independently of the history of the model at the time when the fiscal
contraction occurs. The use of VARs as a means to analyse the policy mixes in the three countries,
and in particular to highlight the importance of the non-Keynesian effects, may thus be inappropriate.
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Can VARs describe monetary policy?

Charles L. Evans and Kenneth N. Kuttner*

Introduction

How does monetary policy affect the economy? To answer that question requires solving
a basic simultaneity problem: monetary policy affects the economy while at the same time responding
endogenously to changing macroeconomic conditions. Empirically estimating the effects of policy
therefore requires some observable exogenous element to policy. The narrative approach pioneered by
Friedman and Schwartz (1963), and applied by Romer and Romer (1989), is one way to identify
exogenous policy shifts. A more common approach, however, is the Vector Autoregression (VAR)
technique developed by Sims (1972, 1980a and 1980b). In this procedure, changes in the monetary
policy instrument that are not explained by the variables included in the model are interpreted as
exogenous changes in policy, or policy “shocks”. Christiano, Eichenbaum and Evans (1997) provides
a survey of this line of research.

One unresolved question is how well simple econometric procedures, like VARs, can
describe the monetary authority’s response to economic conditions, and by extension, the policy
shocks used to identify policy’s effects on the economy. There are several reasons to be skeptical of
the VAR approach. VAR models (indeed, all econometric models) typically include a relatively small
number of variables, while the Fed is presumed to “look at everything” in formulating monetary
policy. By assuming linearity, VARSs rule out plausible asymmetries in the response of policy, such as
those resulting from an “opportunistic” disinflation policy. VAR coefficients are assumed to remain
constant over time, despite well-documented changes in the Fed’s objectives and operating
procedures.

The goal of this paper is to assess VAR accuracy in predicting changes in monetary
policy, and the shock measures derived from those predictions, using forecasts from the Federal funds
futures market as a basis for comparison. Section 1 reviews the VAR methodology, and its putative
deficiencies. Section 2 shows that the correlation between the VAR and the futures market forecast
errors can give a misleading picture of the VAR’s accuracy, and suggests looking instead at the
relationship between the forecasts themselves. The results in Section 3 show that profligacy per se
does not hurt the VAR’s performance, but reducing the number of lags and estimating the model over
a more recent subsample can improve the model’s forecast accuracy. Section 4 discusses the time
aggregation problems inherent in extracting policy surprises from Fed funds futures data. The
conclusions, summarized in the final section, are that VARs mimic the futures market’s forecasts
reasonably well, but that it would be misleading to use futures market forecasts as the only basis for
comparison.

Correspondence to: Kenneth Kuttner, Federal Reserve Bank of New York, 33 Liberty Street, New York, NY 10045,
e-mail kenneth.kuttner@ny.frb.org; or Charles Evans, Research Department, Federal Reserve Bank of Chicago, P.O. Box
834, Chicago, IL 60604, e-mail cevans@frbchi.org. Thanks go to Rick Mishkin, Athanasios Orphanides, Chris Sims,
David Tessier, and to seminar participants at Columbia University, the Bank for International Settlements, the Federal
Reserve Board and the Federal Reserve Bank of New York. The views in the paper do not necessarily reflect the position
of the Federal Reserve Bank of New York, the Federal Reserve Bank of Chicago, or the Federal Reserve System.
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1. VARs: the technique and its critiques

The reduced form of a VAR simply involves the regression of some vector of variables, x,
on lags of x:

x,=AWL)) x,, +u, )

A(L) is a polynomial in the lag operator, and u, is a vector of disturbances, where E(u, u’,) = Q. In
monetary applications, the x, vector would include one (or more) indicators of monetary policy, along
with the other macroeconomic and financial variables. The widely-used model of Christiano,
Eichenbaum and Evans (CEE) (1996a), includes the Federal funds rate, r,, logarithms of lagged
payroll employment (N), the personal consumption deflator (P), nonborrowed reserves (NVBR), total
reserves (TR), M1, and the smoothed growth rate of sensitive materials prices (PCOM).! The funds
rate equation from the CEE model is:

12 12 12 12
. =Bo +2131,i’}—i +Y By InN,;+Y B3, InP, +2B4,iPC0Mt—i

i=l i=1 i=1 i=1

12 12 12
+3 Bs; INNBR,_; + 3 B¢, INTR,_; +> B;, InM1,_; +u,

i=l i=l i=l
a regression of the Fed funds rate on lagged values of all the variables included in the VAR.

In the “structural” VAR:
x,=Byx, +B(L) x,_, + ¢, (2)

the shocks and feedbacks are given economic interpretations. The covariance matrix of the e
innovations is diagonal, and contemporaneous feedback between elements of x is captured by the B,
matrix. The equation involving the monetary policy instrument (the Fed funds rate, for example) is
often interpreted as a reaction function describing the Fed’s response to economic conditions. By
extension, the innovation to this equation is taken to represent “shocks” to monetary policy. A great
deal of research and debate has centered on the identifying assumptions embodied in the choice of B,
Examples include Bernanke (1986), Sims (1992), Strongin (1995), Bernanke and Mihov (1995),
Christiano, Eichenbaum and Evans (1996b), and Leeper, Sims and Zha (1996). The typical focus of
this research is the impulse response functions of macroeconomic variables in response to monetary
policy shocks, and how the specific identifying assumptions affect the responses.

This paper does not deal with the identification issue, but focuses instead on a more basic
question: whether the reduced form of the VAR, and the monetary policy equation in particular,
generate sensible forecasts. Rudebusch (1997) pointed out that the Fed funds futures market provides a
ready benchmark for evaluating the VAR’s Fed funds rate equation.2 This strategy makes sense if the
futures market is efficient, in the sense that its errors are unforcastable on the basis of available
information.> The month ¢ - 1 one-month futures rate, f; ,_;, would therefore represent the rational

This series was a component in the BEA’s index of leading economic indicators prior to its recent revision by the
Conference Board. Recent observations of the series used here are computed using the BEA’s methodology from raw
commodity price data from the Conference Board.

Fed funds futures are known officially as Thirty-Day Interest Rate futures.
The findings of Krueger and Kuttner (1996) generally support this view. Results less supportive of market efficiency

were reported by Sims (1996). In a regression of the average Fed funds rate on lagged monthly averages of T-bill and
discount rates, and Fed funds futures rate from the middle of the previous month, the T-bill and discount rates were
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Table 1

The case against VARs
Horizon, Standard deviation Average
in months standard CEE-futures
Futures No change CEE model Cgrlgosrh(())fck correlation
in sample out of sample
One 13.1 19.2 23.5 27.1 20.6 0.35
Two 20.8 33.1 354 43.8 34.0 0.38
Three 39.6 46.8 48.2 60.7 42.1 047

Notes: The CEE model is estimated on monthly data from January 1961 through July 1997. The reported statistics are based
on the May 1989 through December 1997 sample. The in-sample standard deviation and correlations are adjusted for the
degrees of freedom used in estimation. Units are basis points.

expectation of the period ¢+ Fed funds rate conditional on information at time 7—1. The corresponding
surprise would be:

w r=r~fi o

where r, is the average overnight Fed funds rate in month ¢, consistent with the structure of the futures
contract. To avoid familiar time averaging problems, the futures rate is taken from the last business
day of the month.4

A glance at the series plotted in Figure 1 shows that the VAR'’s forecast errors bear little
resemblance to the futures market surprises. The correlation between the two is only 0.35 for one-
month-ahead forecasts, comparable to the RZ of 0.10 reported in Rudebusch (1997).5 The correlations
between two- and three-month ahead shocks are somewhat higher.® If the futures market surprises are
interpreted as the “true” shocks, this immediately calls the VAR approach into question.

A related problem is the VAR’s poor forecasting performance, both in and out of sample.
As shown in Table 1, the standard deviation of the regression’s residuals is much higher than the
futures market’s forecast errors. The out-of-sample RMSE is higher still, well in excess of the RMSE
of a naive “no change” forecast.

A third, less widely recognized, problem is the large standard error associated with the
VAR’s policy shocks. The variance of the estimated shocks, # around the “true” errors, u, is simply:

statistically significant. When comparable point-sampled interest rates are used as regressors, however, market efficiency
(i.e., the joint hypothesis that the coefficient on the lagged futures rate is 1 and the coefficients on other interest rates are
zero) cannot be rejected.

4 The futures rate appears to contain a forward premium of approximately 5 basis points for the one-month contract, which
is subtracted from the futures rate in calculating the forecast error.

5 The variance and covariance estimates used to compute correlation coefficients are adjusted for the degrees of freedom
used in estimation. Because computing the variance of the Fed funds futures shock does not require estimating any
parameters, the result is equivalent to multiplying the unadjusted correlation by the factor 1/T/ (T —ki where T is the
number of observations, and & is the number of VAR coefficients.

6

Two- and three-month ahead forecasts are obtained by regressing 7, on lags 2—12 and 3-12 of the same set of right-hand-
side variables. The advantage of this shortcut is that it does not require estimating the entire VAR.
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Figure 1

Fed funds futures surprises and CEE forecast errors
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where X is the T X k matrix of variables appearing on the right-hand side of the Federal funds rate
equation, and o2 is the variance of u.” The average standard error of the shocks, reported in the fifth
column of Table 1, and 95% confidence bounds around the CEE shocks are plotted in Figure 2. The
estimates’ imprecision is immediately visible in the figure; zero is well within the confidence bounds
for most of the shocks, as are most of the futures market surprises.

Figure 2

One-month Fed funds futures surprises and 95% CEE confidence bands
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What accounts for this these deficiencies? Several authors, notably Rudebusch (1997),
Pagan and Robertson (1995), and McNees (1992), have emphasized parameter instability as a possible
explanation. Rudebusch cites the VAR’s profligate specification as another candidate. Nonlinearities
in the Fed’s reaction function, such as those arising from “opportunistic” disinflation & la Orphanides
and Wilcox (1996) are another possibility, and McCarthy (1995) provides some evidence supporting
this view. In addition, the VAR leaves out variables that might help forecast monetary policy.
Alternatively, the estimated equation may include variables not available to investors in real time.

One response to these criticisms is the conjecture that they do not matter for impulse
response functions and variance decompositions, which are the focus of most VAR analyses. After all,
VARs deliver robust, relatively precise estimates of the impact of monetary policy shocks while
explicitly accounting for the shock estimates’ uncertainty in the computation of the impulse response
functions’ error bands. Unfortunately, Fed funds futures rate data do not go back far enough to make
reliable comparisons between impulse response functions based on VARs with those derived from
futures market shocks. Christiano, Eichenbaum, and Evans (1997) report responses based on futures

Since the regressors are not exogenous, this represents the variance of the posterior distribution conditional on realized X,
given a flat prior.

The share of futures market surprises falling outside the bounds is 0.17, which represents a statistically significant
deviation from the expected 0.05.
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rate shocks, but with less than nine years of futures rate data, the standard errors are very large.
Related work by Brunner (1997), however, found that shocks incorporating financial market and
survey expectations generate impulse response functions similar to those from VARs, despite a low
correlation between the measures.

Our view is that the problems are less severe than they appear, and that standard
specifications can provide a better description of monetary policy than Rudebusch’s results would
suggest. First, the correlation between VAR and futures-market shocks is a poor gauge of the VAR’s
performance. Quantitatively small deviations from perfect futures market efficiency create a
significant downward bias in the correlation. Second, small modifications to standard VAR
specifications, such as reducing lag lengths and estimating over shorter samples, can tangibly improve
the fit and precision of the models’ forecasts. Finally, a time aggregation problem inherent in the
futures rate can distort the timing and magnitude of shocks derived from the futures market.

2. How sensible is the correlation metric?

In using the Fed funds futures rate to evaluate the VAR’s performance, one natural
comparison is between the forecasts themselves: in this case, between the lagged one-month-ahead

futures rate f; , ; and the VAR’s forecast ;YA

shocks, however, assessments of VAR’s performance have often involved the forecast errors rather
than the forecasts themselves; see, for example, Rudebusch (1997), Brunner (1997) and Christiano et
al. (1997).

At first glance, the correlation between shocks would seem to be a sensible basis for
comparison; if the two procedures yielded the same forecasts, the shocks would be identical, and the
correlation would be 1.0. Closer scrutiny shows that this measure can give a misleading picture,
however; the covariance between the shocks has little to do with the covariance between the forecasts.
The correlation between shocks can therefore make bad forecasting models look good, and good
models look bad.

k. Perhaps because of the recent emphasis on policy

Table 2

Alternative measures of fit

Model Shock Ar forecasts
correlation Correlation Regression b
CEE 0.35 0.43 0.57
No change 0.52 0 0

A comparison between the VAR and a naive “no change” forecast forcefully illustrates
this point. Because the Fed funds rate is well described as an I(1) process, forecasts of the rates
themselves will tend to be very highly correlated; the correlation between the forecast changes in the
Fed funds rate, f; , | —r,_; and 772K _ r,_,, will therefore be more informative. As reported in the first

line of Table 2, the correlation between the forecast change in the Fed funds rate is 0.43, and the shock
correlation is 0.35. Sampling uncertainty associated with the estimated VAR coefficients (readily
apparent as ‘“noise” in the forecast plotted in Figure 3) will increase the variance of the VAR forecasts,
however, which will reduce the correlation between forecasts. One way to eliminate the effect of

parameter uncertainty is to replace the variance of f,VAR — r,_; in the denominator of the correlation

coefficient with the variance of f} , | — r, ;. The result is just the b from the regression of the VAR
forecast on the futures market’s,

VAR _
R mha=at b(fl,t—l — 1 )+ € .
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Figure 3
Forecast one-month change in the Fed funds rate
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Making this adjustment for parameter uncertainty yields a b of 0.57, further improving
the CEE model’s measured fit with respect to the futures market benchmark.

How do forecasts from a “no change” forecast, f,N €= r,_; compare? The implied change

from this forecast is, of course, zero. Consequently, the “no change” model’s forecast of the change in
the Fed funds rate is uncorrelated with everything, including the forecasts from the Fed funds futures
rate and the funds rate itself (hence the zeros in the second line of Table 2). On this criterion,
obviously, the VAR provides the better description of monetary policy. By contrast, the correlation
between the “no change” forecast errors, r, — r,_;, and the futures market surprises, r, - f; 1, 15 0.52 —
much higher than the CEE model’s. Judged on this criterion, therefore, the “no change” forecast
describes monetary policy better than the VAR.

How can the “no change” forecast errors be more highly correlated with the Fed funds
futures surprises than the VAR’s, when the VAR’s forecasts are closer to the futures market’s? The
answer, it turns out, is that the correlation between shocks says very little about how well the VAR
describes monetary policy, and a lot more about small deviations from efficiency in the Fed funds
futures market.

2.1 Anatomy of a correlation

The correlation between Fed funds futures surprises, u,*, and forecast errors from an
econometric model (e.g., a VAR), i, can be written as:

p(A *)= Cov(u,*,ﬁ,)

i, u, -
leariu, Ear(ﬁ,)

Since the variance of the Fed funds futures surprise is the same for each # we consider, differences in
the correlation between shocks must be attributable either to differences in the covariance between the
shocks, or to the variance of the estimated errors. Substituting r, — 7, for #,, the covariance term in the

numerator can be written as:

Cov(ut*,lit ): Cov(rt,u,* )— COV(’cza”;k)
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or in terms of the change in r,
Cov(u,*,ﬁ, )= Cov(Art uy )— Cov(&r,,u,*)

where Ar, =7, —r,_; . Writing the covariance term in this way reveals two important features.

First, the covariance between the realized change in the Fed funds rate and the futures
market surprise, Cov(Ar,, u,*), mechanically builds in a positive correlation between the two shocks.
Just as important, this contribution to the covariance is wholly independent of the model’s forecasts. In
fact, it will be positive even if the model is of no use whatsoever in forecasting the Fed funds rate, as
in the case of the “no change” model discussed above.

The second key observation is that a positive covariance between the model’s forecast,

-, will reduce the covariance between the shocks. Market
efficiency implies a zero covariance between u,* and elements of the ¢ — 1 information set. In practice,
however, it is highly unlikely that the sample covariance will be zero even if the market is efficient.
Indeed, Krueger and Kuttner (1996) found that this covariance, while nonzero, was generally

statistically insignificant.

Ar,, and the futures market surprise, u

Taken together, these two observations explain the “no change” forecast’s surprisingly
high correlation with the futures market surprises. As reported in Table 3, the covariance between Ar,

and u,* is 127.1, while the covariance between Ar, and u,* is identically zero. Dividing by the relevant

standard deviations yields the correlation of 0.52 — well in excess of the CEE model’s, despite the zero
correlation between the forecasts themselves.

An analogous breakdown for the CEE model reported on the second line of Table 3
shows that a positive covariance between the VAR’s predictions and the futures market surprises
partially accounts for the model’s small shock correlation. The relevant covariance is 39.5; subtracting
this number from 127.1 and dividing by the relevant standard deviations yields the correlation of 0.32
(without a degrees-of-freedom adjustment). Had the Fed funds futures surprises been orthogonal to the
VAR forecast, the correlation would have been 0.46.

Table 3

Components of the shock correlation

Model p(i, ,u;k) Cov(Ar, ,u,) p(Ar, ,u,*) Var(i,)
No change 0.52 0 0 18.7
CEE 0.32 39.5 0.14 211
T-bill 0.62 -34.9 -0.12 19.9
Modified CEE 0.37 24.7 0.09 21.3

Notes: The standard deviation of the Fed funds futures shock, \/(Var(uf) , is 13.1, and the covariance between the change in the Fed funds

rate and the Fed funds futures surprise, Cov(Ar,, ut*), is 127.1. Units are basis points. Statistics are not adjusted for degrees of freedom.

One interpretation of this result is that the futures market is not efficient. The violation
implied by this result is not quantitatively or statistically significant, however. The regression of the
futures market surprise onto the VAR forecast has an R? of only 0.019, and the #-statistic on the CEE
forecast’s coefficient is only 1.41. But because standard deviations of the shocks, rather than the
interest rate (or its change) appears in the denominator, a very small covariance can have a pronounced
effect on the shock correlation.

The forecasts from a simple model involving the T-bill rate provide another illustration of
the perverse properties of the shock correlation. A regression of the average Fed funds rate on two
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lags of the three-month T-bill rate,’
r,=-0.41+0.79 1% +0.31 1%, ,

was used to generate (in-sample) one-month-ahead predictions. Since the T-bill rate presumably
incorporates expectations of subsequent months’ Fed funds rate, it comes as no surprise that this
equation’s forecasts are highly similar to those from the Fed funds futures market; in fact, the
regression of the former on the latter gives a coefficient of 0.99. Yet the correlation between the
shocks is 0.62 — only 20% higher than the “no change” forecast’s. Again, the nonzero covariance
between the model’s forecasts and the futures market shock violates the assumption of strict
orthogonality, but since this covariance is negative, it increases the shock correlation.!9 But the
forecast’s volatility is somewhat higher than the futures market’s, and this reduces the correlation.

2.2 Does the VAR use too much information?

Aside from a violation of strict market efficiency, one reason for the CEE forecast’s
covariance with futures rate surprises is that the VAR incorporates “too much” information. The VAR
forecast of the November funds rate (say) uses October’s data, even though the most recent data on
employment and prices is from September.!! Moreover, much of these data are subsequently revised,
and as Orphanides (1997) showed, the revisions can have a major impact on the fit of simple monetary
policy rules. Consequently, the correlation between the futures market surprises and the VAR
forecasts may be an artifact of the VAR’s information advantage.

To see what impact this might have on the correlations, we re-ran the CEE equation with
additional lags on payroll employment and consumer prices. (The reserves and money statistics are
essentially known by the end of the month.) The results of this exercise appear in the final row of
Table 3, labeled “modified CEE.” This change reduces the positive covariance between the VAR
forecasts and the futures market surprises somewhat, as would be expected if it were the result of the
VAR'’s information advantage. Substituting unrevised, real-time data in place of the revised data used
here might further reduce the covariance.

3. Parsimony and parameter instability

As shown above, the positive covariance between futures market surprises and VAR
forecasts partially accounts for the low correlation between the VAR forecast errors and the futures
market surprises. The dissection of the correlation coefficient also revealed a second culprit. the
variance of the shocks from the VAR is considerably higher than the futures market surprises. Since
the square root of this variance appears in the denominator, it, too, will reduce the measured
correlation.

What accounts for the VAR’s inflated shock variance? One possibility is the VAR’s
generous parameterization — 85 parameters in the monthly CEE specification. The profligacy of the
CEE model surely explains the imprecision of the shock estimates, but it alone cannot explain the
shocks’ implausibly high variance, so long as the “true” model is nested within it.

The regression uses last-day-of-the-month T-bill rate data, and it is estimated over the January 1961 through December
1997 sample.

10 The lagged futures rate is itself weakly (negatively) correlated with the futures market surprise.

1 For this reason, Krueger and Kuttner (1996) were careful to introduce additional lags when testing futures market

efficiency.
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Estimating the VAR over the 1961-97 sample might, however, contribute to the shocks’
volatility if the parameters changed over time. A model estimated over a sample that included the
1979-82 M1 targeting regime, for example, will almost surely be inappropriate for later periods when
the Fed’s weight on monetary aggregates is smaller — if not zero. The spurious inclusion of M1 could
therefore introduce noise into the forecasts for later periods. Other research has turned up significant
time variation along these lines. Friedman and Kuttner (1996) estimated a time-varying-parameter
version of a funds rate equation, and found significant variation in the coefficient on the monetary
aggregates corresponding to the shifts in targeting regimes. Instability has also been documented by
Pagan and Robertson (1995).

Table 4 reports the results of shortening the lag lengths and estimating the CEE model
over shorter sample periods.!? Comparing the twelve-lag to the six-lag results for the full sample
shows that greater parsimony increases the shock correlation slightly, presumably by reducing the
covariance between futures market surprises and the VAR forecasts. (Obviously, eliminating al/ right-
hand-side variables drives this covariance to zero.) But greater parsimony actually reduces the
correlation between the forecasts, and the forecast RMSE falls only slightly. The reduction in the
number of coefficients to be estimated shrinks the standard error drastically, however.

Table 4
Improving the VAR forecasts

Standard Forecast Average Forecast b Shock
deviation RMSE standard error correlation
of shocks of shocks
One month
Futures rate 13.1
CEE model
12 lags, full sample 23.5 27.1 20.6 0.57 0.35
6 lags, full sample 21.9 26.1 15.7 0.33 0.34
6 lags, post-83 16.2 25.6 6.5 0.52 0.54
Two months
Futures rate 20.8
CEE model
12 lags, full sample 354 43.7 34.0 0.58 0.38
6 lags, full sample 341 42.0 24.2 0.39 0.39
6 lags, post-83 241 38.8 9.1 0.67 0.53
Three months
Futures rate 29.6
CEE model
12 lags, full sample 48.2 60.7 42.1 0.55 0.47
6 lags, full sample 48.0 59.8 27.6 0.40 0.54
6 lags, post-83 31.5 51.5 10.7 0.75 0.60

Notes: The reported statistics are based on the May 1989 through December 1997 sample. The in-sample standard deviation and correlations
are adjusted for the degrees of freedom used in estimation. Units are basis points.

The results improve considerably when the estimation period is restricted to the January
1983 through July 1997 sample. For one thing, the forecasts are now much less noisy. At 16.2 basis
points, the standard deviation of the estimated one-month-ahead shocks is now only slightly larger
than the futures market’s.!3 The correlation between the shock measures rises to 0.54, but again the
positive covariance between the model’s forecast and the futures market surprises again prevents it

12 As in Table 1, the correlations and standard deviations are adjusted for the degrees of freedom used in estimation.

13 A similar result is apparent in Figure 7 of Christiano, Eichenbaum and Evans (1997).
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from rising even higher. The regression of the model’s forecast on the futures market’s yields a

coefficient of 0.52. The VAR does even better at longer horizons. At three months, the estimated b for
the forecasts is 0.75, and forecast errors’ correlation is 0.60. The forecasts and shocks plotted in
Figure 4 confirm that the VAR approximately mimics the systematic and unsystematic changes in the
funds rate implied by Fed funds futures rates.

Figure 4

Forecasts and errors from modified VAR equation
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4. Time aggregation

The timing of the surprises extracted from monthly or quarterly VARs is, of course,
somewhat ambiguous. At first glance, it would seem that shocks derived from the Fed funds futures
rate would be free of such ambiguity. That turns out not to be true, however. The Fed funds futures
contract’s settlement price is based on the monthly average of the overnight Fed funds rate, which
creates a time aggregation problem. Consequently, the timing and magnitude of policy shocks based
on the futures rate are also ambiguous.

To illustrate this problem, consider the following scenario. The Fed funds rate is 5% in
March, and this rate is expected to prevail through May. Now suppose that on April 16, the Fed
unexpectedly raises the target Fed funds rate to 6%, and that the new rate is expected to remain in
effect through May. Assume the Fed does, in fact, leave the rate at 6%. April’s average Fed funds rate
is 5.5%, reflecting 15 days at 5% and 15 days at 6%. The path of the Fed funds rate and the monthly
averages are shown in the top row of Figure 5.

Figure 5

Financial markets’ response to a Fed funds surprise
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How will the futures rates respond to the surprise? With no change in the Fed funds rate
expected, the futures rates corresponding to the April and May contracts will be 5% up through
April 15. On April 16, the day of the surprise, the futures rate for the May contract will rise to 6%,
reflecting the expectation that the 6% rate will prevail throughout May. But since the April contract is
settled against April’s average funds rate, the futures rate for the April contract will rise to only 5.5%.
The paths of the futures rates are depicted in the left-hand column of the second and third rows of
Figure 5.
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The Fed’s action on April 16 represents an unexpected increase of 100 basis points
relative to expectations on April 15 and before. How should the Fed funds surprise be measured using
monthly futures market data? Conceptually, this is simply the realized Fed funds rate minus its
conditional expectation as measured by the futures data. But there are two complications. First, the
futures contract is settled against the monthly average of the daily Fed funds rate; consequently, the
realized Fed funds rate is taken to be the monthly average of the daily Fed funds rates. The second
issue is whether to use point-in-time or average futures rate data in forming the conditional
expectation,

Suppose we use the one-month-ahead futures rate on the last day of the previous month
(e.g., the rate for the April contract as of March 31) as the conditional expectation, and measure the
surprise relative to the monthly average Fed funds rate. In this example, summarized in the top panel
of Table 5, the April surprise can be computed as April’s average Fed funds rate (5.5%) minus the
March 31 Fed funds futures rate for the April contract (5%), yielding only a 50 basis point surprise.
Again using the futures rate from the last day of the previous month, the May surprise is calculated as
the May average Fed funds rate (6.0%) minus the April 30 Fed funds futures rate for the May contract
(6.0%), yielding no surprise. Recalling that the average funds rate increases 50 basis points in both
April and May, the first 50 basis point increase is taken to be a surprise, while the second 50 basis
points is anticipated. And yet, the example states clearly that the 100 basis point increase is a complete
surprise on April 16. Last-day-of-month futures data, therefore, will tend to understate the magnitude
of the true shock.

Table 5

Funds rate surprises using alternative measures of expectations

Month
March April May
Average Fed funds rate 5.0% 5.5% 6.0%
Futures rate on last day of month 5.0% 6.0% 6.0%
implied Fed funds surprise 0 +50 b.p. 0
implied expected change 0 +50 b.p. 0
Average futures rate over month 5.0% 5.5% 6.0%
implied Fed funds surprise 0 +50 b.p. +50 b.p.
implied expected change 0 0 0

An alternative way to measure the Fed funds surprise is to use the monthly average of a
contract’s futures rate, depicted in the right-hand column of the second and third rows of Figure 5, for
the conditional expectation. This measure of the Fed fund surprise preserves the size of the shock’s
cumulative impact, but spreads it out over two consecutive months. As summarized in the bottom
panel of Table 5, the April surprise is computed as the April average fed funds rate (5.5%) minus the
March daily average of the April contract rates (5.0%), which is a 50 basis point surprise. The May
surprise is the May average fed funds rate (6%) minus the April daily average of the May contract
rates (5.5%), yielding a 50 basis point surprise. More generally, the surprise based on average futures
rates will be a convex combination of the true shocks,

b= fl,t—l =0u, +(1-0)u,
which implies an MA(1) structure for the average shocks,
i = fre =1+ 0L)e,

where ¢ = (1 — 0)/0 and ¢, = 0 u,.!* Econometric methods, like those of Hansen and Hodrick (1980)

14 Estimating the MA(1) model gives®=0.38. This implies 6=0.72, which is consistent with surprises typically

occurring on the 8th day of the month.

105



and Hayashi and Sims (1983), exist to deal with the resulting moving-average error structure in market
efficiency tests, but recovering the original “true” shock from the time-averaged data is generally not
possible.

In the examples described so far, the monthly value of the Fed funds rate is taken to be
the monthly average of the daily rates. How would the calculation be affected if the Fed funds rate
from a single day were used in place of the monthly average? In this example, the April 30 Fed Funds
rate (6.0%) minus the March 31 Fed funds futures rate for the April contract (5.0%) gives the correct
100 basis point surprise. However, other examples would generate problems with this calculation.
Suppose that data were released in the first week of April that indicated the FOMC’s normal response
would be to increase the Fed funds rate by 50 basis points to 5.5%; and then on April 16 the actual
policy move was 100 basis points to 6%. In this case, 50 basis points is anticipated, and the other 50
basis points is a surprise. But the calculation above is unaffected by the first week’s data release, so
the surprise is overstated by the amount of the mid-month’s revision to anticipated policy. Finally,
since the settlement price of the Fed funds futures contract is based upon the monthly average, there is
little reason to believe the futures rates would satisfy conditions of unbiasedness and efficiency
relative to the last-day-of-the-month Fed funds rate.

One way to reconstruct the “true” April shock is to rescale the first measure of the
surprise. Specifically, compute the surprise as the April average Fed funds rate (5.5%) minus the
March 31 Fed funds futures rate for the April contract (5%), and multiply the surprise by the factor
m/t, where m is the number of days in the month and 7 is the number of days affected by the change.
In the scenario described above, for instance, the measured surprise of 50 basis points is scaled up by a
factor of two to yield the correct 100 basis point shock. This procedure only works when the dates of
policy changes (and potential changes) are known, so it would only apply to the post-1994 period in
which all changes in the target Fed funds rate occurred at FOMC meetings.!> Prior to that time, most
changes in the target occurred unpredictably berween meetings. In this case, inferring the size of the
“true” shock involves expectations of when the policy action occurs as well as the direction and
magnitude of the change. This is beyond the scope of our analysis.

To get some sense of the quantitative importance of time aggregation, we computed the
standard deviation of the rescaled Fed funds futures surprises for the post-1994 period, and compared
it to the standard deviation of the unscaled shocks for the same period. The results appear in Table 6.
As shown on the first line of the table, the volatility of the policy shocks rescaled in this way is
dramatically higher — 28.2 basis points compared with 10.9 basis points for the unscaled shocks.

Table 6

Volatility of unscaled and rescaled Fed funds futures shocks

Standard deviation
Unscaled Rescaled
Using prior month’s futures rate
Average of effective Fed funds rate 10.9 28.2
Average of target Fed funds rate 8.9 19.7
Using spot month futures rate - 22.9

Notes: The reported statistics are based on the February 1994 through December 1997 period. Units are basis points.

Rescaling the shocks in this way will exaggerate the effects of any transitory deviations of
the funds rate from its target (i.e., “Desk errors”), however, so it will tend to overstate the volatility of
the policy shocks. If there were an FOMC meeting two days before the end of the month, for example,

15 The only exception to this was the 25 basis point increase in the target in April 1994.

106



and if the monthly average Fed funds rate turned out to be 1 basis point above the target, the rescaling
will result in a spurious 15 basis point shock. To reduce the effect of this noise, the average target Fed
funds rate can be used in place of the effective rate. This procedure will distort the size of the shocks
only to the extent that market participants expect the average effective rate to deviate from the target.
Using the target rate, the standard deviation of the rescaled policy shocks is 19.7 basis points,
compared with only 8.9 for the unscaled shocks.

An alternative way to gauge the effect of time aggregation on the magnitude of funds rate
surprises is to use the “spot month” contract’s price, which is based on the average Fed funds rate
prevailing in the current month. Again, suppose that changes in the target Fed funds rate only occur
immediately following an FOMC meeting, and, as in the example above, suppose that the FOMC
meeting occurs on April 16. The difference between the April 16 and April 15 futures rates for the
April contract would reflect the change in the expected path of the Fed funds rate over the April 16 to
April 30 period. In the scenario described above, the spot month futures rate on April 15 would have
been 5.0%, consistent with the “no change” expectation. On April 16, after the increase to 6.0%, the
spot month futures rate would be 5.5%, since the contract’s settlement price is based on an average
that includes the first 15 days of the month, when the Fed funds rate was only 5.0%. As before, scaling
the difference by the factor m/t preserves the size of the shock. The result, as reported in Table 6, is a
standard deviation of 22.6 basis points — very similar to the size of the shocks computed using end-of-
month futures data and the target Fed funds rate.

Making adjustments for time aggregation results in futures-market policy surprises that
are roughly twice as large as those that fail to make this adjustment. This result suggests that monetary
policy is not as predictable as one might have suspected, and shows that time aggregation may distort
comparisons between shocks based on futures rates and those from VARs.

Conclusions

Financial market data, such as Fed funds futures rates, are potentially useful benchmarks
for evaluating econometric measures of systematic and surprise movements in monetary policy. The
approach is not without its pitfalls, however. One hazard involves the interpretation of the correlation
between Fed funds futures surprises and VAR shocks. This correlation contains little meaningful
information relevant for assessing the VAR’s description of monetary policy. As shown above, small
deviations from the orthogonality condition implied by market efficiency can have a big effect on the
correlation.

This is not to say that VAR’s description of monetary policy is perfect. Their forecasts are
imprecise and noisy, and there is some evidence to suggest parameter instability. Shorter lag lengths
and a more judicious selection of starting date can mitigate these problems, however, and the results
presented here suggest more research along those lines is warranted.

One important complication arising in comparisons between VARs and futures-market
forecasts is time aggregation. This problem can distort the timing and magnitude of the estimated
policy surprises: point-in-time futures rate data gets the timing right, but attenuates the magnitude,
while average data gets the magnitude right but distorts the timing. This observation has important
implications for attempts to draw inferences about the size of policy shocks from futures market data.

While the distortion created by time aggregation may have significant effects on the
contemporaneous correlation between shocks, it is unlikely that it would affect the economy’s
estimated response to those shocks. Because an impulse response function can be thought of in terms
of a regression of the relevant variable on a set of mutually uncorrelated shocks, merely shifting the
shocks’ dating a month — or even a quarter — in one direction or another may alter the timing of the
response but have little effect on its shape or size. Consequently, the timing ambiguities identified
above are probably irrelevant for measuring the real effects of monetary policy.
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Comments on: “Can VARSs describe monetary policy?”’
by Charles L. Evans and Kenneth N. Kuttner

by David Tessier

This paper addresses an important question for monetary policy analysis, that is the
usefulness of VARs to isolate monetary policy shocks. The authors overcome the identification
problems inherent to structural VARs by focusing explicitly on the reduced form. Hence, they estimate
a VAR and then use the error term from the Fed fund rate equation as a measure of the monetary
shock. In order to assess the appropriateness of these shocks, they compare them with the surprises
from the Fed fund futures market that are seen as the “true shocks”. The estimated correlation between
the shocks is quite low and this is not surprising given the VAR’s poor performance, both in and out of
sample. But the authors go a step further and give convincing arguments against using a correlation
metric to evaluate the validity of shocks from VAR models. Then they conclude that VARs, although
subject to some well-known pitfalls, are still valid for policy analysis.

The core of the argumentation assumes that the surprises from the Fed fund futures
market are a valid benchmark. This could be questioned given the recent paper by Robertson and
Thornton (1997), who note some identification problems in estimating expectations from the Fed fund
futures market. Notwithstanding this caveat, [ would argue that the conclusion of the authors might be
reinforced by improving the specification of the VARs and consequently, the accuracy of predictions
necessary to recover the shocks. There are two main sources of potential improvement. First, the
authors specify a VAR model in which each equation contains 84 parameters, which is far from
parsimonious. A more parsimonious representation could be obtained by applying a Bayesian
specification or a “top-down strategy” to remove the non-significant parameters (see the Section 5.2.8
in Liitkepohl (1993)).

Second, the authors estimate their model with variables in levels and we know that the
usual asymptotic results do not hold in that case, owing to non-stationarity and/or the absence of
cointegration. As shown convincingly by Phillips (1998), ignoring these two characteristics may lead
to less accurate predictions. In this paper, Phillips develops an asymptotic theory for forecasting and
policy analysis that allows for nonstationary elements. Based on simulation results, he concludes that
the data-determined reduced rank regressions and the error correction models produce better forecasts
than unconstrained VARs (see the Section 4.3).! Closely related to this is a paper by Christoffersen
and Diebold (1997) studying the impact of cointegration on short-term dynamics. They conclude that
“ironically enough, although cointegration implies restrictions on low-frequency dynamics, imposing
cointegration is helpful for short- but not long-horizon forecasting, in contrast to the impression
created in the literature”.

In that context, VAR modelisation, with appropriate specification procedures taking into
account the problems involved in nonstationary systems, might indeed remain a useful and tractable
tool for assessing the impact of monetary policy.

' These results hold under the hypothesis that there really exists a problem of reduced rank regression. But given the

number and the choice of variables retained by the authors, the presence of cointegration is highly plausible.
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Incorporating credibility in forward-looking models: some examples with QPM

Dinah Maclean®

Introduction

Countries are increasingly implementing monetary policy in a manner designed to build
credibility. While the empirical evidence on whether or not credibility is greater is still inconclusive,
changes in credibility could potentially have far-reaching consequences for the dynamics of the
economy. The most obvious changes directly involve inflation expectations. If credibility is high, a
reduction in the inflation target will quickly be reflected in expectations. This in turn will help bring
inflation down to the new target, reducing the output losses associated with a disinflation. Similarly, if
expectations are anchored by policy, the monetary authority will not have to react as aggressively to
temporary inflation shocks. In addition, with increased credibility, agents will likely be willing to
place greater weight on longer term forecasts. This in turn may be associated with increased contract
lengths. All these changes may alter the speed with which policy can influence inflation, and thus the
manner in which policy should be conducted.

Given the importance of issues surrounding credibility, explicit credibility effects need to
be incorporated into models used for policy analysis and projections. This paper describes the
development and calibration of a credibility effect using the Bank of Canada’s Quarterly Projection
Model (QPM). A methodology for incorporating credibility effects is developed, which uses a
“perceived target” which captures agents medium-term inflation expectations. The model is calibrated
taking a cautious approach, given the lack of conclusive empirical evidence which can be used to
benchmark the degree of credibility. The perceived target is calibrated to ignore short-term changes in
inflation, but to look forward to the medium term inflation profile, but it is given a relatively low
weight in the overall calibration of expectations. Given the absence of other benchmarks, some of the
key stylized facts to which the model is calibrated are left unchanged, such as the cumulative output
gap associated with a disinflation. Nevertheless, the new model does incorporate changed
characteristics. In particular, it decreases the variability of inflation in non-policy shocks, and reduces
the degree of response needed by the monetary authority to offset such shocks.

The calibration presented in this paper should be viewed as an initial attempt to
incorporate credibility effects. Above all, it highlights the need for further empirical work on such
areas as whether expectations formation has undergone a structural change in the 1990s associated
with credibility, and whether or not key stylized facts such as sacrifice and benefit ratios have
changed. It will also be important to simulate the new model using real data. An interesting check of
the current calibration will be to simulate the model over history and see how changing the weight on
the perceived target alters the extent to which model expectations track other measures of
expectations such as those coming from the Conference Board Survey of Forecasters.

The next section provides a brief overview of the nature of credibility and the expected
changes associated with increased credibility. Section 2 gives an overview of QPM, particularly those
aspects of the model which affect the degree to which the inflation target is incorporated into
expectations, and thus the implicit level of credibility. Section 3 considers two alternative ways of
more explicitly incorporating credibility effects into price expectations. Section 4 both reviews
empirical evidence and presents two calibrations of QPM.

The views expressed in this paper are solely those of the author. No responsibility for them should be attributed to the
Bank of Canada.
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1. Credibility

Credibility is generally interpreted as the extent to which agents believe the policy maker.
In Canada, where the Bank of Canada and the Minister of Finance began announcing inflation targets
in 1991, credibility can be defined as the extent to which people believe inflation will remain within
the target bands.

We distinguish between two aspects of credibility: the “announcement” effect and the
process of learning or gaining credibility over time. The announcement effect captures the extent to
which a policy announcement immediately changes people’s expectations and behaviour. This
announcement effect will increase as the monetary authority gains credibility. If credibility in the
targets has been growing in Canada in the 1990s, for example, then an announced change in the target
should alter agents’ inflation expectations. The size of the announcement effect is determined by the
degree to which credibility is transferable from one policy to another. Moreover, an announcement
effect may occur whether or not the announcement of a policy change coincides with a consistent
policy action by the central bank. The second aspect of credibility deals with how quickly credibility
is gained or lost over time, or the learning process during which agents alter the extent to which they
incorporate the policy into their expectations. Over time the monetary authority may build up or lose
credibility, depending on its success in achieving the targets.

Both the announcement effect and the process by which agents incorporate a target into
expectations over time will be dependent on the dynamics of the economy. For example, in an
economy where it is known that the monetary authority has little impact on inflation in the near term,
it would be unreasonable for near-term expectations to adjust immediately to a new target. Similarly,
if it is known that adjustment is costly and prices are sticky, this will affect the speed with which
people expect inflation to move to the target, even when credibility in the monetary authority’s
commitment to the policy is high.

Changes in credibility can potentially have a large impact on the dynamics of the
economy, and the extent to which various shocks are reflected in inflation. In general these changes
are likely to make it easier for a monetary authority to maintain a stable rate of inflation, or implement
a change in policy regime. Consider, for example, the case of a policy change such as a decrease in
the inflation target. If credibility in the current policy is high, this will likely carry over to credibility
in the new policy. Expectations will incorporate the new target much more rapidly than if
expectations are more backward-looking. With faster adjustment of expectations, actual inflation will
fall more quickly and/or the monetary authority will need to act less in order to achieve the new
target. This in turn implies that the cumulative output loss associated with a disinflation, will be less
with higher credibility.

Increased credibility has similar implications for a non-policy shock. In the case of an
inflationary shock, for example, such as a depreciation in the exchange rate or a positive shock to
demand, credibility will help to anchor inflation expectations. Expectations will not vary as much
when people anticipate that the monetary authority will act to bring inflation back to the target. As a
result, the monetary reaction does not need to be as great. The cumulative output losses in a
deflationary shock will tend to be greater than in the case of less credibility, since less of the shock is
offset directly by policy. Similarly, cuamulative output gains from a positive shock will be greater.

While there is considerable agreement about the gains from greater credibility, far less is
known about the process of building credibility. A wide variety of factors that likely influence
credibility have been identified in the literature, such as the clarity of the goals of monetary policy,
the extent to which policy is understood, the central bank’s degree of autonomy and accountability,
and the consistency of monetary and fiscal policies. There is no precise mapping, however, between
different settings of say fiscal policy or institutional arrangements and a specific degree of credibility.
Nevertheless, given the potential benefits from increased credibility for the monetary authority, an
increasing number of countries are implementing monetary policies designed to increase credibility.
Since increased credibility could have potentially large implications for adjustment in the economy, it
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is also important to incorporate credibility into economic models. The next section provides a brief
overview of the Bank of Canada’s Quarterly Projection Model (QPM) and in particular the
expectations within the model. The remaining sections then look at ways of incorporating specific
credibility effects, and review issues associated with the calibration of credibility effects.

2. Credibility and QPM

QPM is a forward-looking model, with expectations which are partly backward-looking,
and partly based on model consistent values. While there are no explicit credibility effects within
QPM, credibility is still embodied in the model as the degree to which the inflation target is imbedded
in expectations. Initially, this comes through the model consistent component of expectations, and
subsequently becomes embodied in the backward-looking component. This behaviour depends on
such things as the exact structure of expectations formation and the way in which expectations feed
through into the price equations. The degree of credibility is also embodied in many properties chosen
in the overall calibration of the model and thus affects the model’s response to a range of shocks. To
assess the appropriateness of any approach, therefore, requires that a broad range of model properties
needs to be considered. This section provides a short overview of QPM then considers the main parts
of QPM which affect or incorporate assumptions about credibility. It also provides an illustration of a
model change which intuitively may seem consistent with increasing the degree of credibility in the
model, but does not produce model properties which are consistent with theory.

QPM consists of two models: a well-defined, neo-classical steady-state model and a
dynamic model which traces the adjustment path between the starting conditions and the steady-state.
There are three key groups of agents who determine the steady state conditions: consumers, firms and
government. Consumers have a desired level of wealth and make decisions on savings and
consumption over time to reach that level. Their behaviour is modelled on the Blanchard-Weil model
of overlapping generations. Firms determine the capital stock and associated rates of investment. The
government sector determines the level of debt and associated levels of government expenditure and
taxation. These stocks, together with the rest-of-world economy, determine the level of net foreign
assets. The exchange rate adjusts so as to ensure the current account balance is consistent with the
flows needed to service any foreign debt. QPM is based on the “Almost Small Economy
Assumption”, which means that given unchanged conditions in the rest of the world, in order to
export a greater quantity, the price of exports must fall.

There are three main sources of dynamics which determine the short and medium term
adjustment in QPM: intrinsic dynamics, expectational dynamics and policy adjustment. The intrinsic
dynamics capture the idea that adjustment is costly and therefore occurs over time rather than all at
once. In making decisions, agents must balance the cost of being away from their desired levels
against the costs of adjusting variables. Agents follow decision rules where variables such as prices
are combinations of both backward and forward-looking elements. The forward-looking elements are
based on expectations equations which are also a combination of backward looking and model
consistent values, and in some cases steady-state variables.

There are two policy equations within QPM. A fiscal policy rule determines government
expenditure and taxation based on an exogenously determined path for the debt-to-GDP ratio. There is
also a monetary policy rule, where the monetary authority reacts to shocks by altering nominal short-
term interest rates in order to bring inflation back to the target in the medium-term. The monetary
policy rule is written in terms of the yield curve gap, or the difference between the slope of the
nominal term structure and its risk-adjusted steady state value. The desired value of the yield curve
gap is a function of a lagged value and the deviation of year-on-year inflation in consumer prices
excluding food and energy (CPI) and the target rate of inflation, 6 to 7 quarters in the future:
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YCG = al*(YCG), , + (CPI,,o - CPITARG,,o)+(CPI,,; - CPITARG,,,))/2

where YCG is the yield curve gap and (CPI,,; — CPITARG ;) is the difference between the year-on-
year increase in the CPI and the annual inflation target i/ periods ahead.

2.1 Calibrated properties — Sacrifice and benefit ratios

The dynamic structure of QPM is not directly estimated; rather it is calibrated to reflect
empirical evidence and established stylized facts. For example, currently, the model is calibrated to
ensure that there is sacrifice ratio of 3 in a disinflation shock (i.e. in a 1% disinflation shock, the
cumulative output gap is 3%), and a benefit ratio of 1 in an inflation shock. In contrast to the
disinflation and inflation shocks where the sacrifice ratios are always restored, changes to the model
often result in changes to cumulative output gains and losses in other shocks. The cumulative output
losses and gains from other shocks are not specifically calibrated and there is generally less empirical
evidence to help determine what they should be.

The properties of the disinflation and inflation shocks are based on non-linear Phillips
Curve estimations by Laxton, Rose and Tetlow (1993) for the period 1975 to 1991. As mentioned
above, the degree of lost output that the monetary authority needs to generate to offset temporary
shocks to inflation or to implement policy changes, is greatly affected by the degree of credibility of
policy. The current calibration, therefore, reflects the “average” degree of credibility in the period
over which the equation was estimated. It is hard to assess how high this average credibility is. The
rising rates of inflation over the 1970s likely eroded credibility while the relatively more stable and
lower rates in the 1980s likely restored some of the lost credibility. In the 1990s, the announcement of
inflation targets and the success in keeping inflation within the range is likely to have raised
credibility further.

Any attempt to incorporate increased credibility, must include a re-assessment of the
sacrifice and benefit ratios. In particular, if credibility is incorporated in such a way that the current
target helps to anchor expectations, but changes in the target are not immediately believed, the
cumulative output losses/gains in shocks where the target remains unchanged will alter, but the
sacrifice ratio in a disinflation shock need not fall. Alternatively, if credibility effects also include
rapid assimilation of a newly announced target into expectations, the sacrifice and benefit ratios in the
disinflation and inflation shocks may fall. Choosing new values for these is problematic, however,
particularly given the lack of any empirical evidence supporting a decline in the sacrifice ratio in
Canada.

2.2 Expectations formation

Price expectations in QPM are in terms of price levels rather than inflation. Price levels
are a combination of a backward and a forward-looking component. For example, the expected level
of the log of consumer prices excluding food and energy in period T (LCPI_ET) is the combination of
a backward element including 5 lags of the past price level, and the model consistent value for period
T

LCPI_ET = BW*Backward + MC*Modelconsistent(T)

where BW is the weight on the backward-looking component and MC is the weight on the model
consistent component.

Currently, the weights on the backward and forward components of consumer price
expectations are 0.8 and 0.2 respectively. The weights chosen for the backward and model consistent
components obviously have a major impact on the speed with which expectations change given a
change in the target, and the extent to which shocks to inflation flow through into expectations. Since
the monetary policy rule is acting to move inflation in the medium term to the target, model consistent
expectations in future periods increasingly incorporate the target rate of inflation.
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2.3 Incorporation of expectations into prices

The effects of varying the weights on the backward and forward components of
expectations are partly a function of the way in which expectations are incorporated into the price
equation. Expectations feed into prices through the forward-looking component of the price equation,
which is a weighted average of expectations of both marginal cost and the price up to eight periods
ahead. For example, the forward-looking component of the CPI is:

LPCPIFOR = F(LCPI_EO...E8, LMC_EO...8)

where LPCPI_ET is the expectation of LPCPI in period T and LMC_ET is the expectation of the log
of marginal cost in period 7.

The expectations are weighted so that the most weight is placed on the near-term
expectations, and the weights decline the further into the future are the expectations. This reflects the
assumption that people are less certain about expectations of events further into the future, and
therefore, base their behaviour more on shorter term expectations.

2.4 Examples of model properties — a disinflation and a demand shock

Figures 1 and 2 show the adjustment of key variables in a 1% disinflation (i.e. a
reduction in the inflation target of 1 percentage point) and a 1% negative demand shock (i.e. total
demand is reduced by 1 percentage point). In a disinflation, the model is calibrated to ensure that the
monetary authority must raise real short-term interest rates by around 100 basis points in the first
year. In nominal rates, this corresponds to an increase of 80 basis points in nominal short-term interest
rates. The tighter yield curve acts directly to reduce consumption and investment. Higher interest rates
also lead to an appreciation of the exchange rate, which further reduces inflationary pressures. CPI
inflation falls 0.13 percentage points by the end of the first year, and takes 4-5 years to reach the new
target. As mentioned above, the coefficients of the output gap within the price equations are adjusted
to ensure a cumulative output gap of 3%.

In a negative demand shock, the monetary authority responds by reducing short-term
interest rates in order to loosen the slope of the yield curve. Nominal short-term interest rates fall 80
basis points in the first year. CPI inflation troughs at a rate 0.4 percentage points below control.
Output returns to control at the end of the second year following the shock, but there is some
secondary cycling for the next few years. The cumulative output gap is just over 1%.

2.5 Increasing the model consistent component of expectations

Increasing the weight on the forward-looking or model consistent component at first
seems very close to increasing the degree of credibility in the model, and gives results consistent with
increased credibility when considering a change in the inflation target. In the case of a non-policy
shock such as a demand shock, however, increasing the weight on the model consistent component
gives results which are the opposite of those expected from increased credibility.

The effects in a disinflation shock of increasing the weight on the model consistent
component of expectations are illustrated in Figure 3. Figure 3 shows the effects of a 1 percentage
point decline in the inflation target, with a range of models where the weight on the model consistent
component of expectations for both the CPI and the GDP deflator range from 0.1 up to 0.7. (Note that
the legend only shows every other line.) The models with a larger weight on the model consistent
component show a more rapid decline in inflation in a disinflation shock, since the forward-looking
component pulls expectations down while the backward component slows the adjustment in
expectations. Similarly, the monetary authority does not have to tighten the yield curve gap (the
policy instrument) as much as when greater weight is placed on backward-looking expectations and
the resulting cumulative output loss is reduced. In this case, the results from equations where more
weight is placed on the model consistent component are equivalent to those expected from a greater

116



Figure 1
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Figure 2

1% negative demand shock
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Figure 3

1% disinflation — varying weights on model consistent component
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1% negative demand shock — varying weights on backward component

Figure 4
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degree of credibility — faster adjustment of expectations and a smaller output loss associated with
moving to a lower target.

Figure 4 shows for the same models, the effect of a 1% decline in demand. In the
standard shock, a decrease in demand leads to excess supply and puts downward pressure on inflation.
Expectations of inflation also fall putting further downward pressure on the price level. Initially, the
fall in expectations comes through the model consistent component, then over time as inflation falls,
through the backward-looking component. The changes in expectations feed directly through into
inflation. The monetary authority responds by decreasing interest rates which boosts consumption and
investment. Decreased interest rates also lead to a depreciation in the exchange rate which helps
generate demand for exports and import-substitution, as well as having direct pass-through effects on
the price level.

In theory, where there is increased credibility, inflation expectations should act as more
of an anchor in such a shock, since people believe the monetary authority will act to bring inflation
back to the target. Having less of a fall in expectations will put less downward pressure on inflation
and will reduce the degree to which the monetary authority must act. Figure 4 shows, however, that
the opposite is true when the weight on the model consistent component is increased. In the first few
years of a demand shock, the model consistent component actually pulls expectations away from the
target whereas it is the backward component which provides inertia. This is because the value
generated by QPM for inflation in a specific quarter, puts greater weight on short run model
dynamics, since greater weight is placed on near-term expectations. Agents are responding more to
the short run dynamics of the shock, thereby causing greater, not less variation in expectations.
Increasing the weight on the model consistent component, therefore, leads to a greater trough in
inflation and more need initially for the monetary authority to offset the shock. The greater the weight
on the model consistent component, the smaller the cumulative output gap in a negative demand
shock, since the monetary authority offsets more of the negative shock to output.

It is also important to note that changing the calibration of expectations, changes the
monetary response needed for a given shock, and thus the output losses and gains associated with that
shock. Moreover, as described above, theory suggests that greater credibility should be associated
with less need for the monetary authority to respond to a shock and decreased costs of disinflating.
This implies that incorporating a greater credibility effect in a model, should be accompanied by a
decrease in the sacrifice ratio. Unfortunately, however, given that the sacrifice ratio is a result of the
calibration of the model, it is not obvious how to determine a new benchmark for the value of the
sacrifice ratio, since empirical work has not yet shown any evidence of declining inflation/output
tradeoffs.

3. Incorporating the target into expectations

The goal of monetary policy in QPM is to keep inflation in the CPI close to the target.
The easiest way of incorporating credibility effects more explicitly in QPM, therefore, is to introduce
the target into price expectations. As shown below, though, this also introduces an announcement
effect which is both inconsistent with the intrinsic dynamics within QPM and an undesirable feature
for a projection model. An alternative formulation is tried, therefore, where expectations include a
perceived target. This reduces the problems associated with the announcement effect and also
provides greater flexibility for calibrating the model. The perceived target is based on the formulation
of expectations in Black and Rose (1997).1

1 See also Black, Macklem and Rose (1998).

121



3.1 Introducing the target

Price expectations are a combination of a backward component and the model consistent
value. The target was initially incorporated by introducing a third term — the price level implied by the
inflation target.

The equation for expectations of the log level of the CPI (LCPI) in period T is:
LCPI_ET = XBW*DC*(BACKWARD) + XMC*LCPI(T) + (1-XMC-XBW*DC)*LCPITAR_ET

where XBW is the weight on the backward component, XMC the weight on the model consistent
value, (1-XMC-XBW*DC) is the weight on the target, and LCPITAR_ET is the price level implied by
the target in period T. DC is a decay factor which takes a value between zero and one. The value of
DC can be fixed, implying a fixed weight on the target, or it can decline over time implying a greater
weight on the target for longer term expectations.? This discussion focuses on the results of the
constant decay model.

LCPITAR_Ei becomes a new endogenous variable, which is created using the specified
year-over-year inflation target. The expected target level in the first period is the previous period’s
price level, plus the quarterly rate of change implied by the inflation target:

LCPITAR_E1 = LCPI(-1)+LOG(CPITAR(?))

Expectations for the target level in subsequent periods are calculated as the target level expectation of
the previous period plus the quarterly rate of change implied by the inflation target:

LCPITAR_Ei = LCPITAR_E(i-1)+LOG(CPITAR(i))

Expectations of the target were incorporated into both expectations of the GDP deflator and
expectations of the CPL

To explore the implications of introducing the target directly in price expectations, two
shocks were introduced: a disinflation shock, and a negative demand shock. The models were
simulated with three different values of the decay parameter: 0.95, 0.8 and 0.6. The results are shown
in Figures 5 and 6.

The results for the horizon-dependent model are shown in Appendix 1.

In the disinflation shock, the greater the weight on the target, the larger the initial
announcement effect. This can be seen in the five-year ahead inflation expectations which start out at
a much lower rate than the base model, the higher the weight on the target. The immediate impact that
a change in the target has on expectations is also very evident in the initial decline in nominal long-
term interest rates. The decline in expectations in turn puts downward pressure on the actual rate of
inflation. In the first quarter of the shock, when the decay is set at 0.95 (i.e. only a small weight on the
target) CPI inflation falls 0.02 percentage points, compared to 0.08 percentage points with a decay of
0.6. In the base model there is essentially no announcement effect in the first quarter. By the fourth
quarter, CPI inflation has fallen 0.27 percentage points with a 0.95 decay, compared to 0.4 percentage
points (almost half of the movement to the new target) in the model with a decay of 0.6, and 0.13
percentage points in the base model.

Earlier, credibility effects were divided into announcement effects, and the speed which
which agents “learn” over time. In QPM, however, these learning effects are not very clear, because
the path expectations take over time is greatly affected by the reaction of the monetary authority. This
is evident by comparing the time it takes the five-year ahead expectations of inflation and actual
inflation to reach the target. Expected inflation over the first four years is lower the greater the weight

2 This is the form currently used for expectations which decay to the steady state, for example, expecations of output and
the real exchange rate.
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Figure 5
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Figure 6

1% negative demand shock — fixed coefficients
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on the target. However, the length of time it takes expectations to reach the new target is not greatly
affected by the weight placed on the target. This is because the monetary authority, seeing a smaller
gap between actual inflation and the target, makes less of an adjustment to interest rates. Consistent
with this, the total length of time it takes for inflation to reach the new target is not altered
significantly. The greater the weight on the target, the smaller the change in short-term interest rates
in a disinflation shock, and thus the lower the cumulative output gap. With a 0.8 decay, nominal short-
term interest rates peak at 5.3%, compared to 4.5% with a decay of 0.6.

In a negative demand shock, the greater the weight on the target, the more expectations
act as an anchor. Inflation expectations do not exert as much downward pressure on inflation and
therefore, it does not trough as low. With expectations acting as an anchor, the monetary authority
does not have to respond as much. There is also less secondary cycling with greater weight on the
target. While the cumulative output loss is greater in the early part of the demand shock, with greater
weight on the target, the reduction in secondary cycling results in the total cumulative output loss
remaining largely unchanged.

While these results are consistent with what is expected from an increase in credibility,
the large impact which a change in the target can have on expectations is troubling, particularly since
expectations will alter given an announced change in target, even if the monetary authority does
nothing to implement its announced policy. This is illustrated in Figure 7, which shows a disinflation
shock with a 1-year delay in the response of the monetary authority. In other words, the target rate of
inflation was reduced by 1 percentage point, but the yield curve gap and nominal interest rates were
set to remain unchanged until the end of four quarters.

It can be seen that even when the monetary authority does not follow a policy consistent
with the target, inflation expectations fall immediately, causing in turn a fall in inflation. When the
decay is 0.95, inflation falls only marginally (0.02 percentage points in the first quarter and 0.06
percentage points by the fourth quarter). With a greater weight, however, the effect is more
pronounced. With a decay of 0.6, inflation falls 0.08 percentage points in the first quarter and 0.36
percentage points (or a third of the way to the new target) by the fourth quarter, before the monetary
authority has begun to act. With a decay of only 0.8, the announcement effect is sufficiently strong
that essentially no increase in short-term interest rates is necessary. In the base model, inflation and
inflation expectations, do not adjust until the monetary authority starts to increase interest rates.

It was argued above that incorporating short-term expectations which are inconsistent
with the underlying dynamics of the model is inappropriate. It is even less appropriate when
expectations are highly inconsistent with the actions of the monetary authority. Incorporating
excessive announcement effects could lead to an underestimation of the costs of reducing the target.
As can be seen in these results, the pure announcement effect of a policy change can do much of the
work towards bringing expectations in line with the new target, without any action needed on the part
of the monetary authority. This decreases the onus on the monetary authority to try to adjust monetary
conditions. The projection process, however, is one in which the Staff try to present a scenario where
the risks are balanced. On such questions as the degree to which credibility will help the monetary
authority the model should if anything err on the side of caution. (For similar reasons, steady-state
QPM does not include real benefits from a lower rate of inflation, even though the Staff believe such
benefits occur.) Incorporating the target directly into price expectations is not, therefore, a satisfactory
way of introducing increased credibility effects into QPM.

3.2 Introducing the perceived target

An alternative to introducing the target directly into price expectations is to introduce a
“perceived target”, a variable which reflects what agents believe to be the actual target being used by
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Figure 7

Delayed 1% disinflation - fixed coefficients
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the monetary authority.3 The perceived target is a mechanism through which expectations are
sensitive to the action of the monetary authority but allow expectations to “look through” the short run
price dynamics in the model.

The perceived target is calculated as a combination of a forward-looking component
(model consistent inflation four and five years ahead) and a backward-looking component:

PCPITAR_E=1.35*PCPITAR_E(-1)-0.425*PCPITAR_E(-2)+0.0375*(PCPI_DA(16)+PCPI_DA(20))

where PCPITAR_E is the perceived target inflation rate and PCPI_DA(T) is the model consistent
inflation rate in period T.

The forward-looking component of the perceived target provides a measure of where
people expect inflation will go over the medium to long term, once adjustment to current shocks has
occurred. If the monetary authority is expected to keep inflation close to the target over the medium-
term the model consistent inflation rate will be close to the target. If the monetary authority does not
act in a manner consistent with its announced target, however, the perceived target may differ from
the actual target.

Credibility can now be thought of as having two components. The perceived target is the
policy which agents believe is being followed by the monetary authority, which may or may not be
equivalent to the announced target. In other words, one measure of credibility is the difference
between the perceived and announced target. The weight which the perceived target has within the
expectations equation can be thought of as either the proportion of agents who use their perception of
policy to form expectations, or the degree to which agents think policy will determine inflation
outcomes.

This structure for expectations is very flexible for incorporating alternative assumptions
about credibility. The perceived target can easily be replaced by other expectations processes, tying
long-term expectations to real long-term bond rates, for example. The coefficient on the perceived
target could also be made endogenous, providing another means of gaining or losing credibility over
time.

Incorporating a perceived target also provides considerable flexibility for calibrating
different effects associated with credibility. This can be seen by reviewing changes to model
properties given changes to the values of the key components within the perceived target framework:
the choice of time horizon for the forward-looking component, the weights on the forward and
backward components within the perceived target, and the overall weight on the perceived target
within price expectations.

Time horizon for the forward-looking component

The choice of time horizon for the forward-looking component is based on the idea that it
reflects people’s medium-term inflation expectations. The horizon 4-5 years ahead was selected
because it is far enough ahead not to be greatly affected by the short-term effects of shocks to the
economy. This can be seen in Figure 8, which shows a demand shock with time horizons for the
forward-looking component of 2-3 years, 3-4 years and 4-5 years. A high weight has been given to the
perceived target in price expectations in these simulations (0.56) so as to clearly illustrate the effects
of varying the time horizon. The perceived target shows much greater variation when a shorter time
horizon is used. It should be noted that in a negative demand shock, the perceived target increases
rather than decreases, since it is picking up the secondary cycling which occurs after 2002. The 4-5

3 This is the approach used in CPAM, where a “perceived” target is included in inflation expectations. Richard Black, Tiff
Macklem and David Rose, “On Policy Rules for Price Stability”, Bank of Canada Conference 3rd-4th May, forthcoming,
p- 13.
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Figure 8

1% demand shock — varying time horizon for forward-looking component
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Figure 9

1% disinflation — varying time horizon for forward-looking component
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year time horizon shows relatively little variation since it looks beyond the effects of the shock.
Clearly, it would not be appropriate to have a large positive increase in the perceived target during a
negative demand shock, thus the 4-5 year time horizon is the most appropriate. The path of the output
gap is similar in all three cases. The cumulative output gap is slightly smaller with the 4-5 year time
horizon, however, due to less secondary cycling.

Figure 9 shows a disinflation shock for the same time horizons. In the disinflation shock
the 3-4 and 4-5 year horizons give very similar results since both are looking ahead to the new target
almost immediately. The 2-3 year time horizon, however, causes inflation expectations to adjust more
slowly. For this reason, the policy response in the 2-3 year scenario is greater, resulting in a larger
sacrifice ratio.

Weighting of components within perceived target

Credibility is lost initially if the forward-looking component varies from the actual target.
This may be due to the actions of the monetary authority, or it may be due to the impact of shocks to
the economy if the time horizon for the perceived target is too short. The coefficients on the two lags
of the perceived target then determine the speed with which a change in the forward-looking
component leads to further loss of credibility. The greater the coefficient on the first lag, the faster the
change in the perceived target. For CPAM the coefficients were chosen so that the roots of the
equation are 0.85 and 0.50.4

The overall weighting on the backward as compared to forward elements of the perceived
target has no impact on shocks to the economy where the target does not change. (This result assumes,
of course, that the time horizon chosen for the forward component looks beyond the shock.) The
relative weighting on backward and forward elements does, however, have a large impact on shocks
where the target changes, since it determines the speed with which a change in the target is reflected
in the perceived targets, and thus the monetary response and cumulative output gap in a disinflation or
inflation shock.

The effects of changing these weights can be seen in Figure 10 which shows a
disinflation shock for different weights on the backward and forward components. Again, a relatively
large weight (0.56) was chosen for the perceived target within expectations, to illustrate the impact of
the coefficient changes. Increasing the weight on the forward-looking component within the perceived
target increases the speed with which it reaches the new target. With a weight of 0.075 on the forward
component, the perceived target falls around two-fifths of the way to the new target by the end of the
first year. By the end of the third year it has almost reached the target, but does not fully converge
until the fifth year. By contrast, with a weight of 0.445 on the forward component the perceived target
has reached the actual target by the end of the first year.

Consistent with the change in the perceived target, the greater the weight on the forward
component, the faster inflation falls, and the less the monetary authority has to alter interest rates.
With a weight of 0.445 on the forward component, short-term nominal interest rates do not increase at
all. The effect of increases in the forward-looking component on the cumulative output gap is highly
non linear and decreases as the weights increase i.e. increasing the weight from 0.075 to 0.1675
causes the cumulative output gap to fall to 2.2% as compared to about 3% when the weights are
increased from 0.168 to 0.445. '

The implications of different weights within the perceived target are even more obvious
if real data are used. Figure 11 shows the values of the perceived target, along with actual year-on-
year inflation, calculated over history. There is a considerable difference between the different

4 The coefficient on the first term is the sum of the two roots, whereas the coefficient on the second lag is the product of
the two roots.
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Figure 10

1% disinflation — varying backward for forward-looking components
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Figure 11

The perceived target over history

Perceived Target, .075 forward looking (solid)
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calibrations of the perceived target, particularly in periods when inflation moves down or up for 2-3
years then returns back. The calibration which places a smaller weight on the forward-looking
component (0.075) appears to do a better job of looking through the short-term shocks and focussing
on medium term inflation.

Weight on the perceived target within price expectations

While the relative weights on the forward and backward components of the perceived
target affect policy shocks, the weight on the perceived target within price expectations affects all
shocks. Figures 12 and 13 show the impact of varying the weight on the perceived target in the
disinflation and demand shocks. These results are very similar to those resulting from incorporating
the target directly into price expectations. In a disinflation shock, expectations adjust more quickly
and inflation falls more in the first year. Inflation also locks into the target more neatly, without as
much secondary cycling. The overall time it takes to reach the new target is not, however, greatly
changed. The degree to which the monetary authority needs to adjust interest rates decreases the
greater the weight on the perceived target, particularly in the first year, and the cumulative output gap
falls. In the demand shock, the variability of expectations and inflation falls, with both a shallower
trough and less secondary cycling. Again, the monetary authority needs to do less to offset the shock,
and thus the cumulative output gap increases.

Incorporating the perceived target reduces, though does not entirely eliminate, the
problem of a “pure” announcement effect where expectations adjust even when the monetary
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Figure 12

Disinflation, the perceived target — varying the weight within expectations
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Figure 13

Demand, the perceived target — varying the weight within expectations

Vertical axis in %
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Figure 14

Delayed response disinflation — with perceived target
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authority is not acting consistently with the stated target. This is illustrated in Figure 14, which shows
the impact of a disinflation shock where the monetary authority does not react for one year. When the
perceived target has a low weight, expectations and inflation do not decline until the monetary
authority starts to increase interest rates. When the perceived target has a high weight, however, there
is the potential for an announcement effect. This is because given the reaction function in QPM, once
the monetary authority starts to act, it does so very fast and still brings inflation down to the target by
the 4-5 year time horizon being used in the forward-looking component. The longer the period over
which the monetary authority fails to act, however, the less likely that expectations will adjust. If the
monetary authority fails to act for four years, for example, there is no announcement effect with the
perceived target. With the actual target in expectations, there would still be an announcement effect in
such a case.

While building in an effect which forces expectations to move towards the target
independent of the actions of monetary policy, is not appropriate, it must be remembered that
incorporating an announcement effect is an implication of credibility. Increased credibility implies
that the announcement of a new policy will have a greater immediate impact on expectations. The size
of the announcement effect is a calibration issue.

The above analysis shows, therefore, that the perceived target framework offers
considerable flexibility in incorporating credibility effects in QPM. Consistent with what one would
expect from increased credibility, the perceived target acts as an anchor for price expectations in non-
policy shocks, and increases the speed with which expectations adjust when the target adjusts. In both
kinds of shock, this reduces the extent to which the monetary authority must adjust interest rates. The
greater the weight on the perceived target within expectations, the greater the impact it has on both
kinds of shocks. The relative impact on policy and non-policy shocks can be altered by varying the
weights on the backward and forward-looking components within the perceived target.

4. Calibration of the model

Having decided on a framework for incorporating a specific credibility effect within
QPM, it is necessary to calibrate the equations. In other words, weights must be chosen so that the
dynamics of expectations reflect empirical evidence on the formation of expectations in recent years.
Values must also be chosen for other key elements which are calibrated such as the sacrifice and
benefit ratios. This section provides an overview of empirical evidence on the effects of credibility
and some preliminary empirical work to establish a set of stylized facts to be used for the calibration.
An initial calibration of the model is chosen and the implications are assessed for changes in model
properties. Since the data on expectations and the effects of credibility are sparse, there are perhaps
more questions raised than substantive answers given. These provide a useful guide, however, for
future research.

4.1 Empirical evidence of increased credibility

Despite widespread acceptance of the benefits of credibility and adoption in many
countries of low-inflation policies designed to build credibility, empirical evidence about credibility is
very inconclusive.”> There are two main ways in which people have tested for changes in credibility:
analysing changes in the inflation/unemployment or inflation/output trade-off, and identifying and
modelling changes in inflation expectations. The literature on sacrifice ratios has uncovered little
evidence of increased credibility, while studies focussing more directly on inflation expectations have
produced some results which are consistent with growing credibility.

5 For reviews of the empirical literature see Blackburn and Christensen (1989), Amano et al. (1996) and St. Amant (1997).
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Blackburn and Christensen (1989) start with the hypothesis that increased credibility will
reduce the inflation/unemployment trade-off. They calculate these trade-offs for disinflations in three
countries, all of which made a commitment to some nominal target and many announcements about
new anti-inflation policy designed to influence expectations. They found no declines in the
inflation/unemployment trade-off, suggesting that the policies did not affect expectations. Debelle
(1996) finds no reduction in the inflation/output trade-off in the recent disinflation in Australia, New
Zealand and Canada. He finds, for example, that the sacrifice ratio in Canada was the highest ever in
the last disinflation.

Changes in sacrifice ratios over time may be a misleading indicator of monetary policy
credibility. In Canada, for example, it can be argued that the high sacrifice ratio in the early 1990s,
was in part related to good credibility: inflation was generally below the mid-point of the target bands
thus if policies were credible, people would have been expecting inflation to rise back up to the mid-
point. The disinflation also came at a time of considerable restructuring in the economy, which may
have contributed to short-term declines in output.

There is also some doubt as to what implications increased credibility in a low inflation
environment will have for the real economy. A number of models of price behaviour imply non-
linearities in the Phillips Curve which, by decreasing the coefficient on the output gap, would tend to
increase output/inflation trade-offs in regimes with a lower level and/or less volatile inflation, unless
there was a significant change in the process generating inflation expectations (for example, through
increased credibility). Signal extraction models, for example, suggest that the coefficient on the
output gap is lower when inflation volatility is lower, because agents are better able to distinguish
between relative price and aggregate price shocks. Adjustment cost models suggest a similar
relationship between the coefficient on the output gap and the level of inflation. In low inflation
regimes, for example, agents may negotiate longer contracts in order to save on adjustment costs,
which will would tend to slow adjustment. Dupasquier and Ricketts (1997a, b) test for a variety of
such non-linearities in the Phillips curve. For Canada they find evidence of non-linearities. While the
strongest evidence appears to support non-linearities with respect to the output gap, they are unable to
rule out effects coming from the level and the volatility of inflation. To the degree that the volatility
of inflation falls when credibility is increased, therefore, there may be an offsetting impact on the
beneficial influence of credibility on the sacrifice ratio.

An alternative way of trying to gauge the degree of credibility is to determine whether
survey data on inflation forecasts change over time in a manner consistent with the policy objective.
With increased credibility, survey expectations will likely show less variability since they will be
more anchored to the target, and the dispersion of individual forecasts will be lower. Expectations
should also adjust more quickly to changes in policy. Debelle (1996), for example, models inflation
expectations as an autoregressive process and searches for evidence of a structural break in recent
years. He finds evidence consistent with increased credibility for New Zealand, no evidence of
increased credibility for Australia, and mixed evidence in Canada. Bachelor and Orr (1991) and
Fischer and Orr (1994) look at measures of uncertainty based on the variance of inflation expectations
across forecasters for the United Kingdom and New Zealand. While their results show declining
uncertainty, this seems largely to be due to lower rates of inflation.

Johnson (1997) uses survey data from professional forecasts across 18 countries for the
period 1984 to 1995. He finds that in most cases, in both inflation targeting and non-targeting
countries alike, the disinflations of the 1990s were unanticipated which led him to conclude that
inflation targets were not instantly credible. He does find evidence of decreased variance of forecast
errors in recent years, but is unable to differentiate between the effects of targets and the effect of a
period of more stable inflation. Perrier (1997) applies and extends Johnson’s methodology to data on
inflation expectations in Canada from the Conference Board Survey of Forecasters. He finds that
explicit targets contributed to reducing the mean and variance of forecast errors, and concludes from
this that the targets did increase credibility.

137



Work on inflation expectations and regime switching models also provides evidence that
the inflation process has changed, and that these changes are consistent with improvements in
credibility.® Fillion and Léonard (1997), for example, estimate a Phillips Curve for Canada using
inflation expectations based on a Markov switching model estimated by Ricketts and Rose (1995). In
the model there are three possible inflation regimes: low and stable inflation, moderate inflation and
very high (unit root) inflation. The model suggests that since 1991 a very high probability is placed on
being in a low inflation regime (over 90%). This supports the idea that expectations are in line with
the current target, but it does not give clear indications about changes in credibility over time. In the
second half of the 1980s a similar probability was attached to being in a moderate inflation regime
with a mean inflation rate of around 4%. Similarly, the transitions from one regime to another do not
suggest expectations are adjusting more quickly to policy changes than in the past. On average
transitions take about 2 years. The transition to the low inflation regime of 1990s took only 6 quarters,
but the fastest transition was the adjustment to a high inflation regime in 1974.

Overall, therefore, while the empirical evidence based on expectations is consistent with
increased credibility it does not provide any quantitative benchmarks which can be used in model
calibration. Similarly, empirical work provides no evidence on changes in sacrifice ratios. This is not
surprising given that the use of low inflation policies specifically designed to build credibility is
relatively recent. It is quite possible that the period has not yet been long enough to build significantly
greater credibility or for credibility effects to show up in the data. It nevertheless presents a problem
for modellers trying to incorporate credibility effects.

4.2 Overview of measures of expectations for Canada

Survey-based expectations

The main source of survey-based inflation expectations in Canada is the Conference
Board Survey of Forecasters. The survey covers from 8 to 17 private sector forecasters and collects
forecasts of annual average inflation in the current year and one year ahead, for both the CPI and the
GDP deflator. It is available on a quarterly basis from 1984 and on an annual basis from 1975.

Figure 15 shows consensus (mean) one-year-ahead inflation expectations of the CPI from
the Conference Board Survey, compared to actual annual average inflation at the time the forecast
was made. It is evident that these forecasts closely track contemporaneous inflation.” In the
disinflations of the early 1980s and 1990s, expectations were generally below actual inflation, but
above realised inflation. In the 1990s, expectations have also closely followed the current mid-point
of the target range and have been around 2% since 1993.

Consensus Economics also provides quarterly forecasts of inflation. They survey a very
similar group to the Conference Board, but provide forecasts over a greater range of time horizons, up
to ten years ahead.® Unfortunately, the data only begin in 1991. Figure 16 shows CPI inflation
forecasts one, two, five and ten years ahead. Not surprisingly, given the similar pool of forecasters
used, the one-year-ahead forecast is almost identical to that from the Conference Board. These data
suggest that longer term inflation expectations adjust at a similar speed as shorter term expectations.
Despite their very different time horizons, the two-year, five-year and ten-year ahead forecasts show a
very similar evolution over the 1990s, again closely related to the contemporaneous mid-point of the
target range and to the contemporaneous rate of inflation.

6 In particular see Laxton, Ricketts and Rose (1993), Ricketts and Rose (1995) and Fillion and Léonard (1997).

The fall in annual average inflation in 1994 is largely associated with a decline in the indirect tax on tobacco, which was
unanticipated.

Forecasts are published in Consensus Forecasts. Longer term horizons are available semi-annually.
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Figure 15
One-year-ahead inflation expectations, Conference Board Survey of Forecasters
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Given that the first announcement of a path for inflation targets was made in February
1991, in theory the adjustment of expectations in 1991 compared to 1990 should reveal something
about the announcement effect, perhaps provide a lower bound since credibility was likely to be lower
rather than higher than currently. In practice, however, it is hard to gain much information from the
evolution of expectations over this period. The one-year ahead expectations held in 1990 were greatly
affected by the pre-announced introduction of GST for 1991, thus a large decline in expected inflation
would be expected even in the absence of inflation targets. (On the positive side, though, it is clear
that people did expect GST to have only a one-off impact on inflation.) Two-year ahead expectations
fell a full percentage point from 4.1% in the second half of 1990 to 3.1% by the second half of 1991.
This could be taken to suggest a very substantial announcement effect. Alternatively, it could be seen
as following the path of underlying inflation. Moreover, the five and ten-year ahead expectations
adjusted slightly more slowly than the two year-ahead expectations, which is less consistent with high
credibility. '

Real return bonds

Another source of data on long-term inflation expectations is the differential between
conventional and real return bond yields. Real return bonds were first issued in December 1991. They
are 30-year bonds, for which both the coupon payments and the principal are indexed to the CPIL. The
difference between the real return yields and the yield from a conventional bond of the same maturity
is strongly associated with inflation expectations.

The differential between the two may not be identical to inflation expectations, since
there are a number of things which may cause people to want different real returns on different

Figure 17
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bonds.® For example, currently the secondary market for real return bonds is much smaller than that
for conventional bonds, thus the real return bond is not as liquid. Agents may demand a premium on
the real return bond as compensation for the greater liquidity risk, in terms of a higher real return
relative to that expected from conventional bonds. If this is the case, the differential between the two
will underestimate inflation expectations. Similarly, if there is considerable uncertainty over the
future rate of inflation, investors in conventional bonds may demand a premium over and above that
needed to compensate them for the average rate of inflation. In this case the differential between the
two would overestimate inflation. Moreover, moving towards a situation of reduced uncertainty about
inflation would cause a greater fall in the differential than can be accounted for by changes in
inflation expectations.

Figure 17 shows the differential between the real return and conventional bonds, along
with the announced path of inflation targets. Since 1992 the differential has fallen from over 4% to
under 2%. The differential increased in 1994, but this was related to concerns over fiscal policy. Over
this period long-term nominal rates increased in the United States, and rates in other industrialized
countries followed suit. In those countries with high indebtedness, including Canada, greater increases
occurred than elsewhere.

As mentioned above, the level of the differential is not necessarily a good representation
of the level of inflation expectations, but the change in the differential is certainly consistent with
declining expectations. Moreover, expectations have on average declined at a very similar speed to
the actual path of announced targets, but with much greater variance than the Consensus Economics
forecast. As before this evidence is not conclusive, particularly since inflation uncertainty likely
declined over this period. Nevertheless, it provides another source of information on inflation
expectations which is clearly suggestive that the targets have considerable credibility.

4.3 Establishing a benchmark calibration of QPM

Given the lack of conclusive empirical evidence, a cautious approach was taken in
calibrating the credibility effect into QPM. Clearly, incorporating a large effect, which would imply a
very large change in model properties such as the degree of monetary response needed in the face of
shocks or policy changes and the resulting output gains and losses, cannot be justified. The weights
chosen for the perceived target were those which provided the smoothest path for the perceived target
over history: a weight of 0.075 on the forward-looking component, and of 1.35 and -0.425 on the first
and second lags of the backward component (as discussed in Section 3.2). This path most closely
reflects the idea that the perceived target reflects agents’ medium-term inflation expectations. A decay
of 0.8 was chosen, which gives a weight of 0.16 on the forward-looking component of the CPL.

As shown above, changing expectations in this manner would, all else equal, reduce the
sacrifice and benefit ratios in a disinflation and an inflation. It is not clear, however, whether such an
adjustment is appropriate. As described in Section 4.1, particularly in the discussion of Dupasquier
and Ricketts (1997a, b), there are questions as to whether offsetting changes in the relationship
between output and inflation may partly or fully counteract the gains from the faster adjustment of
expectations, perhaps leading to no significant changes in sacrifice and benefit ratios associated with
policy changes.10 If this is the case, it may not be appropriate to let these ratios adjust in the absence
of a new benchmark established on the basis of empirical work, rather than model simulations.

9 For more information see Coté et al. (1996).

10 7t is important to distinguish between two experiments i) where only credibility changes and ii) where both credibility
and the level of inflation have changed.
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Figure 18

Disinflation shock — with perceived target
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Figure 19

Demand shock — with perceived target
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Given this uncertainty, two calibrations of the model are shown below: one in which the
sacrifice and benefit ratios associated with a disinflation and inflation respectively, are restored to
those in the base model;!! and one where they are allowed to fully adjust with the introduction of the
perceived target.

Figure 18 shows the implications of these two calibrations for a disinflation. Both models
which include the perceived target give very similar results. The predominant change is the initial
decline in inflation expectations compared to the base model, which reduces the initial monetary
response needed to bring about the disinflation. In the model where the sacrifice ratio is allowed to
adjust, monetary policy eases a little more quickly in the second and third years of the disinflation
since the negative output gap has a slightly greater affect on the inflation rate than in the model where
the original sacrifice ratio is restored. This results in a smaller trough in output and a decreased
cumulative output gap. If left unchanged, with the introduction of the perceived target the cumulative
output gap declines by around 0.2 percentage points (from 3.0 to 2.8).

The changes to model dynamics introduced by the inclusion of the perceived target are
more evident in a demand shock. This is shown in Figure 19. In both calibrations, inflation does not
trough as low, and the monetary response needed to offset the shock is again reduced. For this reason,
the cumulative output gap associated with a negative demand shock is greater, since less of it is offset
by the monetary authority. This result carries over to other non-policy shocks: the perceived target
acts as an anchor to expectations and in general inflation is less affected by shocks to the economy.
Output gaps (whether positive or negative) tend to be sustained for longer, however, since the
monetary authority does not need to offset as much of the shock.

Unlike the disinflation, in a demand shock the model where the sacrifice ratio associated
with a disinflation has been restored shows a greater difference from the base model than the
calibration in which no further adjustments are made. This is because the sacrifice ratio is adjusted in
the former calibration by reducing the coefficient on the output gap within the price equations. This
means that a given shock to demand has less of an impact on inflation.

These calibrations should be regarded as a preliminary attempt at incorporating
credibility. Considerably more empirical work is needed to try and identify whether there has been a
structural change in the way in which expectations are formed in the 1990s, and to identify changes in
key stylized facts used in the calibration of the model, such as the cumulative output loss associated
with a disinflation. It is also very important to study the implications of the perceived target using
real-world data, rather than in the artificial environment. A good test of the model, will be to simulate
the model over history and see how changing the weight on the perceived target alters the extent to
which model expectations track other measures of expectations such as those coming from the
Conference Board Survey of Forecasters. Another area of research will be to simulate the model in a
stochastic environment. In such simulations, factors such as the variance of forecast errors over time
can be compared to those from survey data. This will help establish the suitability of different
calibrations. It will also be important to conduct sensitivity analyses based on different benchmarks of
credibility in order to better define what we would expect to see in terms of factors such as altered
trade-offs between unemployment and inflation or output and inflation. These will help to determine
how credibility is changing over time.

I This is done by altering the coefficients on the output gap terms within the price equations.
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Conclusion

Many aspects of QPM affect the degree to and speed with which price expectations
incorporate changes in the inflation target and deviations from the target due to temporary shocks or
inconsistent monetary policy. These include the weights on the model consistent and backward
components of expectations and the way in which expectations are incorporated into prices. The
characteristics chosen in the overall calibration for such things as the sacrifice and benefit ratios in
disinflation and inflation shocks, and the degree of monetary response needed to offset shocks or
change the target are also crucial determinants of credibility. If credibility has increased in the 1990s,
the current calibration can be characterized as incorporating too few credibility effects.

More explicit credibility effects can be incorporated into QPM by introducing a
“perceived target” into price expectations based on the lagged perceived target and model consistent
inflation in the future. This approach is preferred to one where the target is introduced directly into
expectations, since it provides greater flexibility for calibrating different aspects of credibility and
reduces problems associated with inconsistency between the announcement effect and both the
monetary authority’s actions and the intrinsic dynamics of the model. The perceived target can be
thought of as agents’ assessment of the policy target being used by the monetary authority, which may
or may not be equivalent to the announced policy target. The weight on the perceived target within
price expectations captures the proportion of agents who base expectations on policy, or the degree to
which the average agent believes policy will determine the price outcome.

Unfortunately, calibrating a credibility effect in the model raises more questions than can
currently be answered, based on empirical work. The weights in the perceived target were chosen so
that when simulated over history, the perceived target does not fully incorporate short-term
movements in inflation, but provides a smooth track which acts as a proxy for agents’ medium term
inflation expectations. Given the lack of evidence currently available, however, a cautious approach
was taken to the overall weighting of the perceived target within expectations. It was given a weight
of 0.14, which implies a small decline in the cumulative output gap associated with a disinflation.
Given the absence of other benchmarks, it is very unclear what should happen to the cumulative
output gap/gain associated with a disinflation/inflation. For this reason two calibrations are shown,
one in which these cumulative gaps are allowed to adjust fully with the incorporation of the perceived
target, and one in which the original values used to calibrate the base model are restored. Above all,
this exercise highlights the need for further empirical research on inflation expectations, and the
testing of different calibrations with both real world data, and in a stochastic environment.
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Appendix 1: Results of horizon-dependent weights on the target

Figure Al.1

Disinflation shock — time dependent coefficients
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Figure A1.2

Demand shock - time dependent coefficients
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Comments on: “Incorporating credibility in forward looking models: some
examples with QPM” by Dinah Maclean

by Gordon J. de Brouwer*

This paper is insightful for a number of reasons. First, it shows that it is important to
distinguish between announcement and learning effects in assessing the effect of credibility. Second,
the perceived, rather than actual, inflation target matters. Third, it is not necessarily straightforward to
deduce credibility effects from the time it takes to get back to the medium-term inflation target after
an inflation shock. If there is a high weight on the inflation target in expected inflation, then the gap
between actual and target inflation is smaller, and the central bank adopts policy which is less tight
than would be the case if there is no credibility. The policy response is smaller but the time it takes to
get back to target is similar in both cases. Finally, the paper outlines some of the thinking that led to
the way expectations and credibility have been modelled in QPM, showing what worked and what did
not, which is always useful to other modellers.

There are a number of other issues which came to mind on reading this paper. The first is
that the model is calibrated, and one test of a calibrated model is to see how well it explains history.
The calibrated model shows that the perceived inflation target shifted smoothly down in 1988, which
is about three years before inflation actually fell in 1991 (Figure 11). According to the model, this had
an impact on inflation expectations. But from Figures 15 and 16, inflation expectations did not fall
until 1991 when inflation fell, and in fact were trending up slightly in the three years to that time.
When the model is used to explain history, it overstates the announcement effect of a change in policy
regime. This suggests that we should be sceptical about the credibility effects that come just from
announcing regime changes, even when they are carried out.

The effect of credibility is modelled in QPM by changing the behaviour of the forward-
looking component of inflation expectations, not by increasing the weight on forward-looking
expectations. The credibility effect is modelled this way to avoid the greater variability in actual and
expected inflation that results when the system is made forward looking and a negative demand shock
occurs. But surely it is correct to say that the weight on forward-looking behaviour may also change
as a result of credibility. It may be that if the central bank is credible, more people will form
expectations in a model-consistent manner. For example, suppose that I do not think that the central
bank is serious about its inflation target, such that it will accommodate inflation shocks. Since there is
strong persistence in inflation, I expect inflation to be what it has been in the recent past, and I am
classed as a “backward looker”. If I think the central bank is credible, however, I use what I know
about its reaction function in forming my expectations of inflation, and I am now classed as a
“forward looker”. In fact, I use a model in both cases but the behaviours are classified differently
depending on the credibility of the central bank. In contrast to the discussion in the paper, this
indicates that it is correct to model credibility as having an effect on the classification of behaviour as
backward or forward-looking. This still leaves the problem that increasing the weight on the forward-
looking component raises short-term inflation variability in QPM. But this is because QPM places the
highest weights on very near-term leads of expected inflation. The “problem” can be ameliorated by
placing more weight on the medium-term, and less on near-term, leads of expected inflation (de
Brouwer and Ellis 1998). Whatever the case, the variability in the system overall falls when
expectations are model-consistent.

Reserve Bank of Australia, Economic Research Department, Senior Research economist.
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The paper goes on to argue that if a central bank has credibility then expectations will
change when it announces a new, lower, inflation target. But this need not be the case, for (at least)
three reasons:

e the little empirical evidence we have does not support this proposition. For example, the RBNZ’s
inflation target was changed from 0-2% to 0-3% in December 1996 but expectations of
households and key decision-makers did not change when the inflation target was widened. The
indexed bond expected inflation series rose but there are measurement problems with these sorts
of series and, besides, the series fell back quickly to around 2%. The point is that the change up
did not dislodge expectations, so why should a change down?

e credibility may be a function of the stability of a regime, such that changing the regime may be a
signal that policy-makers will change the regime again in the future, perhaps in the other
direction. Regime changes make other regime changes possible, in the same way that devaluations
in a fixed exchange rate regime make further devaluations possible. Moreover, it may be that the
change is to a number which is beyond the realm of most people’s experience of inflation, and so
is regarded as unrealistic and unsustainable, forcing the central bank to run policy even tighter
than otherwise (Gagnon 1997). A mean target of 1 to 2% or 2 to 3% may be credible while a
mean target of O to 1% may not.

e if people do not have model-consistent expectations to start with, then more credibility is not
going to reduce the sacrifice ratio if policy-makers want to reduce the inflation target. We simply
do not know enough about the way expectations are formed to be confident about the
announcement effects of a policy regime change. Like most models, forward and backward-
looking behaviour in QPM is calibrated to produce impulse response functions which “make
sense”. Indeed, while QPM is described as a forward-looking model, the weight on backward-
looking expectations is very high. It is important to get behind these representations, to get to the
“fundamentals” of how expectations are formed, through, for example, learning mechanisms.

Expectations are treated as homogeneous in QPM whereas in reality they probably tend
to differ between markets and sectors in the economy. In Australia at least, it appears that the inflation
expectations of financial market economists are less biased than those of households. This raises the
interesting issue of the effect of heterogeneous expectations. Using a data-consistent open-economy
version of the Ball (1997)/ Svensson model (1997), de Brouwer and Ellis (1998) estimate the inflation
and output variability properties of various mixes of forward and backward-looking expectations
processes. Since the effects of policy (which is set for one nominal rate) depend on the ex ante real
interest rate, heterogeneous inflation expectations imply more than one real rate and hence differential
impacts of policy on the exchange rate and output. When the foreign exchange market is more
forward-looking than price and wage setters, the exchange rate overshoots in response to inflation
shocks, and inflation variability is smaller than otherwise. This means that greater credibility (if it is
synonymous with more forward-looking behaviour) can have differential impacts, depending on
whose expectations are affected.

Finally, while the announcement effects associated with credibility should not be
overstated, broader evidence for credibility should not be under-rated. For Australia, there are (at
least) three recent pieces of evidence in support of the proposition that the central bank has
credibility. The first is that the exchange rate now systematically appreciates when inflation comes in
higher than economists in the financial markets expected, which suggests that the foreign exchange
market thinks that real interest rates will rise — that is, policy will respond. The second is that wage-
setters — be they unions, the institutions which periodically review minimum wages, employers and
the government — now expect that interest rates will rise if aggregate wage movements are out of
kilter with the inflation target. In other words, there is strong evidence that decision-makers now take
the Reserve Bank’s inflation target into account when forming their plans. The third is that
expectations are broadly consistent with the inflation target, although some caution is required when
comparing near-term inflation expectations with a medium-term inflation target.
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Long-run inflation expectations and monetary policy

Antulio N. Bomfim and Flint Brayton*

Introduction

Macroeconomic models are frequently used to simulate the transitional aggregate
dynamics that are set into motion by a shift in monetary policy to alter the rate of inflation. A standard
result is that the cost of lowering (or raising) the rate of inflation — the integral over time of the
deviation of unemployment from its path in the absence of the policy change — varies with how
quickly inflation expectations adjust. The more sluggish are expectations, the larger is the
unemployment cost per unit of inflation change.

In the Federal Reserve Board’s FRB/US macroeconomic model, expectations of long-run
inflation play an important role in inflation dynamics. Several different simulation options for the
formation of these expectations are available, and as described by Bomfim, Tetlow, von zur Muehlen
and Williams (1997), the model’s estimate of the unemployment “sacrifice ratio” associated with a
change in inflation is affected significantly by the particular expectations mechanism selected. Up
until now, however, there has been little empirical basis on which to decide how best to characterize
the evolution of long-run inflation expectations. The purpose of this paper is to strengthen the
empirical underpinning of this key part of the expectations mechanism in FRB/US by proposing and
estimating simple learning rules for the determination of long-run inflation expectations.

Given that inflation in the long run is commonly regarded as a monetary phenomenon, it
is natural to look for a connection between long-run inflation expectations and the conduct of
monetary policy. Although one might search for evidence of revisions to expectations at times of
announcements of policy changes, our prior is that participants in the economy are more likely to
scrutinize policy actions more closely than announcements for evidence of a policy shift. Thus, we
examine how well various models of learning empirically capture the speed with which long-run
inflation expectations respond to a change in monetary policy.! The empirical results are then used to
construct a version of the FRB/US model in which the expectations held by the private sector about
monetary policy are specified as the outcome of learning in a stochastic environment.

A monetary policy regime is typically characterized as a policy reaction function whose
structure and coefficients implicitly reflect long-term policy objectives and the speed with which
deviations from targets are planned to be eliminated. Changes in policy objectives, including the
speed of adjustment, alter the reaction function’s coefficients. The models of learning that we
examine — rolling regressions and Kalman filtering — yield “real-time” estimates of the coefficients of
a posited reaction function. For each approach to learning, the time series of coefficient estimates
provides a time series of perceived inflation targets.

Helpful comments were provided by Franck Sedillot and participants of the Bank for International Settlements’ 1998
Meeting of Central Bank Model Builders and Econometricians. We thank Steve Sumner for excellent research assistance.
The opinions presented in this paper are those of the authors and do not necessarily represent those of the Federal
Reserve Board.

Our linking of long-run inflation expectations to perceptions of the conduct of monetary policy is not the only approach
that has been used to characterize long-run inflation expectations. For alternative approaches, see Kozicki, Reifschneider
and Tinsley (1996), who present a proxy based on a time-varying intercept in an estimated equation for the rate of
inflation, and Kozicki and Tinsley (1996), who describe a measure derived from the term structure of interest rates under
the assumption that the real rate of interest is stationary.
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The first half of the paper compares available survey data on long-run inflation
expectations with our constructed time series of real-time perceptions of the inflation objective of
policy. Tentative regression evidence suggests the survey data on long-run inflation expectations is
related more closely to our real-time learning constructions than to actual inflation. Nonetheless, the
correspondence between the surveys and the constructions is modest, and the most important
regressor is the lagged reading from the survey itself. The second half of the paper presents
simulations of a version of FRB/US augmented to incorporate several of the real-time learning
models. The simulations indicate that some of the learning approaches yield estimates of the
unemployment sacrifice ratio that are in accord with the range of conventional estimates.

1. Survey measures of long-run inflation expectations

Survey data for the United States on long-run inflation expectations is sparse and
available only since 1980. We use two series in our analysis:

® T, isthe median inflation expectation over a 5 to 10-year horizon from the Survey Research
Center at the University of Michigan. Survey respondents are a random sample of individuals.
T, Starts in 1980:Q1.2

mic

° T » 1s ameasure of inflation expectations over a 10-year horizon spliced from two surveys. The

first segment (1980 through mid-1991) is taken from Richard Hoey’s “decision-makers” poll;
subsequent observations are from the “Survey of Professional Forecasters” compiled by the

Federal Reserve Bank of Philadelphia. m)_, starts in 1980:Q3.3

Figure 1

Survey data on long-run inflation expectations
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= Michigan
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2 Only two observations per year are available from 1980 to 1985 and the series has a gap without observations from

1988:Q1 to 1990:Q1. Missing entries are interpolated linearly. Prior to 1980, a single observation exists for 1979:Q1.

3 Priorto 1980:Q3, the Hoey survey was also conducted in 1978:Q3 and 1979:Ql.
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As shown in Figure 1, m;,., declines fairly rapidly in the early 1980s while the drop in

T p is more gradual. The two series converge by 1990 and subsequently edge down in tandem to 3%

by 1996. The general consensus holds that monetary policy in the United States shifted in late-1979 to
one aiming toward a substantial reduction in the rate of inflation. Neither survey shows a one-time
drop in long-run inflation expectations in the immediate aftermath of the policy shift, although,
admittedly, the fact that each survey only starts during 1980 makes this conclusion a bit tentative. A
question we examine is whether the less-than-immediate response of the two expectations measures is
better captured by a learning model in which policy changes become more apparent over time through
observation of the changing relationship between the short-run policy instrument and macroeconomic
conditions, or whether the survey expectations are simply adjusting to lower inflation as it emerges.

2. A simple model of monetary policy

We assume that historical US monetary policy can be (approximately) represented by an
equation for the Federal funds rate in which the explanatory variables are lagged values of the Federal
funds rate and current and lagged values of inflation and the deviation of the unemployment rate from
an estimate of the natural rate. This specification is closely related to the policy rule proposed by
Taylor (1993). While it may be that other macroeconomic or financial factors have influenced policy
during certain periods, the posited relationship appears to capture much of the movement in the
Federal funds rate since 1966, as long as some variation over time in its coefficients is permitted.

Our starting point is a general dynamic specification in which the Federal funds rate (i)
depends on four quarterly lags of the funds rate and the current and first three lagged values of both
consumer price inflation () and the unemployment gap (i ):4

4 3 3
i =0+ ZBiit—i + ZYint—i + 251'17:—1' (1)
=1 i=0 i=0

Given a set of parameter estimates, the rate of inflation desired by policymakers (m*)
can be calculated as

= (- 1-YB) r*)-YB-37) (2)

if it assumed that (i) the long-run real rate of interest (r*) is a known constant and (ii) that the
equilibrium nominal rate of interest moves one-for-one with equilibrium inflation. Note that the
standard inflation stability condition associated with policy rules such as this — that the nominal funds
rate change more than one-for-one with changes in inflation — is equivalent to the denominator of
equation (2) being negative. If on the other hand, the denominator is zero and interest rates move one-
for-one with inflation, monetary policy has no particular inflation target and accepts the current rate
of inflation, whatever it is.

Not surprisingly, the coefficients of equation (1) are unstable over time. Figure 2 makes
this point graphically. The series plotted are sequences of sub-sample tests for coefficient stability of
a reaction function estimated from 1966:Q1 to 1996:Q4. The tests statistics, which are shown for
every quarter in this span except the very beginning and end, are reported as ratios to the 5% critical
value, and thus numbers greater than 1.0 represent rejections of stability at this significance level.
Two test sequences are plotted, one for equation (1) and a second for a version of the reaction
function whose dynamic structure has been simplified to eliminate insignificant regressors,

4 Simultaneity bias is not an issue in estimating this relationship if the reasonable assumption is made that inflation and
unemployment are unaffected contemporaneously by the Federal funds rate.
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3 3 2
i =0+ Y B +yY (251, )+ Y 8, 3)
- ~0 =0

From here on, equation (1) will be referred to as the “long-lags” reaction function and equation (3) as
the “short-lags” variant.
Figure 2
Chow test sequences for coefficient stability

Ratio of test statistic to 5% critical value

= equation (1)
=== ecquation (3)
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Although the figure seems to reveal that instability of the reaction function coefficients is
pervasive, in fact simply permitting the constant to shift at the end of 1979 leads to a much more
stable result.> The particular dating of the intercept shift was not chosen on any statistical grounds;
rather, the selected switch-point conforms to the commonly held view that monetary policy changed at
that time to one aiming to reduce the rate of inflation. Based on the formula given in (2) and the
assumption that the real rate of interest is 2%, the “short-lags” specification with an intercept shift
indicates that the target rate of inflation fell 4 percentage points from about 6%4% in the period up

Table 1

Estimates of the target rate of inflation

Equation 1966-79 1980-96

value 95% range value 95% range
Longlags | 6.44 5.37 7.54 2.75 1.42 3.81
Short lags | 6.63 545 7.88 2.50 0.99 3.71

5 For the “long-lags” equation, the test statistic for structural change at 1980:Q1 has a p-value of 0.002 when the null

hypothesis includes a constant intercept and a p-value of 0.10 when the null includes a shifting intercept. The
corresponding p-values for the “short-lags” equation are 0.002 and 0.17.
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through 1979 to 2% % since then.® The estimates from the “long-lags” version are similar. Confidence
ranges around these values are fairly wide and, at the 95% level, encompass values more than 1
percentage point higher or lower than the point estimates.

3. Modeling long-run inflation expectations

We now turn to the question of what someone knowing the general form of the Federal
funds rate reaction function could have deduced about policymakers’ inflation objectives at different
points of time. Hindsight enables the identification of a shift in the inflation target of policy at the end
of 1979, but at the time sorting out exactly how policy was changing was undoubtedly difficult. For
example, clear identification of the policy change as a lowering of the inflation objective, a more
aggressive response to deviations of actual inflation from its target, or some combination of the two,
was probably not possible immediately.

Three real-time approaches to estimating the policy reaction function are employed to
construct time series of hypothetical perceptions of the policy objective for inflation. The first uses
rolling regressions having an estimation interval (window) of fixed length, the second uses rolling
regressions in which the estimation interval expands over time but data observations are given less
weight as they recede from the end of each estimation period, and the third is the Kalman filter. In
each case, the perceived inflation target for any particular quarter is calculated according to
equation (2), using the real-time estimates of the reaction function coefficients for that date.

The Kalman filter is the optimal estimation approach when the reaction function
coefficients are believed to vary over time as random walks. The first two are more ad hoc in design,
though one can think of the optimal window length or decay rate for the rolling regressions as
balancing the cost of slower identification of a policy shift as the window lengthens or the decay rate
diminishes against the risk of falsely identifying a policy shift when the past is “forgotten” too
quickly. The rolling regression approach with declining data importance weights shares one desirable
feature with the Kalman filter: Each updates the reaction function coefficient vector in proportion to
the gap between the observed value of the Federal funds rate and the value predicted on the basis of
the prior estimate of the coefficients. No revision is made to the coefficient vector if there is no
surprise to the funds rate.

3.1 Rolling regressions

Rolling regressions were estimated for a variety of window lengths and decay rates.
Figure 3 shows the constructed perception of the inflation target derived from the rolling estimation of
the “short lags” equation with a 15-year window. This window length yields a constructed series that
matches the general pattern of the two inflation surveys somewhat better than do series based on other
window lengths. The dotted lines in the figure represent a 95% confidence band around the rolling-
regression estimate. Most of the observations from the surveys lie well inside these bands, with the
only exceptions occurring at the beginning of the period when some of the high initial survey values
lie above the confidence band. Initial values in 1980 of the constructed series, about 7% expected
inflation, lie below the survey responses which range between 8 and 10%, and both surveys tend to
fall more rapidly than does the constructed measure in the early 1980s. Note the confidence band is
not shown for 1996 because it becomes very wide. As the high inflation years of the mid-1970s and

6 Qur results are robust to variation in r*. As can be seen in equation (2), the effect of r* on n* depends on the degree of

interest-rate smoothing in the policy rule, which we measure as Xf. In practice, we find that there is substantial
smoothing — the sum of the estimated f3; is close to 1 — and the effect of 7* on n* is rather small.
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very early 1980s gradually fall out of the rolling regression sample, the estimates of the coefficients of
the divisor in the formula for the constructed inflation target become less precise.

Figure 3
Perceived inflation objective: rolling regressions with 15-year window
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Figure 4
Perceived inflation objective: rolling regressions with 2% decay per quarter
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An alternative to the fixed-window regression approach is one in which the estimation
sample expands over time but observations are given relatively less weight are they recede into the
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past. Figure 4 shows a constructed measure of perceived long-run inflation derived under the
assumption that the data importance weights decline 2% per quarter. The properties of this series are
generally similar to those of the series based on the rolling regression with the 15-year window.

3.2 Kalman filter

To illustrate the Kalman filter approach, we start with a simple Taylor-like policy
function

. . e * ~ ~ —

i, =01i,1+96, (n, -, )+ O3, + 0,40, +05 (r * 4T, )+ é; “)
where T, is a 4-quarter moving average of inflation, e, represents i.i.d. shocks to the reaction
function, and 6, +65 =1.7

Consider now a framework where the private sector knows the functional form of the
reaction function, but not its coefficients or the potentially time-varying inflation target. Agents use a
recursive least-squares algorithm to estimate the ©,parameters and assume that the unobserved

inflation target follows a random walk.
* *
T, =W, +& (5

where we assume that €, is white-noise and uncorrelated with e, . This specification of the reaction

function differs from the one used for the rolling regression approaches in that only one parameter of
the policy rule, the inflation target, is explicitly assumed to vary stochastically.

Figure 5

Perceived inflation objective: Kalman filter
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The private sector’s learning problem can be summarized by the following state-space
form:

T 1tis straightforward to see that equation (4) can be mapped into equation (3).
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i, =x;T, +e, (6)

I =Ty +m, 0

where  x, =[Li,_|. T, .0, i, T,Ft = [65r *—927{: J1—-05,0,5 +05 ,93,94], and 1, has zeroes
everywhere, except for its first entry. Thus, given equations (6) and (7), agents update their estimates
of the policy parameters (6;) and the inflation target (nf) as each new quarter of data beco<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>