Information content and wealth effects of asset prices – the Austrian case
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In the framework of Austria’s monetary and exchange rate policy, asset prices traditionally did not play a prominent role. Over long periods, asset formation, to a very large extent, took place only in the form of savings deposits via the banking system. Capital markets did not develop sufficiently to be a factor of great concern or an interesting source of information. Consequently, also wealth effects in the transmission process of monetary policy could be largely disregarded. Recent years, however, brought increasing discussion and research on this topic at the international level. Thus, in this paper we try to approach two questions which seem to be of major importance in this context, namely the information content of financial asset prices and the weight of wealth effects in the transmission process.

1. The information content of the term structure

1.1 Introduction

In recent years empirical research has increasingly focused on the interdependence of asset returns, inflation and real activity. In this respect, yield curve spreads and stock prices in particular are thought to contain valuable information and, therefore, are usually taken into account in economic forecasting.

In principle, policymakers can make use of these financial indicators in implementing monetary policy. Yield curve spreads can be used as a benchmark for macroeconomic forecasts, for example. On the one hand, if the indicators coincide with the model forecasts, confidence in the model results is enhanced. On the other hand, in the case of inconsistencies between financial indicators and model results, a review of the assumptions or the structure of the model may be necessary. Additional advantages are that yield curve data are available in real time and are not subject to revision.

For the United States, strong evidence exists that the steepness of the yield curve is a good predictor for real activity1 (Estrella and Hardouvelis (1991), and Estrella and Mishkin (1996)). In other industrial countries, in particular the EU economies, the evidence is mixed. Good forecasting properties of the slope of the yield curve have been identified for Canada and Germany (Plosser and Rouwenhorst (1994), Estrella and Mishkin (1995), and Bernard and Gerlach (1996)) and to a lesser extent for the United Kingdom (Estrella and Mishkin (1995), and Bernard and Gerlach (1996)), Italy (Estrella and Mishkin (1995)) and France (Davis and Fagan (1995), and Bernard and Gerlach (1996)).2

Moreover, Estrella and Mishkin (1996) concluded that the information content of yield
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1 The views expressed are those of the authors and not necessarily those of the Oesterreichische Nationalbank (OeNB). The authors are grateful to Helmut Pech and Peter Mooslechner for helpful comments.

2 In the United States the best predictability was found for 6 and 8 quarters ahead (Estrella and Mishkin (1996)).

Estrella and Mishkin (1995) did not find any information content of the slope of the yield curve for predicting recessions in France.
curve spreads is far greater than that of stock prices. However, predictions for real output in the United States were found to become more accurate, if the stock price index was included as a regressor. Thus, stock prices seem to contain information which is not reflected in the yield curve spread and are, therefore, thought to be useful in forecasting recessions and/or recoveries.

Empirical work has also concentrated on analysing the predictive power of yield curve spreads in forecasting future inflation changes. The results indicate that yield curve spreads contain information about future inflation in the United States, although the predictive power is found to be weaker than for real activity (Fama (1990), Jorion and Mishkin (1991), and Estrella and Mishkin (1995)). For the EU countries, empirical results vary but are generally less significant than for the United States (Mishkin (1991)). Davis and Fagan (1995), for example, showed that out of the four largest EU countries, spread variables performed best in the United Kingdom and weakest in France. Empirical analysis of Jorion and Mishkin (1991) points to a limited information content of spreads in Germany. However, Gerlach (1995), using a longer sample period and different spreads, found that German spreads do contain considerable information about future changes in inflation.

Researchers originally used simple or multiple regressions to analyse the information content of the term structure for economic activity and inflation (Estrella and Hardouvelis (1991), Plosser and Rouwenhorst (1994), and Fama (1990)). More recently Vector Autoregressive (VAR) models have been employed to shed light on the forecasting abilities of the term structure for inflation and real activity (i.e. Davis and Fagan (1995), and Canova and De Nicolo (1997)). In principle a VAR – if appropriately specified – approximates the data generating process of a vector of variables and allows to take into account the interdependences between the variables.

1.2 Importance of financial indicators in the Austrian monetary policy framework

In Austria, financial asset prices traditionally have not played a prominent role as monetary indicators. This partly reflects the fact that Austrian capital markets – against the background of the high degree of monetary wealth formation via the universal banking system – have not developed sufficiently in order for asset prices to carry a high information content. Thus, in the implementation of monetary policy, which for more than 17 years has been oriented towards holding the schilling stable vis-à-vis the Deutsche mark, financial indicators, such as yield spreads, have not been given great importance.

In addition, the lack of data – especially the absence of long time series – makes quantitative analysis difficult, which is a major reason for the absence of empirical research of these issues.

However, in spite of these problems we will attempt to analyse whether financial asset prices can provide information and be used as indicators in monetary policy decision making in Austria. In this context, we will concentrate on the information content of yield curve spreads in forecasting economic activity and future inflation.

1.3 Data and methodology

Initially, a regression technique was applied (see Appendix 2) to predict future economic activity, according to the specifications of Estrella and Hardouvelis (1991) and Plosser and
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3 In the United States the forecasting power seems to be best for more than 6 months ahead (Mishkin (1990)).

4 The financial structure plays an important role in this context. The Austrian financial system is dominated by universal banks, which provide the major part of external financing for enterprises. Small and medium-sized companies, which dominate the enterprise sector, use credit financing as their principal source of external finance. At the same time, a substantial amount of monetary wealth is held with banks (i.e. in savings accounts).
Rouwenhorst (1994). By using the cumulative growth rate as the dependent variable, long-term economic relationships can be analysed. Thereby, the cumulative industrial growth rate was regressed on the term spread (SM-VIB)\(^5\) on the one hand and on the term spread and a short-term interest rate (VIB)\(^6\) on the other. A Newey-West procedure was used to correct the standard errors.\(^7\) The analysis was based on monthly data between 1983:1 and 1995:12. When the term spread was used as the only regressor, coefficients were significant for all time horizons, with the exception of the 6-month span. When the short-term interest rate is added, results were significant for 18, 24 and 36-month horizons. However, further analysis shows that the Newey-West correction procedure is not sufficient so that the results appear to depend considerably on the method chosen. The inclusion of an AR(3) model for the error terms in the equation reveals almost no significant results (apart from the 12 and 18-month horizons for the regression suggested by Plosser and Rouwenhorst). Regressing changes in inflation on the term spread (see Fama (1990)) produces similar results. When an AR(1) model was included in the equation all coefficients became insignificant.\(^8\)

The following analysis is based on a Vector Error Correction Model (VEC). This methodology facilitates an analysis of the interdependences between the included variables and – above and beyond pure VAR models – to take into account possible relationships among the levels of the variables.

The model comprises the following two variables:

- Real activity, which is measured by the industrial production index (IP)
- Inflation, which is measured by changes in the consumer price index (INF).

The financial variables used in the analysis are the slope of the Austrian yield curve as defined above; the slope of the German yield curve as measured by the difference between the yield on long-term domestic government bonds in the secondary market and a short-term money market interest rate (BMB-B3M); and the foreign yield spreads as measured by the difference between the yields on domestic and foreign 10-year government bonds. (Besides the Austrian/German yield differential (SM-BMB) the German/US yield differential (BMB-BMU) is included.)

In selecting the variables, the following considerations were emphasised. The choice of the yield spreads was based on their presumed macroeconomic relevance. The German yield spread and the Austrian/German yield differential were chosen because of the strong economic links between the Austrian and German economies (reflected also in the exchange rate target of the OeNB). The yield differential to the US is assumed to cover any potential relationship with the German (and therefore indirectly with the Austrian) rate. As far as the domestic yield curve is concerned, the lack of data confined the analysis to the spread between the 10-year government bond yield and a 3-month money market rate. Thus it was not possible to analyse the usefulness of different spreads for predicting inflation and economic activity. Gerlach (1995), for example, found that in Germany the medium-term range of the yield curve and, in particular, spreads vis-à-vis 2-year rates are most indicative of future inflation.

The details of the data sources and time series employed are given in Appendix 1. The sample covers monthly data from 1983:1 to 1995:12. The analysis is based on monthly – instead of
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5 The slope of the Austrian yield curve as measured by the difference between the yield on long-term domestic government bonds in the secondary market and a short-term money market rate.

6 Interest rate on 3-month interbank loans.

7 Estrella and Hardouvelis and Plosser and Rouwenhorst applied the Newey-West procedure to correct the standard errors, since the dependent variable is a long-horizon growth rate and, therefore, the error terms in the regressions exhibit substantial serial correlation.

8 When a Newey-West correction is used, all results are significant (apart from the 36-month horizon).
quarterly\textsuperscript{9} – data, so as to maximise the number of observations. A sufficiently large sample seems, above all, important to insure reliable results, although there may be the potential problem of noise in the data.

In the VEC all changes of variables are regressed on changes of the variable itself and on lagged changes of all other variables contained in the system. In addition, the VEC includes a cointegration term that conveys information about the levels of all variables in a special restricted form.

Unit root tests were conducted and unit roots were found in all the variables. Thus, the precondition of a VEC model is fulfilled with all time series being integrated of order 1. In calculating the VEC no deterministic trend in the data was assumed. According to the Akaike and Schwartz criteria, two lags were found to be the optimal lag structure.

A Johansen Test (see Appendix 4), which can be interpreted as a multivariate unit root test, was performed to check for the existence of stationary linear combinations of variables. The test found one cointegrating relation at a 5% significance level.

1.4 Empirical results

The results of the VEC analysis (see Appendix 3) indicate that, apart from the dependence of inflation on industrial output, all other variables are autonomously driven. Thus, the analysis does not point to any predictive power of the considered domestic or foreign yield spreads for output or inflation. The changes in inflation significantly depend on the levels of all other variables, as they are closely tied by the error correction term.

This finding contrasts with the empirical results generally found for the United States, Canada and for – though on a minor scale – some of the larger EU economies, in particular Germany (Davis and Fagan (1995), Bernard and Gerlach (1996), and Canova and De Nicolo (1997)). In several smaller economies (more comparable to Austria) predictive power was attributed to yield curve spreads, but no in-depth research has been conducted for such countries.\textsuperscript{10}

The inclusion of stock prices does not change these results. Output and inflation are not significantly affected by the stock market. This confirms the finding of Canova and De Nicolo (1997) for some larger European economies (Germany and the United Kingdom). In the United States, by contrast, stock prices were found to add information not contained in yield curve spreads (Estrella and Mishkin (1996)).

1.5 Conclusions

The limited relevance of yield curve spreads for predicting real activity and inflation in Austria – in particular compared to the larger economies such as the United States, Canada or Germany – may be traced to the following factors.

First of all, the lack of data, which precludes a more comprehensive and in-depth analysis of the issues discussed (such as analysing different yield spreads or longer lag structures).

Second, partly as a result of the small size of the market, interest rates did not respond strongly to market forces before the late 1980s, when liberalisation and deregulation of Austrian financial markets started to accelerate. The size of the bond market was limited, and the market was

\textsuperscript{9} However, analysis with quarterly data did not substantially change the results.

\textsuperscript{10} Yield curve spreads were found to be significant for predicting real activity in Belgium and the Netherlands (Davis and Fagan (1995), and Bernard and Gerlach (1996)) and for forecasting inflation in Belgium (Davis and Fagan (1995)).
not fully developed over much of the sample period. Increasing integration of financial markets might improve the forecasting power of yield spreads.

Third, the financial market structure may partly explain the poor forecasting performance of yield curve spreads. Institutional investors, especially investment and pension funds, which are considered to react more rapidly to expected changes in inflation and output, have gained importance in the 1990s. But investments managed by Austrian investment and pension funds are still low by international comparison. However, growth is expected to accelerate within the next few years, as the state pension system is increasingly burdened.

Fourth, the Austrian stock market did not begin to develop until the end of the 1980s (i.e. share turnover totalled Sch 20 billion in 1989) and, even today, is marked by moderate liquidity concentrated in a few shares. Thus, it is not surprising that the stock price index does not provide much information.

Fifth, the information content of the yield curve might also have been affected by Austria’s choice of exchange rate regime. Linking the schilling to the Deutsche mark generally implies a parallel movement of interest rates, but not necessarily of economic activity and inflation in the short term. Moreover, German reunification represents an exceptional period with possibly strong effects on the sample.

Looking ahead, the creation of the European Monetary Union will change the focus of research, also for the OeNB. Economic analysis will concentrate more strongly on the EMU area. At the OeNB, economic analysis will attribute great importance to financial indicators, in particular yield curve analysis. Yield spreads, for example, might be a good predictor of economic activity and inflation in the EMU, above all against the background of the significant results often found for larger economies.

2. Some remarks on the wealth transmission channel in Austria

In the context of the Austrian exchange rate and monetary policy of the last decades, attention – as already mentioned – was paid to the mutual dependencies of monetary policy measures, investment decisions, asset prices, and possible consequences for the goods markets only insofar as such measures should not influence the expectations of economic agents concerning the stability and credibility of the schilling/Deutsche mark peg. Disturbances, which otherwise would have imparted on the “real” economy, the wage-price link, and interest rates were regarded as potentially considerable and as endangering the concept itself. On the other hand, relatively higher interest rates which were sometimes necessary to defend the peg, were regarded as less harmful as their efforts were mitigated by interest rate subsidies, given for certain purposes, and by the high proportion of medium and long-term loans with fixed interest rates.

The view that effects of monetary policy on private assets and consequently on consumption and investment decisions were of minor importance may have its cause – at least as far as effects on consumers’ activity are concerned – in the fact that wealth of relevant size in the form of shares, bonds and property etc. has accumulated only in the more recent past (if we disregard simple savings deposits). But also for the enterprise sector, decisions whether to invest in either real or financial capital were not very relevant for long periods after World War II.

A first attempt to quantify the importance of wealth effects within the transmission process of monetary policy measures was undertaken by Glück (1995) in connection with the BIS project on the monetary policy transmission process. The wealth effect was defined there as capturing the effects of monetary policy measures on the value of financial assets and consequently on consumption and investment. Because of data restrictions, “financial assets” had to be defined rather narrowly in this exercise (at least for Austria; it included deposits and an estimate for bonds in the portfolio of households – an approach quite frequently used as data problems are not unique to Austria). The
outcome of the simulation experiment showed comparatively small effects for the wealth channel (compared, for instance, with the capital cost and the exchange rate channel). Furthermore it seemed to operate with rather long lags.

This was to be regarded, of course, as a quite global result and it would certainly be useful and sensible to improve the knowledge on further aspects and details of the wealth channel. How, for example, do policy measures affect asset prices and other wealth variables and what consequences does this have on aggregates like growth, employment, inflation, etc.? However, this intention is heavily impeded by the lack of reliable data. What can be done, therefore, is to investigate some additional pieces of evidence of interest in this context, try to find some tentative answers to the question as to which wealth effects and which effects on asset prices should be taken into account when formulating a possible monetary policy change.

Like the transmission process itself, the wealth channel can be viewed as a complex bundle of different effects. In the following, we will try to take a closer look at the effects of wealth changes on consumption, looking – as far as possible – at a broader spectrum of wealth; on investment decisions, not only as far as, for instance, the direct influence of higher interest rates on fixed capital investment is concerned, but also on portfolio decisions; on inflationary expectations; on banks’ willingness to lend; and at the money demand function.

2.1 Consumption

The consumption channel of wealth effects has been strongly advocated, for example, in the MPS model. Based on Modigliani’s life-cycle model, consumption spending is determined by the lifetime resources of consumers, which are made up of discounted income representing human capital, financial wealth and property. A major component of financial wealth is common stocks. Since a contractionary monetary policy can lead to a decline in stock prices, the value of financial wealth decreases, thus reducing the lifetime resources of consumers, and consumption should fall (Mishkin (1995)).

Formally, real consumption \( C \) is a function of life-cycle (permanent) income \( LCI \) and financial wealth \( FW \):

\[
C_t = f((LCI_t + FW_t)/P_t), \quad \text{with } P_t = \text{price index} \tag{1}
\]

Permanent income \( LCI \) can be determined with different degrees of complexity as the current and discounted future expected net income stream of households. The other determinant of private consumption, financial wealth \( FW \), has been defined as (Dramais et al. (1997)):

\[
FW_t = MV_t + F_t + B_t
\]

i.e., it consists of the market value of firms in the domestic economy, \( MV \), the net foreign asset position, \( F \), and government debt, \( B \). Though government debt enters the definition of private wealth, it has been discussed whether it has a positive effect on private consumption because households will deduct future tax payments and expected reductions in transfer payments, required to service the debt, from their permanent income. This proposition, known as Ricardian Equivalence, will, however, only hold in its extreme form of infinitely lived consumers. Life cycle consumers will discount the future more heavily and thereby underestimate the tax burden associated with government debt. Consequently, they regard government debt, at least partially, as net wealth. Some studies (e.g. Summers and Poterba (1987)) have shown, however, that this net wealth effect of government debt is negligible in the life-cycle model.

Some tests with the consumption equation used in Glück (1995) showed that government debt does not exert any significant influence, either on durable or on non-durable consumption. On the other hand, the influence of financial wealth, as used in this exercise, seems to have increased in
the course of time, at least as far as durables are concerned, for which the elasticity with respect to
wealth has risen from 1 in the period from the 1970s to the beginning of the 1980s to 2 in the period
from the beginning of the 1980s to 1995.

The most difficult problem for estimations for Austria along the lines described at the
beginning of this chapter is to find an appropriate wealth variable. In many studies we find a
somewhat resigned attitude to this issue, for example in Gerdesmeier (1996): Wealth in a wide
definition "... should include financial assets as well as real capital and human wealth. Quantifying
the latter, however, faces unsurmountable problems. Consequently, it seems appropriate to rely on the
sum of financial assets and real capital, the so-called non-human wealth" (p.10, our translation).

Others, e.g. Dramais et al. (1997), approximate human wealth as the discounted value of
an infinite stream of labour income and transfers:

\[ LCI_t = \int [ (1-t)W_t N_t / P_t + TR_t / P_t ] \exp - \int (r + p) dj ds \]

with \( LCI_t \) = life-cycle income, \( t \) = tax on labour income, \( W \) = wage rate, \( N \) = number of people
employed, \( P \) = price index, \( TR \) = transfers, \( r \) = interest rate, and \( p \) = probability of death.

We calculated a simplified form for use in equation (1).

For the second component in (1), financial wealth \( FW \), an estimate of the market value of
firms, \( MV \), is required. Usually this is deducted from the firm’s maximisation problem (see, e.g.
Galeotti (1988)). In a first approximation we use the market capitalisation of firms quoted at the stock
exchange.

Estimation of (1) yields disappointing results which are, in any case, inferior to the
Brown-type consumption function augmented by the wealth term used in Glück (1995). Taking into
account the findings of many other studies that a sizeable fraction of consumption is based on real
current disposable income because of liquidity constraints and constructing a linear combination of
the independent variable in (1) and current disposable income (as, e.g. in Dramais et al. (1997)), did
not improve the results.

**Digression on property**

Meltzer (1995) emphasized that asset price effects extend beyond those operating
through interest rates and equity prices. In his description of the Japanese experiences in the 1980s
and 1990s he found that monetary policy had an important impact on the economy through its effect
on land and property values. Generally, a monetary contraction can lead to a decline in income and
property values, which causes households’ wealth to shrink, thereby causing a reduction in
consumption and aggregate output.

In econometric models, this property aspect of the wealth channel is frequently dealt with
in relation to housing services, i.e. the interaction of demand and supply of housing services plays a
decisive role for this aspect of the transmission of monetary policy to the household sector. In these
approaches, as used, for instance, in the Bank of Finland model, the market price of housing is the
discounted present value of the determinants of the rental price of housing and affects household
sector wealth via the value of the housing stock and the accumulation of the housing stock. Monetary
policy affects the market price of housing directly through the interest rate used in discounting. For
the time being, lack of data does not allow the modelling of this aspect of the wealth channel for
Austria.

### 2.2 Investment and portfolio decisions

In the context of investment and wealth effects, Tobin’s \( q \) theory seems to be useful as it
provides a mechanism through which monetary policy affects the economy by its effects on the
valuation of equities. Tobin (1969) defines $q$ as the market value of firms divided by the replacement cost of capital. If $q$ is high, the market price of firms is high relative to the replacement costs, and new plant and equipment are cheap relative to the market value of business firms. Companies will then issue equity and get a high price relative to the cost of the plant and equipment they are buying. Investment spending will rise as firms can buy much equipment for a small issue of equity (Mishkin (1995)). The influence of monetary policy on this process – apart from the role of the interest rate as a discounting factor in determining the market value of firms – is simply that monetary contractions raise the incentive for the public to hold more bonds and less stocks, thus reducing stock prices and the market value of the firms.

The $q$ theory of investment has a number of theoretical advantages over competing models of investment. First, unlike the neoclassical model, it is forward-looking rather than being based on lags and past variables. Second, it allows for a distinct analysis of the effects of temporary versus permanent changes in tax parameters. Finally, it avoids the Lucas-critique, since the estimated adjustment parameters should not depend on policy rules (Schaller (1990)). Unfortunately, the theoretical appeal of the $q$ theory has not been matched by empirical success. It is true that most of the studies find that investment is significantly related to $q$. However, in most cases variations in $q$ explain only a small part of the variation in investment. The unexplained portion is usually highly serially correlated, and variables like profit and output, which should not matter according to the $q$ theory, frequently exert a more significant influence on investment (Schaller (1990)).

Despite these problems and shortcomings we try to estimate an investment function based on the $q$ theory as, to our knowledge, this has not been tried before for Austrian data.

It can be shown (Galeotti (1988)) that values for $q$ can be approximated by:

$$ q = \frac{MV}{gK} $$

with $MV$ the aforementioned market value of firms, $g$ the investment market price divided by the price of output, and $K$ the capital stock.

The equations to be estimated can have the form:

$$ I_t = a + bq_t + u_t \quad \text{or} \quad (2) $$

$$ \left( \frac{I_t}{K_t} \right) = a' + b'q_t + u'_t \quad \text{(3)} $$

with $I = \text{investment}$.

The first problem we encountered was the fact that because of the strongly rising values of $MV$ our $q$ does not oscillate around 1, as theory demands. We tried to overcome this by estimating on changes. The results then were in conformity with the ones mentioned above for other studies insofar as the explanatory power of (2) and (3) is very poor, as the significance of $q$, with one exception, never reaches the 5% level. The exception is the equation for construction for the period 1976-86, where the t-value for $q$ reaches 2.32.

As far as portfolio decisions are concerned, Hahn (1990) investigated the potential influence of interest rate changes on portfolio decisions of large enterprises. He found that the portion of financial assets in relation to all assets correlated positively with the movements of bond yields (secondary market rate), i.e. the higher the bond yield, the higher the portion of assets held as financial wealth and the less invested in “productive” capital, such as machinery and equipment. Hahn also found evidence that large financial portfolios correlated negatively with rentability. He interpreted these results as an indication that low rentability and the weak investment performance of large enterprises could be caused by higher financial involvements, implying that large companies probably more often overlook profitable investment and innovation opportunities than smaller firms do.
In terms of the transmission mechanism, this would mean that raising interest rates would reduce investment, not only because of higher capital cost but also because of greater incentives to invest in financial assets, leading to a shift from real to financial assets. It can be supposed that high—and the perspective of further rising—asset prices would strengthen this tendency.

The simple but illustrative equation estimated by Hahn was:

\[ FS_t = 3.117 t + 4.027 RS_t \]

\[ (9.799) \quad (10.968) \]

\[ R^2 = 0.763, \quad D.W. = 1.605 \]

with \( FS_t \) = financial asset as \% of total assets, \( t \) = time, and \( RS_t \) = bond yield, secondary market. Figures in parentheses are t-values.

2.3 Price expectations

Monetary policy action changes price expectations, thus strongly influencing the discounted real values of permanent income, market valuation of firms etc. It is obvious that small variations of prices and interest rates change these discount factors heavily. For future work, some sensitivity analysis will be useful to check the magnitude of these effects.

2.4 Bank lending

In a recent study on the credit channel in Austria, Quehenberger (1997) found that the influence of monetary policy on credit conditions did not appear to have marked consequences for the investment activity of firms. Also, there is no evidence for credit rationing, as banks obviously try to refrain from quantity restrictions in tight monetary conditions. All in all, there does not seem to exist a credit channel in Austria as far as price and quantity of loans are concerned. It would need further investigation to see whether this result is modified when wealth effects are taken into account, i.e. whether changes in asset prices and market valuation via their influence on collateral affect the volume of loans. Some preliminary and very simple correlation and estimation attempts show that the market value of firms delivers a minor explanatory contribution in equations for the credit volume, not enough, however, for far-reaching conclusions.

2.5 Money demand

There is no room for monetary targeting in the concept of the Austrian exchange rate and monetary policy. This, however, will change soon, so that a more precise knowledge of the determinants of money demand will be necessary. When based on portfolio considerations, the influence of wealth on money demand has to be taken into account. The inclusion of wealth as an additional explanatory variable in money demand functions for Austria gives the correct sign, but wealth is insignificant. More detailed research, however, seems necessary.

Conclusion

This section of our paper documents our endeavour to push ahead the empirical knowledge on wealth effects within the transmission process of monetary policy in the Austrian economy. In this first attempt, we concentrated mainly on life-cycle approaches to consumption and Tobin’s \( q \) theory of investment, which seemed most appropriate in this context. Unfortunately, our results are rather disappointing. This may have its cause, above all, in the very weak data base, with the consequence that in many cases we had to work with rough approximations. We hope that further research will bring some improvements.
Appendix 1: Data sources

**IP:** Industrial production at constant prices (seasonally adjusted monthly series; energy excluded).

**INF:** Annual change in the consumer price index (seasonally adjusted monthly series; all items), 1986=100.
*Source:* WIFO.

**SM:** (Sekundärmarktrendite) 10-year government bond yields (monthly averages).
*Source:* Oesterreichische Kontrollbank.

**VIB:** Interest rate on 3-month interbank loans (VIBOR) (monthly averages).
*Source:* OECD.

**BMU:** 10-year Treasury bond yield (benchmark bonds; monthly averages).
*Source:* Datastream.

**BMB:** 10-year government bond yield (benchmark bonds; monthly averages).
*Source:* Datastream.

**B3M:** Interest rate on 3-month interbank loans (monthly averages).
*Source:* Datastream.
Appendix 2

Estrella and Hardouvelis (1991)

Industrial production (cumulative growth rate)

<table>
<thead>
<tr>
<th>Horizon (months)</th>
<th>Spread (SM-VIB)</th>
<th>VIB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard errors corrected with Newey-West procedure</td>
<td>Equation including AR(3) model for noise</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
<td>t-statistic</td>
</tr>
<tr>
<td>6</td>
<td>1.37</td>
<td>1.40</td>
</tr>
<tr>
<td>12</td>
<td>1.86</td>
<td>2.07</td>
</tr>
<tr>
<td>18</td>
<td>2.36</td>
<td>2.91</td>
</tr>
<tr>
<td>24</td>
<td>2.32</td>
<td>3.06</td>
</tr>
<tr>
<td>36</td>
<td>1.72</td>
<td>3.23</td>
</tr>
<tr>
<td>48</td>
<td>1.55</td>
<td>4.93</td>
</tr>
</tbody>
</table>

Plosser and Rouwenhorst (1994)

Industrial production (cumulative growth rate)

<table>
<thead>
<tr>
<th>Horizon (months)</th>
<th>Spread (SM-VIB)</th>
<th>VIB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard errors corrected with Newey-West procedure</td>
<td>Equation including AR(3) model for noise</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
<td>t-statistic</td>
</tr>
<tr>
<td>6</td>
<td>-0.01</td>
<td>-0.84</td>
</tr>
<tr>
<td>12</td>
<td>-0.02</td>
<td>-1.90</td>
</tr>
<tr>
<td>18</td>
<td>-0.03</td>
<td>-2.47</td>
</tr>
<tr>
<td>24</td>
<td>-0.04</td>
<td>-2.84</td>
</tr>
<tr>
<td>36</td>
<td>-0.08</td>
<td>-3.61</td>
</tr>
<tr>
<td>48</td>
<td>-0.02</td>
<td>-0.57</td>
</tr>
</tbody>
</table>

Fama (1990)

Changes in inflation

<table>
<thead>
<tr>
<th>Horizon (months)</th>
<th>Spread (SM-VIB)</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard errors corrected with Newey-West procedure</td>
<td>Equation including AR(1) model for noise</td>
</tr>
<tr>
<td></td>
<td>Coefficient</td>
<td>t-statistic</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>-3.28</td>
</tr>
<tr>
<td>12</td>
<td>-0.06</td>
<td>-3.43</td>
</tr>
<tr>
<td>18</td>
<td>-0.01</td>
<td>-3.38</td>
</tr>
<tr>
<td>24</td>
<td>0.00</td>
<td>-2.46</td>
</tr>
<tr>
<td>36</td>
<td>0.00</td>
<td>0.81</td>
</tr>
<tr>
<td>48</td>
<td>0.01</td>
<td>2.76</td>
</tr>
</tbody>
</table>
### Appendix 3: Vector error correction estimates

<table>
<thead>
<tr>
<th>Cointegrating Eq</th>
<th>( \text{Log}(\text{IP}(-1)) )</th>
<th>( \text{Log}(\text{INF}(-1)) )</th>
<th>( \text{Log}(\text{SM-VIB}) )</th>
<th>( \text{D}(\text{BMB-BMU}) )</th>
<th>( \text{D}(\text{SM-BM}) )</th>
<th>( \text{D}(\text{BMB-B3M}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log(\text{IP}(-1))</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log(\text{INF}(-1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{SM}(-1) - \text{BMB}(-1) )</td>
<td>-0.072888 (0.01072)</td>
<td>( \text{SM}(-1) - \text{BMB}(-1) )</td>
<td>-0.100213 (0.03158)</td>
<td>-3.17323</td>
<td>( \text{SM}(-1) - \text{VIB}(-1) )</td>
<td>-0.029646 (0.01457)</td>
</tr>
<tr>
<td>( \text{BMB}(-1) - \text{BMU}(-1) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Notes:

### Appendix 3:

#### Log likelihood
- 346.9237
- 25.7330

#### Akaike AIC
- -7.438179
- -3.217866

#### Schwarz SC
- -7.180691
- -2.849673

#### Mean dependent
- 0.002715
- 0.000436

#### S.D. dependent
- 0.027359
- 0.019794

#### Determinant residual covariance
- 8.78E-12
- 0.01552

#### Log likelihood
- 1.103969
- 0.02813
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