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Introduction

Since the early 1980s, the behaviour of asset prices has posed a continuing concern to
central banks in their formation of monetary policy as well as a challenge to researchers attempting to
explain and interpret the behaviour of asset prices. For instance, the world-wide collapse in equity
prices in 1987, the property price cycles in several industrial countries during the second half of the
1980s and the sharp decline in bond prices in 1994 were all to a large extent unexpected and may
have established a new asset price environment.

These concerns and challenges were also present last year. While inflation in most
industrial countries either declined or remained stable within a 1-3% range, both bond and equity
markets recorded substantial gains and exchange rates also moved quite strongly in several countries
with floating exchange rates.

This combination of low and stable goods and service price inflation and pronounced
movements in asset prices raises the issue of whether, and if so how, monetary policy should react.
This is a complex issue, in particular in the current environment where asset price changes in most
countries have been confined to financial assets while property prices have been largely stable. To
further explore this and related issues, the topic of the Central Bank Economists” Meeting held at the
BIS on 28th and 29th October, 1997 was chosen to be:

“The role of asset prices in the formulation of monetary policy”.

The 15 papers submitted by the participating central banks were presented and discussed
in four sessions, covering the information content of asset prices, the determinants of asset prices, the
role of asset prices in the transmission mechanism and asset prices and monetary policy. The rest of
this introduction summarises the papers in the order in which they were presented and concludes with
a brief overview of the major issues, based on the general discussion during a final session.

Session 1: The information content of asset prices

The paper by A. Cété and J.-F. Fillion (Bank of Canada) reviews the results from an
extensive research project on the information content of the term structure of interest rates and its use
in the conduct of monetary policy by the Bank of Canada. The paper starts from the observation that
there is a tight relationship between the long-short spread and future economic growth in Canada, and
uses a small theoretical model to explore why this correlation arises. There are two competing
explanations as it may stem either from the effects of monetary policy, or it could reflect endogenous
responses of the term structure to expected future changes in economic growth and inflation. Turning
to the data, the authors argue that, empirically, the first interpretation seems correct as the peak
correlation occurs with a lead of 4-6 quarters, which corresponds to the likely peak effect in the
transmission mechanism. Moreover, among the components of demand, the correlation is strongest
for durable consumption. The paper also notes that the highest explanatory power of the long-short
spread is reached at a longer forecast horizon for inflation than for real output, which is consistent
with the chain of causality running from the spread to real economic activity and then to inflation.
There are, nevertheless some puzzles. In particular, the term structure has systematically
overpredicted output in Canada in the most recent years. Part of this overprediction is probably
related to the rise in the risk premium on Canadian bonds in the 1990s but other factors may also be at
work.

Next the authors review work on the expectations hypothesis of the term structure of
interest rates, concluding that a time-varying term premium is present so that the theory is rejected.



However, so far it has been difficult to find what factors explain movement in the term premium
(except the volatility of interest rates). To investigate this, the paper ends with a discussion of the role
of the public debt in the determination of long Canadian interest rates. The empirical results lend
some credence to the view that increasing public debt in the 1990s has led to “indebtedness premia”
in the term structure.

The paper by D. Domanski and M. Kremer (Deutsche Bundesbank) first reviews the
standard rational valuation formula (RVF) for long-term interest rates and the dividend yield. The
authors then empirically assess the question whether the dividend yield predicts future market returns
(as implied by the RVF for stocks) and find, similar to results for the United States, that returns are
predictable. Moreover, there is some evidence that the dividend yield also predicts future inflation.
The information content of the current term spread for future changes in short-term interest rates is
also examined and it appears that the medium-term segment of the term structure has most forecasting
power for future interest rates, although the expectations hypothesis is rejected for this segment. The
predictive content for future inflation is also strongest in the medium-term segment. Finally, the paper
discusses the implications for monetary policy. The authors interpret the results as showing that by
providing a nominal anchor and implementing policy in a transparent way that reduces short-rate
surprises and market volatility, the Bundesbank can facilitate the formation of private sector
expectations. However, the usefulness of asset prices as monetary policy indicators seems to be
limited to the extent that forecast errors are rather large. Moreover, to avoid circularity problems it is
still necessary that the central bank provides an external anchor.

The paper by T. Jordan (Swiss National Bank) uses VAR models for variables in levels
to assess the predictive performance of long-term interest rates, the slope of the term structure, an
effective nominal exchange rate, a stock index and a monetary aggregate (which is M2 rather than the
monetary base) with respect to future output and inflation. The results for both in and out-of-sample
analyses consistently suggest that money and the exchange rate have the strongest predictive content,
with money somewhat better for output and the exchange rate for prices. The paper also tests whether
there have been shifts over time in the forecasting ability of the different VAR systems. In this regard,
it finds that the predictive ability of money has maintained its superiority even though output has
become more difficult to forecast. In contrast, the performance of the exchange rate has eroded over
time.

In their paper on the information value of financial asset prices in Spain, F. Alonso,
J. Ayuso and J. Martinez-Pagés (Bank of Spain) start by testing the predictive performance of a range
of asset prices with respect to future inflation, output and three-month interest rates. According to the
empirical evidence, these variables do not seem to add any information beyond what is contained in
past values of the variables themselves, though it does appear that indicators based on the term
structure work slightly better. Given this result, the authors use probit models to see whether financial
variables are useful for predicting qualitative variables, such as accelerations of inflation, slowdowns
in output growth or a tighter monetary policy. In this case, financial variables do add information to
that contained in past values of the dependent variable. Finally, the authors review recent research at
the Bank of Spain on whether financial variables are useful measures of expectations held by
investors. The research suggests that movements in long interest rates are largely due to shifting
inflation expectations (i.e. real interest rate and inflation risk premia are relatively stable) and that
short-term interest rates are good measures of expected future short rates (i.e. term premia are small).

Session 2: Determinants of asset prices

The objective of the paper by M. Dombrecht and R. Wouters (National Bank of Belgium)
is to explore the information content of the term structure of interest rates. Because the intermediate
target of monetary policy in Belgium is a stable exchange rate against the Deutsche mark and the two
countries are close linked through trade, the information content of the Belgian term structure cannot
be isolated without extending the model to include the German term structure. This close link is
already evident in the first part of the paper which estimates the response of market rates to changes
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in official rates. For both countries there is a relatively high degree of persistence, suggesting that
markets see official rates as mean reverting; however, persistence is higher in Germany than in
Belgium, even when the period around the 1993 exchange rate turmoil is left out. Moreover, the
estimated reaction of long rates to changes in official rates imply that changes in official rates are
mostly unanticipated in Belgium; in contrast, such changes are to a large extent anticipated in
Germany, suggesting that the credibility of monetary policy is very high.

The authors next turn to correlations between term spreads and future inflation and real
growth, starting with a discussion of how the leading character of the term spread should be
interpreted and how reliable the spread is as a source of information for monetary policy. Having
outlined several channels of interaction and underlined the importance of identifying endogenous
reactions of monetary policy, or reactions as perceived by market participants, to expected changes in
inflation and output growth, the authors present several empirical tests. According to causality tests,
the short-term rate has a much stronger predictive impact than the long rate, suggesting that most of
the correlations can be attributed to policy actions. Complementary evidence obtained from
estimating structural VAR systems corroborates this finding as most of the covariance between the
term structure and future inflation can be related to short-term interest rate shocks whereas inflation
shocks provide only a small contribution. All in all, the authors conclude that prudence is required
when using the yield curve as a forward-looking indicator for monetary policy formulation.

The paper by G. Grande, A. Locarno and M. Massa (Bank of Italy) addresses the issue as
to why simple regressions of stock market returns suggest that stock markets provide a poor hedge
against inflation. They do so by constructing and estimating a model in which the way in which
inflation affects stock prices depends on the monetary policy regime. Following a brief review of the
literature, the authors first estimate the Fama and Schwert (1977) equation for various assets in Italy
and find that interest rates at various maturities provide an incomplete hedge against expected
inflation and no hedge at all against unexpected inflation. Moreover, stock returns are insensitive to
expected as well as unexpected changes in inflation.

Since the empirical analysis also indicates that parameters have not been stable over
time, the authors next use a methodological framework proposed by Campbell which decomposes
unexpected excess returns into changing expectations concerning future dividends, short-term real
interest rates, inflation and required excess returns. Moreover, market expectations of these variables
are allowed to vary depending on some unobserved monetary policy regime. For example, when the
central bank is perceived to conduct a tight monetary policy, even a small positive increase in the
expectations of inflation may induce markets to expect a strong monetary policy reaction. Conversely,
when policy is not strongly committed against inflation, a surge in inflation does not necessarily mean
lower future economic growth and the Fisher hypothesis may hold. However, unlike the previous
literature, the paper does not exogenously impose policy shifts but derive the prevailing regimes from
a model that allow for endogenous and data dependent changes.

According to the empirical results, the data clearly indicate a significant regime shift
around 1987-88, attributable to a change in the operation of monetary policy, combined with
institutional changes and adjustments of the wage indexation scheme. The empirical tests reject the
hypothesis of a one-to-one relationship between short-term interest rates and expected inflation in
Italy, though short rates partly incorporate inflation forecasts. The results further show that equities
have not significantly outperformed government securities as hedges against expected inflation over
the last two decades.

In a paper on Japanese share prices, S. Uemura and T.Kimura (Bank of Japan)
demonstrate that equity returns have been good predictors (in the Granger sense) of CPI inflation and
various measures of real activity in the 1970-97 period. The paper further documents that stock and
land prices have moved very closely together. Next, an analysis of the sources of Japanese equity
price movements is presented, using a simple model which expresses the risk premium as a function
of the P/E ratio, long-term interest rates and the expected growth of earnings (or dividends). By
adjusting the P/E ratio for cross holdings and cyclical factors and using corporate growth forecasts as

iit



a measure for earnings growth, the authors are able to solve for the risk premia and interpret
movements in Japanese stock prices. One interesting finding in this context is that the current low
level of stock prices reflects high-risk premia and low expectations of earnings growth.

The authors then attempt to explain variations in the calculated risk premium. They do so
by regressing it on past inflation, the standard deviation of past industrial production growth, the
bankruptcy rate of firms and the spread between CDs and T-bills, finding that these variables explain
a large fraction of the computed risk premium. Finally, in reviewing some structural changes in the
stock market, the authors document that institutional and foreign investors have gradually increased
their role in the market.

In the first part of his paper on Swedish stock prices, P. Sellin (Bank of Sweden)
calculates fundamental values on the assumption that dividends obey a random walk, so that the
fundamental stock price is a fixed multiple of dividends. From this model, it appears that stock prices
were undervalued between 1919-50, appropriately valued between 1950-81, and overvalued 1981-96.
The paper then uses a theoretical general equilibrium asset price model to discuss the impact of
monetary policy on equity prices. According to this second model, a tighter monetary policy should
increase equity prices by reducing inflation and increasing the real value of future dividends.
However, the author also argues that other asset price models may lead to the opposite result,
concluding that, ultimately, the effects of monetary policy on stock prices in Sweden has to be
determined empirically. Applying a GARCH model and using various dummy variables as proxies for
the potential impact of speeches by the Governor and the Deputy Governor, the inflation reports as
well as changes in policy interest rates, there is some evidence that a tightening of monetary policy
leads to lower stock prices and higher long bond yields.

The paper by S. Hayes, C. Salmon and S. Yadav (Bank of England) first attempts to
explain the recent increase in UK equity prices by developments in the equity risk premium and
expectations of future dividend growth. To determine the risk premium the authors rely on the CAPM
model, implemented by an EGARCH-M specification which allows for an asymmetric response of the
conditional variance to positive and negative shocks. The results for the G-7 countries indicate strong,
though variable, correlations of risk premia but do not suggest that the world-wide rise in equity
prices can be attributed to lower risk premia. This finding, however, may reflect the assumption that
the risk aversion coefficient in the model has been constant over time. The paper next applies the
Gordon Growth Model to estimate expectation of future dividend growth. According to the evidence,
investors expect future dividends to grow at about twice the rate observed in the recent past.
However, this result is also subject to caveats as the model assumes that the equity market is in steady
state, which may not be the case. Moreover, it is highly sensitive to estimates of required returns and
to the risk that the equity cost of capital may be overestimated.

The authors then turn to the role of asset prices in the transmission mechanism, focusing
on balance sheet effects for the corporate sector. The “credit view” of the transmission mechanism
suggests that variations in the net worth of corporates will change the premium that some firms pay
for external finance, thus adding an additional channel to the monetary transmission mechanism.
Indirect evidence indicates that this factor may be of importance in the United Kingdom. In particular,
small manufacturing firms experience bigger variations in their external finance premium than large
firms and those manufacturing sectors that can be characterised as “small firm sectors” tend to be
more sensitive to monetary shocks than “large firm sectors”. The last two sections of the paper report
on preliminary and ongoing work at the Bank on the information content of equity prices with respect
to future output and inflation and on the use of option prices to gain ex ante information about future
market changes. Based on the preliminary results obtained from VAR models, it appears that equities
contain information about the real economy whereas only a small part of the variation in inflation can
be attributed to real equity returns. However, more precise results may be obtained through
disaggregation and sub-period analyses as well as by complementing such work by extracting
expectations of future dividends and discount rates from equity prices. Regarding option prices, the
authors note that more work is required to determine whether moments of the implied distributions
can predict future market changes and the expenditure behaviour of consumers and firms.
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Session 3: The role of asset prices in the transmission mechanism

The first part of the paper by H. Gliick and R. Mader (Austrian National Bank) analyses
the ability of term spreads to predict future industrial production and inflation. It appears, however,
that term spreads have little predictive power for Austria and the inclusion of stock prices does not
change this result. The authors list several reasons why spreads and equity prices contain little
information about future economic conditions. First, the sample period is short and Austrian interest
rates have hardly responded to market forces before deregulation in the late 1980s. Moreover,
institutional investors, who arguably react more rapidly to shifting expectations of the future, play a
relatively limited role in Austrian financial markets. Most importantly, monetary policy in Austria has
been based on a fixed exchange rate against the Deutsche mark, implying that interest rates have been
determined by economic conditions in Germany which are imperfectly correlated with those in
Austria. The second part of the paper briefly summarises and reviews earlier work on the role of
wealth in the transmission mechanism in Austria. It highlights various channels through which wealth
effects may affect economic conditions, including consumption, investment and inflation expectations
as well as bank lending and money demand. Even allowing for recent developments, none of the
channels have, so far, been very important in Austria and the paper concludes by discussing various
reasons for this.

The paper by P. Jaillet and P. Sicsic (Bank of France) first focuses on the influence of
equity and house prices on consumption. The authors note that French households hold directly about
30% of outstanding shares, compared with 64% for US households, whereas the distribution across
individuals is more concentrated in France than in the United States. The paper next presents some
econometric tests that fail to find any link between equity prices and the growth of consumption. An
increase in bank lending and a boom in commercial property prices are documented in the following
section whereas no housing price increase is observed for France as a whole. The authors then turn to
the issue of whether asset prices condition the responses of bank interest rates to monetary policy
measures, using panel data on bank lending. According to the empirical tests presented, there is no
evidence that changes in banks’ balance sheets affect the extent to which they adjust lending rates to
changes in market rates; in fact, the degree of inertia may have fallen over time. In the final part of the
paper, the authors turn to the implications of asset price movements for monetary policy. They first
note that property prices, in particular, are subject to measurement errors and thus not a reliable
source of information. Moreover, monetary policy is not the right instrument for dealing with a
potential asset price bubble and targeting asset prices entails a risk of generating pro-cyclical interest
rate changes and, in particular, might pose a danger to the ultimate goal of price stability.

In their paper on “Asset market hangovers and economic growth”, M. Higgins and
C. Osler (Federal Reserve Bank of New York) first develop an empirical model to explain house price
developments in each of the fifty US states from 1973 to 1996 and to detect whether bubbles or
misalignments were present. Based on a standard present discounted value model, their regression
includes state disposable income, employment, construction costs and real mortgage interest rates as
the fundamental factors, while non-fundamental factors comprise measures of credit availability,
overbidding and the lagged ratio of real house prices to real disposable income, interpreted as an
affordability index. While most of the fundamental factors have the expected sign and are significant,
only the affordability index is significant among the non-fundamental factors. The authors interpret
this as evidence that credit availability (or collateral effects) is not very important in determining
house prices. Using this model the authors then derive a measure of misalignment, defined as the total
departure of house prices from the fundamental factors They find that four of the nine US census
regions exhibit a non-fundamental component, consistent with the notion of a bubble in that both the
rise and the subsequent fall of house prices are fairly monotonic.

The authors then examine whether the unexplained house price booms and busts have
affected housing investment. Starting from the neoclassical theory of investment, they derive an
estimable equation which explains housing authorisations (their measure of housing investment) in
terms of lagged house prices, per capital income, the unemployment rate, the user cost of capital and



mortgage originations. The estimated parameters point to a reasonably strong link between house
prices and investment, which the authors interpret as a Tobin’s q effect. As a result, housing
investment appears to have been significantly affected in regions that have experienced bubbles. The
final section briefly discusses policy implications. Although it is acknowledged that monetary policy
could be used to mitigate the effects of housing price bubbles, the authors have reservations. The
bubbles found are regionally concentrated and it is hard to define bubbles ex ante. Moreover, if
monetary policy is used, it might become less transparent. An alternative would be tax policies or
regulations, but these policies also face problems if bubbles are regional and hard to define ex ante.
Moreover, an interesting corollary of the findings is that monetary policy and/or differences in the
regulatory environment cannot explain why bubbles arose in particular states.

Session 4; Asset prices and monetary policy

The paper by C. Kent and P. Lowe (Reserve Bank of Australia) starts by reviewing two
conclusions from the existing literature on asset prices: (i) to assess the effects of asset prices, it is
necessary to understand the sources of asset price movements; (ii) prices of assets that are used as
collateral (e.g., real property) are of greater importance for policy than those that are not (e.g.,
equities). It next addresses the question of how monetary policy should respond to asset price bubbles,
using a simple model. The most important conclusion from the model is that there may be
circumstances where monetary policy should be tightened in response to an emerging asset-price
bubble, in order to burst the bubble before it becomes too large, even though this means that expected
inflation is below target in the short run. Such a policy is optimal because it can help to avoid extreme
longer-term effects of a larger asset-price bubble and its eventual collapse. The authors then review
the implications of low inflation for asset prices. They suggest that in a low-inflation environment
asset-price bubbles are less likely, although, if they occur, they may be more costly. If inflation is low,
a fall in the real asset prices will largely come through nominal price declines, which are likely to be
particularly adverse to economic activity.

The authors then go on to review the movements in credit and asset prices in Australia in
the period 1966-97, concluding that recessions coincide with falls in property prices. Moreover, credit
growth is closely tied to property prices, but appears unrelated to equity prices. The paper presents
econometric estimates of the relationship between asset price swings and real growth, concluding that
fluctuations in real property prices are strongly related to output growth, notably in periods when
property prices are falling. However, these regressions are not necessarily structural, and the
significance of asset prices may reflect that they are forward-looking variables. It is also found that
asset prices do not seem to influence inflation, except through the output gap.

The lessons drawn for monetary policy are, first, that credit and property-price cycles go
hand in hand. Second, monetary policy can burst a bubble in property prices and, in some
circumstances, it makes sense to do so, whereas it makes less sense to burst equity bubbles. Third,
while financial liberalisation is important, credit and property cycles occurred in Australia before
deregulation; regulation mainly determines who extends credit, but not necessarily how much credit is
extended. Fourth, low inflation can make bubbles more costly, since the adjustment to a bursting
bubble requires nominal asset prices to fall.

The paper by J. Capel and A. Houben (Netherlands Bank) defines asset price inflation as
occurring when asset prices are rising and exceed fundamentals. Using some simple back-of-the-
envelope calculations based on various models in the literature, the authors conclude that Dutch
equity prices are likely to be too high whereas current property prices do not seem excessive, once
various fundamentals, such demographic changes and quality improvements, are taken into account.
The paper goes on to argue that the major risk with asset inflation stems from the consequences of the
“bubble bursting”. The paper reviews the implications for the banking sector in the Netherlands and
judges the effects of a fall in equity prices to be small. Similarly the impact on consumption and
investment is found to be rather moderate, as households hold a relatively small proportion of equities
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and investment is mostly financed by bank credit or own funds. In contrast, the effects of a fall in
property prices would be more worrisome as housing wealth is relatively high and evenly distributed.

In the last section of the paper, the authors turn to the question of the monetary policy
implications of asset price inflation. It is difficult to identify the sources of asset price changes. Some
may be real or fundamental changes, such as changes in tax codes or variations in risk premia while
others are non-fundamental. Consequently, it is also hard to say what the central bank should “lean
against”. Furthermore, the idea of stabilising an index of goods and asset prices is impractical.
Nevertheless, asset prices may condition monetary policy through their direct and indirect effects on
CPI inflation. Thus rising asset prices are likely to increase CPI inflation by increasing costs of capital
goods and housing and by affecting expenditure. Confidence effects could also play a role, as could
self-reinforcing effects through bank credit expansion. In the latter case, however, a tightening of
supervisory policy seems more appropriate, as monetary policy is a very blunt instrument. Moreover,
in an economy operating under fixed exchange rates there is little scope to gear policy to asset prices.
Overall, the empirical evidence for the Netherlands suggests that the link between asset prices and
inflation is not very tight.

The paper by V. Reinhart (Federal Reserve Board) basically consists of three parts. In
the first part, an attempt is made to determine whether equity prices are related to macroeconomic
fundamentals and to assess whether current equity prices are overvalued. To this end, the author
estimates an error-correction model based on the Gordon growth equation, which explains the price-
earnings ratio in terms of inflation expectations, the rate of unemployment and six alternative interest
rates. According to the estimates, the earnings-price ratio moves positively, and mostly one for one,
with long-term interest rates and negatively with the rate of unemployment, whereas expected
inflation does not seem to have any influence. Next, the estimated long-run relationship is used to
derive a measure of deviations from fundamentals. This suggests that current stock prices may be
overvalued, although far less than before 1987. More generally, the distribution of deviations shows
spikes at correct valuations and at significant undervaluations.

The second part of the paper discusses the effect of equity values and the term spread on
spending. Using a simple error-correction model, estimated simultaneously for GDP, private
consumption, business fixed investment and imports as the dependent variable and separately for
1973-84 and 1985-96. From the estimation results, financial variables do not appear to have exerted a
systematic influence on spending prior to 1985. In contrast, significant elasticities are identified for
the post-1985 period, ranging from ; for real GDP and real consumption over ’ for real investment to
unity for real imports. Moreover, business investment seems to respond more strongly to changes in
the term spread than the other demand components.

Against this background, the third part of the paper discusses whether monetary policy
should react to equity prices. Using a simple theoretical model of the economy to describe the
interaction between equity prices and interest rates, the author demonstrates that assigning a more
important role to equity prices in the setting of monetary policy than what they imply for forecasting
spending and inflation is discouraging. First, a greater policy responsiveness to the level of equity
prices could increase the effect of news on evaluation and thus might lead to more volatility. Second,
a more active policy response to changes in equity prices sets up a feedback loop which raises the
reaction of equity prices to policy misalignments and could be destabilising.

Summary of discussion!

The role of asset prices, whether quotes on government securities, equities or foreign
exchange rates, in the conduct of monetary policy probably depends on circumstances. In normal
times, policy makers might consult market quotes as inputs to structural forecasts, as indicators of

1 The following is essentially based on the summary by Mr. Reinhart (Federal Reserve Board).
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future activity and inflation, or as explicit targets. At times of stress, however, the behaviour of asset
prices might give reasons for treating the near-term outlook as more uncertain or as a call for special
action.

Several participants noted various entry points of financial market prices along the
traditional monetary policy transmission mechanism, in particular how changes in the policy rate get
reflected along the term structure and how changes in government yields get translated into private
rates, equity prices and exchange rates. As noted in the paper by Mr. Reinhart, current values of
market yields are, with the exception of equity prices, fairly close to fundamentals. This suggests that
if there is an asset bubble, it is not widely inflating. If there is a problem with equity prices, it is a
problem of relative prices and, with only one national and blunt instrument at its disposal, monetary
policy is generally not seen as appropriate for dealing with relative prices.

Further along the transmission mechanism, there is the issue of how changes in financial
market prices affect spending. For the United States, long-run reduced-form estimates of these
sensitivities show that GDP and its components (consumption, business fixed investment and imports)
all depend on the slope of the term structure and equity prices. Moreover, the sensitivities post-1984
are sizeable, though work is required to provide firmer foundations for explaining behaviour as well
as a more complete description of dynamics.

The last chain in the transmission mechanism is inflation, which may also be directly
influenced by asset prices, notably the exchange rate (for instance, during the last few years, the US
inflation has benefited from the appreciation of the dollar) and, perhaps more recently, equity prices.
An interesting question in this respect is whether buoyant equity prices, which give managers the
ability to compensate workers in the form of options and direct share grants without raising base
salaries, may also be imparting some restraint.

As regards indicators serving as an independent check on judgmental or model-based
forecasts, various financial market prices have been offered, for instance, the slope of the yield curve
and the level or growth of equity prices. Emphasising such indicators is not necessarily a rejection of
a traditional structural approach to understanding the economy. Rather simple rules of thumb may be
useful as a cross-check on that understanding and, in a world where it is important for central banks to
explain their actions, as pedagogic devices.

Some participants expressed concern that the messages obtained from markets were
asymmetric in that they signalled the onset of recession more reliably than expansion. One reason
may be that it is easier to recognise signals in the former than in the latter case. A yield curve that is
inverted is an obvious signal that economic conditions are at variance with sustained expansion. A
similar process was at work in the United States in early 1994, when the Chairman of the Federal
Reserve Board pointed to a real federal funds rate of zero as a reason to tighten policy. In such an
extreme circumstance, there is a lot of information that can easily be conveyed. In general, however,
knowledge of the determinants and behaviour of the term structure is sufficiently primitive that little
is known about when the yield curve is “too steep”. Similarly, using the real federal funds rate to
motivate and to explain policy actions gets more difficult when the issue concerns determining and
settling at an “equilibrium” federal funds rate.

Regardless of whether asset prices are used as part of a structural interpretation of the
economy or as a reduced-form indicator, there are reasons for central banks to monitor the behaviour
of financial markets. However, asset prices are a means to an end, not the end itself. It is a completely
different matter to use an asset price as a target for policy, though it is not an uncommon suggestion.
In many countries, monetary policy uses the nominal exchange rate as the normal anchor. Perhaps
more relevant to the topic of this meeting, policy makers have, at various times, also indicated that
monetary policy be guided by commodity prices or the slope of the yield curve. Among the arguments
for using market quotes in the policy process have been that such prices are forward looking (often
over long horizons), timely, cheap to collect and rarely revised.
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However, the problems with such an approach are considerable. First, as mentioned by
several participants, there is no reason to expect that historical relationships between an asset price
and the ultimate target variable will remain stable if a central banks tries to exploit them. As a general
rule, because asset prices depend importantly on expectations, they are not likely to be stable
functions of any small set of variable through time. Second, if a systematic policy response does
reduce the volatility of one asset price, it probably just means that pressures have been shifted to other
prices. This follows the logic of Dornbusch’s overshooting model: when goods prices are sticky, the
flexible price (i.e. the exchange rate) has to move by more than when goods prices are flexible. Third,
the systematic response of monetary policy to an asset price need not make the asset price more
stable. For example, as mentioned in the papers by Messrs. Domanski and Kremer and Mr. Reinhart,
if a central bank moves the short rate in response to past changes in equity prices, current and future
prices tend to become more volatile. That is, if a central bank were to act like a feedback trader, it
adds to volatility. However, the notion of “leaning against the wind” of price movements is that sort
of feedback rule. Finally, interesting theoretical possibilities follow when a central bank sets its short
rate to maintain some desired slope to the term structure. For instance, if inflation is backward
looking, then this rule would make inflation a random walk. Essentially, the central bank
accommodates the current rate of inflation and if a shock pushes inflation up or down, the new rate
gets built into longer-term nominal rates and policies must realign the short rates accordingly.
Conversely, if inflation is forward looking, then this rule makes inflation indeterminant. Any initial
judgement by market participants about the appropriate level of inflation will call forth a policy
response so there is nothing to anchor the system.

Monetary policy makers might be concerned about equity or property prices straying
above fundamentals due to potential adverse effects as asset prices rise or as they fall back to earth.
When prices move above fundamentals, relative prices are misaligned, dictating some misallocation
of resources. Households might be consuming out of their paper wealth and firms buying capital
based on inflated market-to-book values. Moreover, favourable leverage ratios and receptive capital
markets may induce households and firms to take on debt and new firms to start up. Nonetheless, to
the extent that a specific asset price inflation does not signal a more general misalignment, suggesting
that policy was creating excess liquidity, there is little that the central bank can do. If the relative price
has sufficient macroeconomic consequences so as to warrant policy action, that action would be based
on achieving a desired macro-outcome and not on managing a relative price.

Policy makers might also be concerned about increases in stock prices, fearing that there
might be time dependence to overvaluation, on the grounds that the longer prices stray above
fundamentals, the further they stray and the harder they will fall. One example is a rational bubble,
which pushes prices further above fundamentals the longer it lasts, as the continuing rise in equity
prices above fundamentals provide investors sufficient excess returns to compensate them (in an
expected value sense) for the decline when the bubble bursts. Presumably, as explained in the paper
by Messrs. Kent and Lowe, if the bubble bursts sooner, the less adverse will be the misallocation of
resources during the transition and the less severe the systemic strain when prices drop

The stresses induced by sudden and acute changes in asset prices may influence
monetary policy making in two ways. For one, a larger realignment in prices may be a reason to treat
the near-term outlook as more uncertain and for monetary policy makers to revisit the foundations of
their own forecasts. For instance, most of the models derived from the data are linear and large price
changes may test the robustness of such relationships. In addition, large swings in asset prices may
not be due to market dynamics alone. There may be factors related to fundamentals, such as market
participants changing their outlook in a way that triggers sudden and large changes in key financial
market prices.

A large realignment of prices may also require special policy action. For instance, equity
prices might be a source of concern on their way down because of systemic risks, knock-on effects on
spending and confidence and the risk of subsequent undershooting. With regard to systemic risk,
mechanisms are well developed for dealing with such problems, including the discount window and
the willingness to add ample reserves at times of stress.
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The term structure of interest rates and the conduct of
monetary policy in Canada

Agathe Coté and Jean-Francois Fillion

Introduction

The aim of this paper is to put into perspective the empirical results obtained at the Bank
of Canada and elsewhere with regard to the information content of the term structure of interest rates,
and to describe how this information is currently used in the conduct of monetary policy in Canada.

There are three main reasons for central banks’ interest in financial asset prices. First,
since monetary policy influences the economy through the financial markets, the central banks wish to
understand the role played by the prices of different financial assets in the monetary policy
transmission mechanism. Secondly, financial asset prices may contain useful information for the
conduct of monetary policy, irrespective of whether they play an important role in the transmission
mechanism. This is because such data may contain more up-to-date information on the economic
situation than that otherwise available to the central bank. Moreover, they reflect the expectations of
market participants with respect to future economic developments. Since expectations are derived
from market transactions, they are often considered to be more representative than the figures
obtained from surveys. Finally, changes in financial asset prices can signal market imbalances, which
may spill over into the real economy and thus have consequences for monetary policy.

Unfortunately, certain financial data have only been available in Canada for a few years
and the markets on which these securities are traded are extremely narrow. This is the case for
inflation-indexed bonds and short-term interest rate options. On the other hand, the data making up
the term structure of interest rates are readily available and, generally, of good quality. It is partly for
this reason that this study is confined to the information content of the term structure. Furthermore, it
is a source of information which has been the subject of numerous studies using Canadian data and
which has proved to be one of the most conclusive. The existence of a close correlation between the
yield curve spread and economic activity raises questions concerning the monetary policy
transmission mechanism. This will be the topic of the next section. In Section 2, we examine the way
in which the information in the term structure is used at the Bank as part of simple indicator models
for real output, inflation and market expectations with regard to future interest rates. Given that the
expectations hypothesis of the term structure (EH) plays a dominant role in the analysis of the
monetary policy transmission mechanism, Section 3 tests this hypothesis. We then examine the
possibility that the presence of a risk premium on internationally-traded Canadian securities, as a
result of Canada’s high level of indebtedness, partly explains the variability of the term premium and
the fairly frequent statistical rejection of the EH. Section 4 describes our main avenues of research.

1. The role of the term structure of interest rates in the monetary policy
transmission mechanism

In this section, we review the various hypotheses proposed in the literature to explain the
correlation observed between the yield curve spread (for short, the yield spread) and economic
activity. We also discuss the empirical results obtained at the Bank, which led the researchers to
choose the yield spread as the key monetary variable in the Quarterly Projection Model (QPM).



1.1  Background

Over the last few years, research carried out both at the Bank of Canada and elsewhere
has revealed the existence of a strong positive correlation between the yield spread and the subsequent
growth of economic activity (Graph 1).! In itself, this correlation is not very surprising: according to
the traditional model of monetary policy transmission, the central bank affects economic activity
through real interest rates. The central banks influences monetary conditions by modifying the amount
of liquidity in circulation in the banking system, which has an immediate impact on nominal and real
very short-term interest rates. The movements in these rates in turn affect the whole interest rate
spectrum and the exchange rate, depending on lenders’ and borrowers’ expectations with regard to
subsequent changes in rates. Since the expectation formation process is a complex one, the response
of real long rates cannot be determined a priori, but one would expect it to be smaller than that of
short rates since monetary policy measures can have only a temporary effect on real interest rates. In
the long run, real interest rates are chiefly determined by expectations as to the productivity of capital
and the underlying forces affecting saving globally. In fact, for a small open economy like Canada,
world real interest rates provide a stable anchor for domestic real rates.

Graph 1
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Thus, the correlation observed between the yield spread and real economic activity could
quite simply reflect the endogenous response of these two variables to monetary policy actions. For
example, a monetary tightening leads to a narrowing of the yield spread, followed a few quarters later
by an economic slowdown. Conversely, a monetary easing results in a widening of the yield spread
and faster growth.

1 See, in particular, Laurent (1988), Cozier and Tkacz (1994), Estrella and Hardouvelis (1991), Hu (1993), Plosser and
Rouwenhorst (1994), Estrella and Mishkin (1995, 1997), Haubrich and Dombrosky (1996), Harvey (1997) and Dueker
(1997).



What appears less compatible with the traditional point of view is the size of the
correlation observed between these two variables and the fact that the yield spread appears to be
better than other monetary policy indicators - especially the real interest rate - at forecasting the
growth of real economic activity. As Table 1 shows, certain yield spreads are capable, on their own,
of explaining approximately 65% of the variance of the future rate of growth (four quarters) of
Canadian real GDP in the period 1972-90. The explanatory power of both the level of and changes in
short-term interest rates, whether nominal or real, is substantially lower over the same period.

Table 1

Comparison of different interest rate variables in an indicator model of real GDP
for the period 1972Q1-1990Q4

GAY,=a+ b(R)4

R b R2 W
(1-3 years) — 90 days 1.6 (4.3) 0.38
(3-5 years) — 90 days 1.5 (5.5) 0.50
(5-10 years) — 90 days 1.4 (6.8) 0.58
(10 years+) — 90 days 1.3(7.9) 0.64
(3-5 years) — (1-3 years) 6.2 (6.7) 0.58
(5-10 years) — (1-3 years) 3.6 (8.5) 0.66
(10 years) — (1-3 years) 2.7 (8.0) 0.66
(5-10 years) - (3-5 years) 7.1 (8.4) 0.62
(+10 years) - (3-5 years) 3.9(6.7) 0.60
(+10 years) - (5-10 years) 6.0 (3.5) 0.40
4Q moving average (1-day rate) -0.5(3.2) 0.31
4Q moving average (real 90-day rate) -0.3(2.4) 0.16
A4 4Q moving average (1-day rate) -0.8 (4.6) 0.38
A4 4Q moving average (real 90-day rate) -0.7 (3.1) 0.26

Notes: t-statistics in parenthesis. G4Y,= rate of growth of real GDP over four quarters in period z. A, = four-quarter
difference operator. 90-day rate refers to commercial paper; other rates correspond to Canadian government bond rates; real
90-day rate is calculated as the nominal rate less the change in the GDP deflator.

According to the traditional point of view, the more closely the path of long rates tracks
that of short rates, the greater will be the impact of the initial change of the latter on economic
activity. The fact that the yield spread is the best advance indicator of output could be interpreted as
signifying the opposite, a result which is obviously not compatible with economic theory and which
has prompted researchers to suggest other explanations.

1.2  Suggested explanations

In order to examine the hypotheses put forward in the literature to explain the correlation
observed between the yield spread and economic activity, we use the analytical framework of Cozier
and Tkacz (1994). It is based on three key hypotheses, which are represented by the following
equations:
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where i = nominal short interest rate (one period)

r = real interest rate
E, = expected value on the basis of the information available at time ¢

7 = inflation rate

i,k = nominal long interest rate (k periods)

pf = term premium
P = equilibrium real interest rate
[ = liquidity effect of monetary policy

Equation (1) corresponds to the Fisher relationship, which assumes that the nominal
interest rate is equal to the sum of the real interest rate and the expected inflation rate. Equation (2)
represents the expectations hypothesis of the term structure, according to which the yield on a long-
term bond is a weighted average of the expected short rates plus a term premium. Finally, equation (3)
states that the real interest rate is made up of two components: the equilibrium real rate, which reflects
market forces, and the “disequilibrium” rate, which reflects monetary policy shocks, commonly
referred to as the liquidity effect. From these three equations, we can derive the following expression
for the yield spread:
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where y= (k - 1)/k.

Equation (4) shows that the yield spread comprises four elements: the liquidity effect of
monetary policy via expectations; expectations about changes in the equilibrium real interest rate;
expectations concerning future inflation; and the term premium. The fact that the yield spread is
negative at cyclical peaks and high and positive during the troughs may therefore reflect one or other
of the following factors: countercyclical monetary policy; the cyclical development of the demand for
credit, of the return on capital and thus of the equilibrium real interest rate; and the cyclical pattern of
inflation, which tends to fall during recessions and rise during periods of expansion.

In order for the yield spread to reflect mainly the monetary policy stance and bring about
fluctuations in economic activity, its variability must be dominated by liquidity effects. This will be
the case if the changes in the equilibrium real rate are either weak or show a high degree of
persistence, if inflation expectations show a high degree of persistence and if the term premium is
relatively stable over time or is influenced by the liquidity effect. As suggested by Laurent (1988), the
yield spread may be a better indicator of monetary policy than the level of interest rates if it allows the
monetary component of interest rate changes to be isolated. For this to happen, monetary policy
would have to exert a fairly large influence on real short-term interest rates but a relatively small one
on real long-term interest rates, which, for their part, would more accurately reflect market
equilibrium forces.

On the other hand, certain economists, notably Hu (1993) and Harvey (1997), maintain
that the correlation between the yield spread and future output reflects the endogenous response of the



term structure of real interest rates to the forecast evolution of economic activity, as predicted by the
Capital Asset Pricing Model (CAPM). This model is based on the hypothesis that individuals are risk-
averse and try to smooth their consumption over time. If they expect a recession, they will lengthen
the term of their investments in order to secure a certain revenue during this period. This substitution
of short-term securities with longer-term ones will bring down the price of the former and raise the
price of the latter. Thus, the yield curve flattens or is inverted before the economy slows down.
Harvey maintains that the same type of reasoning can be applied to the behaviour of firms. If they
foresee an economic downturn, they will cut back their long-term investment projects and, as they try
to balance the maturity structure of project loans, the supply of long-term securities will fall, which
will also lead to an increase in their price and a flattening of the yield curve.

1.3 Empirical results

The three factors mentioned above can all contribute to the predictive power of the yield
spread and, in practice, it is not easy to determine which of them is dominant, since expectation
variables and equilibrium real rates are not directly observable and all the interest rates are strongly
correlated amongst themselves. Estrella and Hardouvelis (1991) and Plosser and Rouwenhorst (1994)
conclude that while monetary policy does have a role to play in the predictive power of the yield
spread, other factors are important as well. This is because the yield spread remains significant in
indicator models which that additional variables to represent monetary policy, such as the level of
interest rates or the growth of a monetary aggregate.

At the Bank, we have a certain number of empirical results, which suggest that the
predictive power of the yield spread chiefly reflects its role as an indicator of monetary policy:?

. the predictive power of the yield spread reaches a peak at a forecast horizon of around four to
six quarters, which is fairly compatible with the traditional point of view on the length of the
lags between monetary policy measures and real economic activity (Cozier and Tkacz (1994));

. among the components of aggregate demand, the yield spread forecasts consumption
particularly well, and within this durable goods. Its link with investment is fairly weak over a
one-year forecast horizon, but strengthens when the horizon is extended. These results are also
compatible with the traditional transmission model, according to which monetary policy affects
first consumption spending and then, via the accelerator effect, investment. In addition, the
effect of the yield spread on the consumption of non-durables is rather low, which does not
appear to be consistent with forecasts obtained using the CAPM (Cozier and Tkacz (1994));

. historically, the yield spread has proved on average to be a better advance indicator of output
than of inflation, which suggests that the movements in the yield spread capture changes in real
rates better than those in inflation expectations; moreover, for predicting inflation, the yield
spread’s maximum explanatory power is reached at a longer forecast horizon than for
predicting real output. This is consistent with the chain of causality which runs from the yield
spread to real economic activity and, finally, to inflation (Cozier and Tkacz (1994) and Day and
Lange (1997)).

Furthermore, we have some results, which allow us to conclude that the yield spread may
have been a better indicator of monetary policy than the traditional direct measures of the real interest
rate:

Certain observers sometimes wrongly think that the monetary conditions index (MCI) is used by the Bank as an indicator
of monetary policy. In fact, the MCI is used as an operating target, the equivalent of the short-term interest rate at other
central banks. As an indicator of monetary policy, the MCI suffers from the same shortcomings as the level of interest
rates, since the values for the interest rate and the exchange rate which ensure a balance between supply and demand are
not constant over time.



. historically, Canada’s real short-term interest rate deviates from its average long-term value for
prolonged periods (Graph 2), whereas the yield spread tends to return to its average value, as
might be expected if it reflects the temporary effects of monetary factors (Clinton (1994-95));3

] the yield spread appears to partly solve the problem related to the use of traditional measures
based on retrospective inflation expectations. The best example is that of the mid-1970s, where
it seems improbable that ex ante real rates were so strongly negative;

° the yield spread gives better results than the real interest rate in an aggregated household
consumption model, and provides good results for identifying monetary shocks in VAR models
(Macklem (1995b) and Macklem, Paquet and Phaneuf (1996)).

Graph 2
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Based on these observations, the yield spread was chosen as the key monetary variable in
QPM.4 As well as isolating the monetary component of the changes in interest rates, the yield spread
can serve as a guide with regard to the vigour with which short rates need to be raised in order to
control the inflationary consequences of a shock. For example, a positive demand shock will provoke
a rise in expected future real interest rates, and possibly in expected inflation. The extent to which
long rates increase can thus provide information on the markets’ perception of the authorities’
determination to control inflation shocks.

3 It should be noted, however, that the formal tests do not allow us to reject that the yield spread is non-stationary (see

Section 3).

In QPM, this variable is used to capture the impact of interest rates on “consumption”, which includes household
consumption as defined in the national accounts, residential construction spending and changes in stocks. Obviously, the
exchange rate also plays an important role in the model. See Coletti et al. (1996) for a description of the model.



1.4 Implications for the transmission mechanism

The fact that the yield spread is statistically superior to other interest rate measures
suggests that monetary policy has little effect on real long-term rates, which would appear to be
confirmed by the estimation results of Clinton and Zelmer (1997). Using a small-scale VAR, they find
that short-term interest rate shocks brought about by Canadian monetary policy have very weak,
indeed insignificant, effects on Canadian long rates.> However, economists generally maintain that it
is long rates that most affect spending by households, given the structure of their balance sheets.®
How, therefore, can one reconcile the above estimation results, which accord a major role to monetary
policy in the explanation of economic fluctuations, with the negligible effect of monetary policy on
long interest rates?

Table 2
VAR model results
August 1972 - December 1996

Terms for RL Maximum response of RL to a Probability X coefficient
100 b.p. innovation of R90 (R90 - R9OUS) =0
1 year 0.56 0.00
2 years 0.42 0.00
3 years 0.32 0.00
5 years 0.24 0.00
10 years 0.20 0.00
Long term 0.08 0.19

Note: The model is based on 90-day (R90) and long-term (RL) interest rate differentials between Canada and the United
States.

Two factors are important in this regard. First, monetary policy influences household
spending through various channels, notably via intertemporal substitution effects. This effect is
independent of the balance-sheet structure. For example, if real short rates rise in relation to expected
future rates (the yield spread narrows), this tends to dampen the demand for credit and delay
consumption spending. Secondly, even if monetary policy has no major influence on long-term rates,
its impact on medium-term rates is nevertheless substantial. A study by Montplaisir (1996-97) shows
that contracts at three and five years currently account for the majority of households’ financial
liabilities. The rates associated with these maturities are therefore most likely to influence that
sector’s liquidity constraints and, when re-estimating the Clinton and Zelmer model, a shock to
Canadian short-term rates has a significant effect on the rates for three and five-year bonds (Table 2).7
Monetary policy may therefore also exert considerable cash-flow effects.

3 These results must not be interpreted as signifying the existence of a weak correlation between the Canadian short and

long rates. The tests presented in Section 3 in fact reveal an extremely close correlation between these rates. What the
VAR indicates is simply that the independent effects of Canadian monetary policy on Canadian long rates are very weak.

The same could be said of firms’ spending. However, it has always been very difficult to estimate significant interest rate
effects for firms.

It is interesting to note that the results of the VAR indicate that the effects of a monetary policy shock on implied one-
year forward rates are greater than might have been expected if the expectations hypothesis of the term structure of




1.5 Unanswered questions

Although we selected the yield spread for the projection model, questions remain as to its
predictive power. More research is needed to develop a more solid theory to explain the cause-and-
effect relationships at work. Certain results in particular raise questions:

] the yield spread fails to predict the growth of a particular spending category as precisely as the
growth of global spending. Since monetary policy directly affects households’ expenditure on
durable goods, one would expect the yield spread to be able to forecast this more precisely than
aggregate spending (Cozier and Tkacz (1994));

] over the period 1972-90, the predictive power of the spread between medium-term rates is just
as high as that of the spread between short and long rates in the indicator models for the growth
of real GDP (Table 1). One might expect, however, that the latter spread would yield better
results as an indicator of monetary policy, since the short rate is controlled more closely by the
Bank, while the long rate should represent the equilibrium rate better.

In addition, over the last few years, the indicator models based on the yield curve have
substantially overpredicted the growth of economic activity. Since other economic models have also
overpredicted growth, it is too early to tell whether these errors are symptomatic of a break in the
relationship between the yield spread and economic activity. Can the move to low inflation and lower
interest rates worldwide have affected the predictive power of the yield spread? Does this power vary
according to the monetary policy stance? It is interesting to note that, in research aimed at testing the
asymmetry effects of monetary policy, the conclusions vary depending on whether or not the yield
spread is used as a measure of monetary policy. Using the spread, the results are more favourable to
the asymmetry hypothesis.8 It has yet to be demonstrated whether these results really do reflect the
asymmetry in the effects of monetary policy, or whether they instead capture the asymmetry in the
determination of long rates.’

According to Clinton and Zelmer (1997), one possible explanation for the forecast errors
of the yield spread is the increase in the risk premium on Canadian long-term securities during the
1990s. When they include a variable in the indicator model to capture this risk premium, it has the
expected sign and is significant, although it should be noted that this addition improves the forecasts
obtained only slightly. At this stage of our research, however, we are not able to say whether this
results from the fact that the variations in the term premium are not very important in explaining the
forecast errors, or whether it simply reflects the difficulty in measuring this term premium precisely.
Work is currently under way to improve our understanding of the determinants of the term premium
and we will return to this topic in Section 3.10

2. " The indicator role of the term structure of interest rates

In this section, we briefly examine how the information content of the term structure of
interest rates is used by the Bank, from both a strategic and a tactical point of view.

interest rates had been confirmed. These results are compatible with Shiller’s hypothesis of the overreaction of long-term
rates, or they may indicate that the liquidity effect influences the term premia.

8 See, in particular, Macklem (1995a) and Macklem, Paquet and Phaneuf (1996).

9 Remolona, Dziwura and Pedreza (1995) maintain, for example, that long-term rates contain more information when
agents expect a tightening of monetary policy than when they expect an easing. In the first case, the changes in short rates
dominate those in long rates, whereas, in the second case, the movements in the term premium are predominant.

10

In the context of the projection, adjustments are made to the equilibrium values for the yield spread in order to capture
the variations in the term premium. This allows us to cancel out their effects in the model.



2.1 Real economic activity and inflation

Since monetary policy in Canada is oriented towards the achievement of inflation targets,
the staff’s economic projection and the constant monitoring of economic developments using different
indicator variables are of prime importance. At the Bank, projections are made using a formal model,
QPM. In addition, we have for some years been using indicator models based on financial variables in
order to obtain alternative short-term forecasts of the path of real GDP and inflation. However, since
monetary policy measures are aimed at influencing the inflation rate approximately six to eight
quarters ahead, recent work on the indicator models has attempted chiefly to develop models with a
forecast horizon of this length, with the purpose of cross-checking the projections made using QPM
and thereby rapidly detecting potential errors.

As noted in the previous section, the research at the Bank has allowed us to conclude that
the yield spread has, in the past, been an excellent advance indicator of real output growth. Its
predictive power remains high even over a horizon of eight quarters, which makes it a particularly
attractive indicator.!! Since the indicator models have systematically overpredicted during the last few
years, they have not played a front-line role in the conduct of monetary policy. We are continuing our
research in order to improve our understanding of the source of these errors.

We also examined the relative performance of different financial variables in probit
models aimed at determining the probability of a recession. The interest in this type of model lies,
among other things, in the fact that it avoids the problem of illusory precision associated with point
estimates. It is also possible that the yield spread is better at forecasting major variations in output
growth, such as recessions. In studies currently under way, Atta-Mensah and Tkacz (1997) conclude
that, among the indicators examined, the yield spread (from bonds at ten years and above to those at
90 days) is the best for forecasting recessions over a horizon of one to five quarters. It outperforms,
inter alia, various measures of the level of nominal and real interest rates as well as equity indices and
the monetary aggregate M1. The results of this model for a forecast horizon of four quarters are
shown in Graph 3. These tesults are fairly consistent with those obtained in the United States by
Estrella and Mishkin (1995) and for the Group of Seven countries by Bernard and Gerlach (1996).

Since what ultimately interests the Bank is determining the size of inflationary pressures
in advance, we also examined the relative efficiency of different financial variables in forecasting
periods of overheating. If we arbitrarily define such periods as those in which the output gap exceeds
2%, very preliminary studies suggest that the equity index would be a better predictor of these periods
than the yield spread, which appears to have a fairly low predictive power. It is, however, too early to
draw firm conclusions from these results; in particular, we have to test their robustness by using other
definitions of periods of overheating.

Finally, Day and Lange (1997) have evaluated the ability of the yield curve to forecast
future changes in inflation in Canada. They conclude that the slope of the yield curve for maturities of
one to five years is a relatively reliable indicator of the future path of inflation at these horizons and
that it contains different information to other indicators, such as the broad money aggregate M2+ and
the output gap.!? Nevertheless, the authors stress that, in the short term, the yield curve can vary as a
result of temporary changes in real interest rates or term premia. Only lasting changes in the yield
curve will be associated with similar changes in future inflation. Their results show that the
explanatory power of the yield curve has increased considerably since the mid-1980s, probably
because there have been no major supply shocks during this period. However, forecasts have

s important to emphasise that, even if the yield spread is included in the projection model, it can also be used in
indicator models since the projection model is much more complex and the results partly reflect expert judgement.

12 The findings of Day and Lange are compatible with those of Mishkin (1990) for the United States and Gerlach (1995) for
Germany. These last two authors conclude that the medium-term segment of the yield curve contains a great deal of
information on future inflation.



deteriorated during the last few years, as can be seen from Graph 4. According to this model, inflation

should accelerate by 5 to 1 percentage point from the end of 1998.

Graph 3
Four-quarter ahead probability of recession
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2.2 The expected level of monetary conditions

At the Bank we also use the short interest rate segment of the term structure to measure
the financial markets’ expectations with regard to future three-month interest rates. The process
consists of calculating the expected profile of three-month rates on the basis of the interest rates
corresponding to forward interest rate agreements maturing in four, six, nine and 12 months, from
which we subtract a representative term premium which varies according to the maturity of the
agreement. The term premia are calculated using the average value of interest rate spreads over a long
period that excludes certain episodes of high interest rate variability. The term premia also contain a
variable (zero-centred) component obtained by estimating the cointegrating vectors linking the
three-month rates with each of the forward rate agreements.

Together with the expected measure of the Canadian dollar exchange rate obtained from
forward contracts, the measure of interest rate expectations is compared with that resulting from the
Bank staff’s economic projection, with the aim of evaluating the forecast level of monetary conditions
relative to that expected by the financial markets. This comparison can be useful to the monetary
authorities in their tactical decisions as to the appropriate moment to change the official interest
rate.13

3. Tests of the term structure of interest rates

As we saw in Section 1, the different interpretations which can be placed on the role of
the term structure of interest rates in the monetary policy transmission process are based in part on the
expectations hypothesis (EH) of the term structure of interest rates. In its most general form, the EH
states that each long-term interest rate represents the average of current and expected short-term
interest rates over the life of the long-term security, plus a relatively stable term premium. In this
section, we review the work recently undertaken to verify this hypothesis using Canadian data. We
also examine the possibility that the presence of a risk premium on Canadian securities in
international markets, as a result of Canada’s high level of indebtedness, partly explains the
variability of the term premium and the statistical rejection of the EH.

3.1 Tests of the expectations hypothesis of the term structure of interest rates

A number of tests were carried out to verify the EH using Canadian data. We divide these
tests into three main groups, aimed at verifying: (i) whether long-term interest rates are unbiased
predictors of future short-term interest rates; (ii) whether the long-term interest rate forecasts
calculated using a model in which the EH is imposed permit adequate explanation of the long-term
interest rates observed in the markets; and (iii) whether there is a long-term common trend between
short and long interest rates. The third type of test does not constitute a direct verification of the EH,
but the presence of a long-term common trend between the interest rates, which are non-stationary
variables, is a necessary condition for the EH.

The type (i) tests of the EH start with estimating the following equation:

= . k.
;[th+k:]—lt=a+[3(lt ‘"lz)+vz (5)
k=0

13 For a discussion of tactical considerations, see Zelmer (1995).
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To verify the EH, it is necessary to test the hypothesis B = 1; that is, that the spread
between long and short rates is an unbiased predictor of the average of future short-term rates during
the k periods to come, where k corresponds to the life of the long-term security.!4 We can also test the
EH using the interest rates on forward agreements instead of long spot rates. In this case, the
estimated equation takes the form:

Iyk =y =a+B(i(k)t _it)+ Y ©
where i(k) is the short-term interest rate on a forward rate agreement starting in k periods.

Table 3

HASTI tests in the short-term interest rate segment

p Test: =1 Source; data
(p-value)

One-day average interest rate forecast using changes in:

1-month rate 0.86 0.26 Stréliski (1997); 1992:11:23-1996:10:07
2-month rate 1.03 0.83 Stréliski (1997); 1992:11:23-1996:10:07
3-month rate 1.02 0.94 Stréliski (1997); 1992:11:23-1996:10:07

One-month average interest rate forecast using changes in:

3-month rate 0.86 0.33 Gerlach, Smets (1997); 1979:3:12-1996:7:15
6-month rate 0.72 0.19 Gerlach, Smets (1997); 1979:3:12-1996:7:15
12-month rate 0.62 0.01 Gerlach, Smets (1997); 1979:3:12-1996:7:15

Three-month interest rate forecast using changes in:

3-month futures rate 0.73 0.48 This paper; 1990:01:01-1997:07:07
(maturing in 6 months)
3-month futures rate 0.95 0.84 This paper; 1990:01:01-1997:04:07
(maturing in 9 months)
3-month futures rate 1.10 0.68 This paper; 1990:01:01-1997:01:06

(maturing in 12 months)

The results of the type (i) tests sometimes favour the EH, but they apply only to the short
end of the term structure, with a maturity of less than 12 months. As Table 3 shows, the results of
Stréliski (1997) indicate that one, two and three-month rates are unbiased predictors of the average
call-money rate during the coming 30, 60 or 90 days, with the B coefficients linking the short and long
rates varying between 0.86 and 1.02 and not statistically different from unity. However, as Stréliski
points out, these coefficients are not stable over time. The results of Gerlach and Smets (1997) show
that three-month interest rates are fairly good predictors of average one-month rates over the
subsequent three months. However, the ability of the six and twelve-month rates to predict one-month
rates is fairly imprecise, with the B coefficients deviating further and further from unity. Finally, our
results indicate that the rates of future agreements are unbiased predictors of three-month interest

14 1t should be noted that the error term v; is a moving average representation, the order of which depends on k and on the
frequency of the data used. When testing the hypothesis B = 1, we must take this characteristic of the error term into
account. The results presented use the Newey-West procedure, which corrects the variance-covariance matrix.
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rates up to nine months in advance. However, like Stréliski we found that the B coefficients are
unstable over time. For example, simply adding the year 1989 to our base sample reduces the value of
the P coefficients by approximately 0.4 points. This instability is perhaps a reflection of the fragility
of the EH.15

The type (ii) tests were developed by Campbell and Shiller (1987) and applied to
Canadian data, inter alia, by Hardouvelis (1994) and Gerlach (1996). According to this methodology,
one must first estimate a VAR with two variables, namely the change in short-term interest rates and
the spread between the long and short interest rates. The VAR is then used to forecast future short-
term interest rates, and these forecasts serve to calculate the theoretical values of the long-term
interest rates under the EH with a constant term premium. Finally, statistical tests are used to compare
the theoretical values for long-term interest rates with their observed values. Overall, the results of
Hardouvelis (1994) and Gerlach (1996) tend to support the EH with Canadian data. However, the
authors admit that the tests of the EH are not very powerful. Indeed, using an alternative hypothesis
under this methodology, Sutton (1997) obtains results which tend if anything to reject the EH.16

The type (iii) tests for common trends are, in the first instance, aimed at testing the
hypothesis of cointegration between short and long-term interest rates, and then, if there is
cointegration, testing for the presence of a common relation [1, -1] between these rates.l” In Table 4,
we present the results of these tests applied to a large range of Canadian interest rate pairs, ranging
from one and three-month rates to those at one, two, three, four, five and ten years.!® We use monthly
data covering the period 1972-96. The tests are obtained from estimating VECMs (vector error
correction models) according to the methodology proposed by Johansen (1988) and Johansen and
Juselius (1990). It should, however, be noted that the majority of the equations estimated in the
VECMs, and shown in Table 4, suffer from a fairly severe ARCH-type error heteroskedasticity
problem. This means that the cointegration tests and the hypothesis tests [1, -1] must be interpreted
with caution.

The two tests used, MV and Trace, do not jointly support the presence of cointegration.
Indeed, of the 28 interest rate pairs, there are only four for which both tests reject the absence of
cointegration. Cointegration is present at the short end of the yield curve (between 30 and 90-day
rates), but the hypothesis of a common relation [1, -1] in this segment is rejected.!® Cointegration is
also found in a section of the medium-term rate segment (between two, three and four-year rates), but
there are no cointegration links between this segment and that of short rates, or with the long segment.
As regards the long-term coefficients linking the different interest rate pairs, these are not too far from
unity and lie between 0.79 and 0.99. In sum, fairly close relationships exist between short and long-
term interest rates, but the absence of cointegration suggests that the term premium is variable and
non-stationary.

Some may maintain that this instability reflects that the sample periods are too short to produce reliable statistical results
rather than the fragility of the base hypothesis.

According to Sutton (1997), the existence of a significant excess correlation between long-term bond yields in different
countries is an indication that the EH is rejected, at least in terms of the formulation proposed by Campbell and Shiller.

With interest rates often being regarded as non-stationary, the cointegration hypothesis [1, - 1] signifies, on the one hand,
that permanent shocks affecting short-term interest rates (and, consequently, expectations of future short rates) will be
reflected in corresponding changes in long-term interest rates. On the other hand, if there is cointegration [1, - 1],
permanent shocks to long rates (which reflect the changes in expectations) should ultimately be reflected in changes in
future short rates. Thus, cointegration [1, - 1] is a necessary condition for the EH.

18 Table 4 is taken from Tkacz (1997).

Gravelle (1997) arrives at similar conclusions when examining the relationships between three-month rates and the rates
on forward agreements maturing in four, six, nine and twelve months.
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Table 4

Cointegration test between interest rate pairs

System MV Trace Long-term Test [1, -1]
vector (p-value)
[90 days, 30 days] 25.81%* 30.84* [1,-0.979] 0.03
[1 year, 30 days] 11.02 14.38+ [1, -0.943] 0.59
[2 years, 30 days] 10.44 14.64+ [1, -0.868] 0.35
[3 years, 30 days] 10.16 14.17+ [1,-0.831] 0.31
[4 years, 30 days] 10.15 13.97+ [1,-0.813] 0.31
[S years, 30 days] 10.28 14.25+ [1, -0.804] 0.32
[10 years, 30 days] 9.36 13.78+ [1,-0.792] 0.43
[1 year, 90 days] 9.74 13.07 [1,-0.996] 0.97
[2 years, 90 days] 923 13.54+ [1,-0.919] 0.62
[3 years, 90 days] 9.38 13.57+ [1, -0.880] 0.52
[4 years, 90 days] 9.69 13.74+ [1,-0.862] 0.49
[5 years, 90 days] 9.91 14.12+ [1,-0.850] 0.48
[10 years, 90 days] 9.12 13.73+ [1, -0.836] 0.56
[2 years, 1 year] 9.57 13.43+ [1,-0.904] 0.05
[3 years, 1 year] 7.71 12.02 [1,-0.865] 0.16
[4 years, 1 year] 8.54 12.99 [1,-0.865] 0.24
[S years, 1 year] 9.78 14.44+ [1, -0.860] 0.25
[10 years, 1 year] 10.29 15.07+ [1,-0.787] 0.16
[3 years, 2 years] 11.67 15.83* [1,-0.958] 0.16
[4 years, 2 years] 13.19+ 17.04* [1,-0.939] 0.20
[5 years, 2 years] 12.37+ 16.46* [1,-0.933] 0.30
[10 years, 2 years] 10.53 15.91* [1,-0.867] 0.28
[4 years, 3 years] 12.68+ 16.26* [1,-0.976] 0.28
[5 years, 3 years] 11.31 15.39+ [1, -0.968] 0.45
[10 years, 3 years] 9.56 14.82+ [1,-0.892] 0.30
[5 years, 4 years] 10.99 15.41* [1, -0.988] 0.55
[10 years, 4 years] 9.45 14.20+ [1,-0.899] 0.19
[10 years, 5 years] 11.49 16.05* [1, -0.928] 0.15

Notes: The systems are estimated on monthly data for the period 1972-96. The order of the system, or the p-value, equals 12.
The statistics for MV and Trace allow testing for cointegration, using the null hypothesis of no cointegration (for more details
see the notes to Table 5).

Among the reasons for the difficulties in accepting the EH (or in identifying the presence
of a common trend between short and long rates), the possibility that the term premium is time-
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varying is the one which has aroused the most interest at the Bank recently. We have a large number
of results that tend to support the hypothesis of a variable term premium, but little evidence of the
underlying factors that might influence it. Thus, there are a number of results which show that the
term premium depends on the conditional variability of interest rates themselves, which can be
characterised by the distribution function of the shocks affecting the interest rates and by the rate
determination process. In addition, as demonstrated by Lee (1995), in a general equilibrium model of
the structure of interest rates with a monetary constraint, the term premium may depend on the
conditional variability of the growth of economic activity and on the growth of the money supply. The
empirical findings by Lee on the basis of US data appear to support his theoretical model. However,
in a similar study Hejazi and Lai (1996) were not able to identify such a relationship using Canadian
data. According to their results, the term premium is linked to the conditional variability of both
interest rates themselves and the exchange rate. This last result surely deserves particular attention in
future research.

When the premium is variable, rejection of the EH can also depend on the difficulty of
forecasting future interest rate changes. In this regard, the work of Gerlach and Smets (1997) has
shown that the tests tend not to reject the base hypothesis in countries where short-term interest rates
are more easily forecastable, particularly those using a fixed exchange rate regime, which is, of
course, not the case for Canada and the United States. According to their results, Canada is the
country in which short-term interest rates are the most difficult to predict after the United States.
Furthermore, it is well known that the EH is frequently rejected for the United States.

By the same token, it is possible that the difficulty of forecasting the future stance of
monetary policy explains the rejection of the EH. The Bank of Canada has made considerable efforts
in recent years to make monetary policy objectives and actions more transparent to the public.20 In
addition, research is currently under way to verify the potential effects of transparency on the
forecastability of short and long-term interest rates in Canada.

To sum up, even if the EH is often rejected by Canadian data on the basis of statistical
criteria, the fact remains that it constitutes an important economic hypothesis for explaining the path
of long-term interest rates. Thus, the base model is not so much faulty as incomplete. In itself, the
rejection of the EH does not, perhaps, pose a very serious problem for the monetary authorities. What
presents a greater challenge, however, is understanding the reasons for the rejection of the base
hypothesis. If the determining process of long-term interest rates changes over time, this would
explain the rejection of the EH, while at the same time complicating the analyses of the monetary
policy transmission process as well as the information content of the term structure of interest rates.
This is why research is still in progress on testing the EH and understanding the reasons for its
rejection. In the next section, we examine one potential cause.

3.2 The risk premium linked to public sector debt, the term premium and the common
trend between short and long rates

Along with the difficulty of establishing stable links between short and long-term interest
rates in Canada, various studies have shown the very strong substitutability between Canadian and US
bonds, and the very close links which exist between the interest rates of these two countries.2! More
recently, studies have revealed that a variable risk premium could be attached to long-term Canadian
bonds on the international markets, possibly because of the rise in Canada’s public and external debt
during the second half of the 1980s and the first half of the 1990s.22 This risk premium, which we will

20 See the paper by Clinton and Zelmer (1997) on this subject.
21 See, inter alia, the studies carried out at the Bank of Canada by Caramazza et al. (1986) and Murray and Khemani (1989).

22 See the studies by Orr et al. (1995) and Fillion (1996).
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refer to here as the debt premium, arises in part out of the uncertainty that often attaches to the value
of the currency of a heavily indebted country. In the light of these results, it would seem of interest to
examine the hypothesis that the debt premium also influences the term premium. Tests of the EH (or
tests for a common trend) which do not take account of this situation might tend to reject, spuriously,
the base model.

The hypothesis we wish to examine derives from the following three long-run relations:23

i*=if* + Az()+ Q, (7
i=if +&z(s)+Q, (8)
i =if +o ©)

Equation (7) represents the hypothesis of uncovered interest parity between long-term
rates in Canada and the United States. It states simply that long-term interest rates in Canada (i) are
equal to long-term interest rates in the United States (ifX), plus the expected changes in the exchange
rate over the life of long-term bonds (A€z(1)), plus a risk premium (€2;) which may correspond to the
debt premium. Equation (8) represents the hypothesis of uncovered interest parity between short-term
interest rates in Canada and the United States (i and if). It takes a similar form to equation (7).
Equation (9) states that there is a long-run unit root between long and short-term interest rates in the
United States, plus a term premium ¢. Thus, the model is based on the hypothesis of a common trend
between short and long rates in the United States, a hypothesis that is not necessarily accepted
unanimously.2*

By substituting equation (9) into (7) and subtracting (8), we obtain the following
equation:

i —i:(p+[Aez(l)—Aez(s)]+ Q-] (10)

Thus, we find in equation (10) that short and long-term interest rates have a unit root. We
note that the spread between long and short rates can depend on a number of factors. For simplicity’s
sake, we assume that the expected short and long-term exchange rate changes are equal, in other
words, A¢z(l) = A¢z(s).% In addition, we assume that the term premium in the yield curve for the
United States (¢) is predetermined and stationary, as is the risk premium incorporated in short-term
interest rates in Canada (£2).26 These hypotheses allow us to obtain a stationary component for the
term premium, which we define as ®= ¢ - Q.. Finally, we assume that the risk premium in long-term

23 The approach which follows is an approximation. It serves to illustrate the hypothesis we wish to examine rather than to
obtain an exact formulation of the term structure. The time indices have been omitted in order to facilitate the notation.

24 Engsted and Tanggaard (1994) do not reject the hypothesis of a common trend between short and long-term interest rates

in the United States on the basis of cointegration tests obtained from the estimation of VECMs. However, Gerlach (1996)

and Gerlach and Smets (1997) strongly reject the EH using type (i) and (ii) tests applied to US data. The fact that the EH

does not hold in the United States may well explain why it is not accepted in Canada either, given the strong

substitutability between Canadian and US bonds, but we do not address this possibility in this paper.

25 This hypothesis may seem fairly extreme, but it is probably correct given the difficulty in finding an appropriate

exchange rate forecast model.

26 We have certain reasons for believing that the spread between Canadian and US short-term interest rates is not stationary,

and that this spread is linked to Canada’s public and external debt ratios. However, this relationship appears to be

unstable. This is why we favour the hypothesis that the risk premium incorporated in short-term bonds is stationary.
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interest rates in Canada is variable and, more particularly, that it depends on Canada’s public sector
debt ratio €(D), where D is the ratio of public sector debt to nominal GDP.

Under these hypotheses, we obtain the following formulation for the term structure of
Canadian interest rates:

*=i+®+Q,(D)) an

To test this formulation, we use a set of cointegration and hypothesis tests obtained from
the estimation of VECMs similar to those previously discussed. We apply these VECMs to interest
rate measures from which we have previously subtracted the inflation rate for the preceding year,
because this transformation reduces the problem of error heteroskedasticity we described earlier. The
main estimation results are presented in Table 5. The estimation period runs from the first quarter of
1972 to the last quarter of 1994,

Table 5

Cointegration tests between interest rates (data adjusted for the previous year inflation rate)

System Cointegration tests Univariate Hypothesis tests
specification tests

HO MV Trace | LB(24) | ARCH (5) | Non-constrained/constrained | p-value
long-term vector coefficients

Tests of common trend

(1) rled, rsed =0 | 9.81 |1282 0.51 021 |la.[l,-1.18)/I1,-1] 0.32
<1 301+ | 301+ | 0.87 0.27

Q) rled, rsed, | r=0 | 1977+ |28.49+ | 0.34 0.08 |2a.[l,-0.69,-0.03/1,-1,001] | 0.03
ngl <1 8.44 | 871 0.44 0.04 [2b.[1,-1,-0.01]/1, -1, 0] 0.78

0.30 046 |2c.[1,-0.69,-0.03]/1,-0.75,0] | 0.18
@3) rlcd, rsed, | r=0 | 18.83+ | 30.30+ | 0.66 0.13 |3a.[l,-0.69,-1.801/1, -1,0.88] | 0.04
prime <l | 951 | 11.47 0.99 046 |3b.[1,-0.69,-1.80]/1,-0.87,1] | 0.11

0.31 0.62 |3c.[1,-0.87, -1]/[1, -1, -1] 0.20

Tests of non-covered interest parity hypothesis (see Annex)

() rlcd, rleu =0 | 6.68 | 822 0.63 006 |4a.[1,-1.17)/[L, -1] 0.40
r<l 1.53 1.53 0.82 0.90
(5)rlcd, rleu, | r=0 |31.20% |53.59% | 0.42 0.19 |[5a.[L,-1.02,0.01,-0.17]/ 0.87
ngl, nfl <1 |1243 |2239 0.63 0.45 [1,-1,0.01,-0.17]
0.05 033 [5b.[1,-1,0.01,-0.17)/ 0.76
0.47 0.91 [1,-1,0,-0.15]
5c.[1, -1, 0.01, -0.17)/ 0.03
[1,-1,-0.03, 0]

Notes: The systems are estimated on data from 1972Q1-1994Q4. The order of the system, or the p-value, equals 5. All
equations are estimated including a constant term. The statistics for MV and Trace allow testing for cointegration, with
HO: r = 0 indicating that we are testing the null of no cointegrated vectors. If the null cannot be rejected, i.e. there is at least
one vector of cointegration, a step-wise procedure is used to verify that there is no more than one vector. Thus, if HO: r <1
cannot be rejected and HO: r = 0 has already been rejected, there is at most one cointegrating vector. On the other hand, if
HO: r <1 is rejected, there is more than one vector. “+” indicates statistical significance at a confidence level of more than
90% while “*” indicates a confidence level above 95%, with critical values taken from Osterwald and Lenum (1992). The
statistics LB(24) and ARCH(5) test for, respectively, autocorrelation and heteroskedasticity in the error terms, using a Chi-
square test. The first hypothesis tested is that there is a unitary relationship between pairs of interest rates (indicated
by 1, -1, d1), with bold figures referring to the hypotheses being tested. We also test the hypothesis that other variables may
have a significant influence different from O or 1 (indicated by (1, -1, 0) or 1, -1, -1)).
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We first use system (1) to examine the simple relation between long-term (i%*) and short-
term (i) interest rates in Canada. The results of the MV and Trace tests do not allow the absence of
cointegration to be rejected. As with the results presented in the previous section, this indicates that
the short and long-term interest rates are not cointegrated, even though there appears to be a fairly
close relation between i and i.

The results of system (2) show a cointegrating relation between i*, i and the public sector
debt ratio ngl. However, we can easily reject the hypothesis of a unit root between i* and i in this
model (system (2a)). In addition, in the system in which the unit root between i* and i is imposed, the
public sector debt ratio has no significant effect (system (2b)). Although the public sector debt effect
is also insignificant in the system in which the unit root between i* and i is not imposed (system (2c)),
it is not negligible economically, since each 1 percentage point increase in the public sector debt ratio
causes real interest rates to rise by 3 basis points in the long term (Graph 5).

These results suggest that there is a non-stationary component of the term premium
which is linked to the public sector debt ratio. However, as we have just seen, the effect of this
component is difficult to measure precisely. By the same token, the work recently carried out by
Fillion (1996) suggests that, in order to evaluate the effects of the public sector debt ratio on the risk
premium incorporated in Canadian long-term interest rates, account must be taken of: (a) the effects
of the public sector debt on Canada’s external indebtedness; and (b) the close cointegrating relation
which exists between long-term interest rates and external debt in Canada.

Graph 5
Effect of a 1% increase in the public sector debt/GDP ratio on long-term interest rates
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We simulated the VECM estimated by Fillion in order to evaluate the effect of the
change in the public sector debt ratio on the risk premium since the beginning of the 1970s, after
which we introduced this measure of the debt premium into the relation for the term structure of
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Canadian interest rates.2’” The results of this simulation are shown in Graph 6. (We assume that the
debt ratio during the period 1997-99 will decrease at the same pace as it increased during the three
years prior to its 1996 peak.) We note first of all that the risk premium attributable to the public sector
debt coincides fairly well with the major changes in the spread between Canadian and US interest
rates, in particular since the beginning of the 1980s. For example, the spread between Canadian and
US rates narrowed by approximately 150 points during the second half of 1996. However, according
to our simulations, the fall in the debt premium ought to have been observed in 1997, when the public
sector debt ratio effectively started to decrease.

In the last stage of this study, we introduce the measure of the debt premium (premium)
presented in Graph 6 into the relation for the term structure of Canadian interest rates. The results
(Table 5 (system (3)) indicate the presence of a cointegrating relation. We note, however, that the unit
root between short and long-term interest rates is rejected (system (3a)).28 When we modify the
sequence of hypothesis tests, we observe that we cannot reject the hypothesis that the debt premium
has a one-for-one effect on long-term interest rates (system (3b)), nor can we reject the unit root
between short and long-term interest rates (system (3c)).

Graph 6

Long-term interest rate differential between Canada and the United States
(adjusted for inflation differential) and estimated risk premium on Canadian bonds
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This last set of results shows that a common trend exists between short and long-term
interest rates when we take into account the presence, in the long rate segment, of a variable risk

27 For interested readers, a brief overview of Fillion’s (1996) results are provided at Annex 1.

28 1In the system in which the unit root between short and long rates is imposed, the variable premium shows an effect
significantly different from zero, but not different from one (results not reported here).
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premium linked to Canada’s public sector debt ratio. This suggests that the existence of the risk
premium might also help explain the rejection of the EH on the basis of the usual tests.

Conclusions

The aim of this paper has been to put into perspective the empirical results obtained at
the Bank of Canada and elsewhere on the subject of the information content of the term structure of
interest rates and to describe how this information is currently used in the conduct of monetary policy
in Canada. From the wealth of financial instruments whose prices may contain useful information for
a central bank, we have confined ourselves to examining the term structure of interest rates because
this is currently the most important source of information for the Bank of Canada and has been the
subject of a number of studies using Canadian data.

A large amount of research is currently being carried out at the Bank aimed at extracting
information from the prices of other financial assets. This research, and the relevant research
undertaken elsewhere in Canada, will be presented in May 1998 at a conference organised by the
Bank. Among the questions which need to be examined is that of the information on the distribution
of probabilities relating to exchange rate expectations that can be extracted from the prices of option
contracts, plus the information on inflation expectations that can be extracted from long-term interest
rates.

Annex: Canadian debt and its effects on long-term interest rates

This annex provides an overview of the results in Fillion (1996) which were used in
Section 3 of this paper to calculate a measure of the risk premium on Canadian bonds linked to the
development of the public sector debt ratio.

The results from system (4), presented in the second half of Table 5, show that we cannot
reject the absence of cointegration between real long-term interest rates in Canada ¥ and the United
States if*. System (5), on the other hand, indicates a close cointegrating relation between iX, if*, the
public sector debt ratio ngl/ and the Canadian external debt ratio nfl. This result in favour of
cointegration is obtained because the system contains two important endogenous variables, i¥ and
nfl.2% Indeed, it would appear crucial to take account of the endogenous character of external debt in
order to identify a cointegrating relation between interest rates in Canada and the debt variables used
to approximate the risk on Canadian bonds. Furthermore, the results show that if* and ngl/ are
exogenous variables, in the weak sense, in this system30 The results also reveal a very close
relationship between Canadian and US long-term interest rates (system (5a)). In addition, they
indicate that ng/ has no significant effect (system (5b)), whereas nfl is significant at a confidence level
of over 95% (system (5c¢)).

29 The endogenous or exogenous character is identified using tests of significance of the adjustment parameters which are
attached to the cointegrating vector in each equation.

30 While the public sector debt may be exogenous in the weak sense, it is a little difficult to believe that it is strictly

exogenous, if only because of the effect that interest rate changes can have on the servicing of public sector debt and,

consequently, on deficits and indebtedness. This relation is found in our systems of equations, but these systems are not

well adapted to examining this particular question. See Fillion (1996) for more details on this subject.
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It would therefore appear that a cointegrating relation exists between Canada’s external
debt ratio and Canadian interest rates. However, since the external debt variable is endogenous, it is
difficult to quantify the role of this variable in the measure of the risk premium. On the other hand,
the public sector debt ratio, which is more exogenous, does not seem to have a significant direct effect
on the risk premium. Nevertheless, this ratio may have a major effect on the risk premium to the
extent that it influences the development of the external debt ratio. In order to evaluate the effect of
public sector debt on the risk premium for Canadian bonds, we estimated the VECM including the
variables i, if¥, ngl and nfl by postulating that ng/ and if* are exogenous, and we simulated it for the
values observed for the public sector debt ratio since the beginning of the 1970s.3! The results of this
simulation are presented in Graph 6. We discuss them in more detail in the paper.

Another way of evaluating the effect of the public sector debt ratio on the risk premium is
to submit the system of equations to a representative shock of 1 percentage point of ng/ (see Graph 5
of this paper).32 In this system, each 1 percentage point rise in ngl/ has the long-run effect of
increasing the external debt ratio by 0.22 percentage points. On the basis of the estimated
cointegrating relation, it is easy to establish that the 1-point shock to the public sector debt ratio, given
its effect on nfl, causes an increase in the risk premium for Canadian long-term bonds of 3.1 basis
points after a certain time has elapsed. The dynamic profile of this effect is shown in Graph 5.
Although the impact on the risk premium is imprecise during the first year, it is particularly high
during the second and third years. After the third year, the simulations converge rapidly towards the
long-run value. The strong rise in the risk premium during the intermediate period may reflect the
reaction of financial market participants to the uncertainty surrounding the links between a rise
observed in the debt ratio and its expected future path.
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What do asset price movements in Germany tell monetary policy makers?

Dietrich Domanski and Manfred Kremer®

Introduction

Asset prices can play a twofold role in monetary policy. First, they may be seen as
important elements in the chain along which monetary policy stimuli are transmitted to the real
economy. From this perspective, asset price movements cause changes in aggregate demand or the
price level through substitution, income and wealth effects. If these structural relationships were
stable and could be estimated reliably, asset prices could be used as indicators of, or even target
variables for, monetary policy. Second, they may be seen as predictors of the future course of the
economy, independently of their active role in the transmission process. This view does not depend on
the causal influence of asset prices on the macroeconomic variables to be predicted. Instead, it takes
due account of the fact that the price of rationally valued assets should reflect the expected path of the
asset’s income components and the equilibrium returns used for discounting the future stream of
income. If these expectations were influenced by the anticipated development of certain
macroeconomic fundamental factors, and if, furthermore, market expectations were not systematically
biased, asset prices could be used by the central bank as predictors of real activity and inflation.

The monetary policy implications of both roles depend crucially on the informational
efficiency of asset markets. Market inefficiencies would cause asset prices to deviate from their
fundamental values, distorting their informational content and their indicator quality. Furthermore, if
asset prices play an important role in the transmission process, mispricing may adversely affect
economic activity and price stability. The main body of this paper is devoted to assessing the
predictive power or the informational content, respectively, of dividend yields and the term structure
spread to draw some preliminary conclusions about the efficiency of the stock and government bond
markets in Germany.

The theoretical framework is provided by the rational valuation approach. Applied to the
bond market and the stock market, this approach leads to the expectations hypothesis and the dividend
discount model, respectively, both on the assumption of rational expectations. The informational
content is judged by metrics from univariate regression techniques using short and long-horizon
measures for future inflation, stock returns, dividend growth, and interest rate changes as dependent
variables and the spread or the dividend yield as regressors. The paper closes with some implications
of the results for monetary policy.

1. Pricing stocks and bonds with the rational valuation approach

The value of financial assets generally depends on the future stream of payments the
holder is entitled to receive. Hence, it is economically reasonable to calculate an asset’s fundamental
value as the discounted present value of the expected stream of income. The discount rate used can be
interpreted as the required (expected) rate of return which attracts investors to hold the asset in their
portfolios. In an informationally efficient market, an asset’s actual market price should then equal its
fundamental value as calculated by all or the marginal investor depending on whether expectations are
assumed to be homogeneous or not. Thus, testing the informational efficiency of asset prices requires

The views expressed in the paper are those of the authors and not necessarily those of the Deutsche Bundesbank.
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an assumption about the behaviour of equilibrium returns and a hypothesis as to how market agents
form expectations.

1.1  Stock pricing
Applied to the stock market, this general valuation approach is the dividend discount

model. We can derive it starting with the approximation formula for the continuously compounded
one-period return A,,1 on stocks as suggested by Campbell and Shiller:!

ht+1 :k+ppz+1+(1_P)dr+1_p; (1.1)

with k., = approximate continuously compounded (or logarithmic) one-period return on stocks over
the holding period t+1; p, = log of stock price measured at the end of period #; d,,; = log of dividend

paid out before the end of period t+1; p=1/(1+exp(d — p)), where d — p = average log dividend
yield; and k =—log(p)—(1—-p)log(l/p—-1).
Equation (1.1) provides a loglinear relation between stock prices, returns and dividends,

which is more convenient for calculation purposes if equilibrium returns are allowed to be time-
varying. It is a first-order linear difference equation in the stock price. Solving forward and imposing

the terminal condition limp’p,,; =0, yields:?
Joeo

k ca .
P = q + E‘opj [(1 - P)dr+1+j - hr+1+j] -

Equation (1.2) is a mere identity, which says that today’s stock price is high if future
dividends are high and/or future returns are low. By applying the conditional expectations operator

E.x,,, =Elx, +1\Q,] (with Q, the market-wide information set available at the end of period ¢) and the

law of iterated expectations, equation (1.2) can be changed to an ex ante relationship: 3

t+1

k o0 .
p,=—+ ij [(l_p)EdeHj _Etht+1+j] o

I-p j=0

Further assuming homogeneous expectations on the part of all market participants and
instantaneous market clearing, the log stock price always equals its single fundamental value, which
in turn is the specifically weighted, infinite sum of expected log dividends discounted by principally
time-varying expected equilibrium returns. Thus, equation (1.3) just represents the dividend discount
model. Combined with rational expectations, it is also a valid representation of the “rational valuation
formula” (RVF) for stocks.?

The loglinear approximation framework has two important advantages: first, it allows a
linear and thus rather simple, analysis of the stock price behaviour. Second, it conforms with the
empirically plausible assumption that dividends and stock returns follow loglinear stochastic

b See Campbell et al. (1997), pp. 260-2.

2 This terminal condition rules out rational bubbles that would cause the log stock price to grow exponentially forever at
rate 1/p or faster (Campbell et al. (1997), pp. 262 f.).

3" In technical terms, the law of iterated expectations can be expressed as E4[E, +i—1ht +il= Ethyy; which may be
interpreted as a consistency condition under rational expectations.

4

See Cuthbertson (1996), who applies the RVF to various financial instruments (stocks, bonds, foreign exchange).
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processes. For the empirical analysis it turns out to be advantageous to rearrange equation (1.3) such
that the log dividend yield (or log dividend-price ratio) is singled out as the left-hand variable:

k =
dt -p=-T—1+t ij (_ErAdt+l+j + Etht+l+j) (1-4)
1-p =0
Figure 1
Dividends (left-hand scale) and stock prices (right-hand scale)
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The empirical evidence generally suggests that the logs of dividends and stock prices
follow non-stationary I(1) processes (see Figure 1). Dividend changes (the first differences) are
therefore 1(0) or stationary, as are the one-period stock returns. Thus, the right-hand side of equation
(1.4) — a weighted sum of (expected) dividend changes and stock returns — should also be stationary.
Dividends and stock prices must then cointegrate so that the (log) dividend yield can form a stationary
process, too. If these stationarity assumptions were true, equation (1.4) would only consist of
stationary variables and could be used for regression analysis without any further data transformations
or use of non-standard distribution theory.

1.2 Bond pricing

Now we turn to the RVF for bonds. Since our analysis of the German bond market is
based upon estimated spot rates (zero coupon rates), we start with the definition of the one-period
return on a pure discount bond:

W =in(+H) =P ~1n P (L.5)

t+1 1+1 t+1

with 4) = continuously compounded (or log) one-period return on a pure discount bond over the

holding period #+1; P = price of an n-period pure discount bond measured at the end of period ¢.

To cast equation (1.5) in terms of continuously compounded spot yields z™, we

substitute out bond prices by using the relation InP"” =InM —nln(1+Z™)=InM —nz™” . M is the

redemption price of the n-period bond and Z™ is the simple spot rate. Equation (1.5) then becomes:

B =nz™ —(n -1z (1.6)

t+1 t+1
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The different theories of the term structure of interest rates are now based on different
assumptions about the required or expected one-period return that attracts investors to hold an n-

period bond over one period. We assume that investors require a rate of return which exceeds the one-

period risk-free rate r, by a term premium "5

EAD = E |z - (n-1)e =7, + 1 (1.7
or nzl® =(n-1Ez7" +r, + T, (1.8)

Now leading (1.8) one period, applying the law of iterated expectations and substituting
the result into equation (1.8) gives:

nz™ =(n-2E, 2% +r, + E;pop +T + ETSTY (1.9)

(n—j)
t+

familiar term structure relationship which also represents the RVF for bonds:®

Further substituting and noting that (n-— j)E, z =0 for j=n, we finally obtain a

) 15 LS e 15 )
7z, =E, —zrm +E, ;ZTIH' =E, ;zrm’ +E,0, (1.10)
i=0

ni—o i=0

with ¢§") = the average risk premium on the n-period bond until it matures. The n-period long-rate

equals a weighted average of expected future short rates plus the expected average risk premium. But
this equation is non-operational unless we assume a specific form of the term premium.” Different
assumptions about the term premia also characterise the different term structure theories. For
example, the pure expectations hypothesis (PEH) rests on the assumption of zero term premia for all
maturities, while the expectations hypothesis (EH) only requires constant term premia which are the
same for all maturities.?

Under empirically plausible assumptions about the time-series characteristics of interest
rates, the following rearrangement of equation (1.10) leads to a stationary transformation, which is
now widely used for regression purposes:?

n-1
St(n,l) =Zt(n) —-n= Z(I—i/n)EtArH-i +E, gn) (1.11)
i=1

The expected excess return may generally be called a risk premium. But since the yield data we use are for government
bonds only which carry little or no default risk, the remaining risk of such bonds mainly arises from different terms to
maturity. The expression “term premium” draws on this fact (see Cuthbertson (1996), p. 214).

The RVF for coupon-paying bonds is very similar to the formula for stocks. Uncertain dividend streams in the latter case
are replaced by known coupon payments over a limited period of time, and, at maturity, the also known nominal value
will be redeemed. This certain stream of (nominal) income has to be discounted using consecutive expected one-period
returns required by the investors to hold the bond over its time to maturity, just as in the case of stocks. For pure discount
bonds, only the redemption price has to be discounted to get the fundamental bond value and thus the RVF.

7 See Cuthbertson (1996), p. 225.
For a short survey of different term structure theories see, e.g., Cuthbertson (1996), pp. 218-23.

Although there are theoretically strong reasons for regarding interest rates as stationary variables, conventional
integration tests most often suggest interest rates to be near-integrated variables whose time-series behavior may better be
represented by non-stationary I(1) processes, at least in finite samples of typical size.
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Figure 2

Dividend yield (left-hand scale) and one-month interest rate (right-hand scale)
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Hence the spread between a long rate and a short rate should reflect the agents’
expectations about future changes in the short rate and, under the expectations hypothesis, a constant
term premium ¢ (see Figure 2). This is essentially an arbitrage condition saying that the investment
in the long bond should earn the same return as successive short-term investments plus a risk premium
that compensates for the capital risk incurred by holding the long bond.

2. Econometric evidence on the informational content and efficiency of
German stock and bond market prices

The study of prices of long-term assets is intimately related to the study of long-horizon
asset returns.19 As equation (1.3) or, analogously, (1.4) shows, an infinite sum of future dividends
enters into the calculation of the fundamental share value. Thus, the dividend of a single period can
only be a small fraction of the stock price. Persistent changes in dividends therefore have a much
larger influence on the stock price than do temporary dividend movements. A similar insight applies
to changes in the discount rate used to value any financial asset.

This general conclusion provides the basis for the econometric analysis of this section. If
dividend growth and discount rates follow predictable patterns, and if agents’ expectations are not
systematically biased, then the actual prices of longer-term assets like stocks and bonds should on
average give useful information about the future course of asset returns or other variables correlated
with the return process. It is intuitively plausible from the RVFs that in this case the forecast
performance of current asset prices should generally be better for longer-term return measures
(average returns), since these make up a larger part of the asset’s calculated equilibrium price, and
are, moreover, presumably less susceptible to large one-time shocks and peso effects than highly
volatile short-term returns. !1

In the following, long-horizon regressions are employed to determine the informational
content of stock and bond market indicators regarding future stock returns, dividend growth, and
short-term interest rate changes, respectively. Future ex post returns or short-rate changes measured
over varying horizons are regressed on the current dividend yield or interest rate spread. The forecast

10 See Campbell et al. (1997), p. 253.

11 See Kaul (1996), p. 284.
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performance (predictive content) of each regression then helps to evaluate whether dividend yields or
spreads better reflect correctly anticipated developments over longer or shorter horizons. This
regression framework does not presuppose any specific model of the equilibrium return process. Thus,
partial forecastability of returns (or excess returns) given lagged information, may indicate that
conditional expected (equilibrium) returns are not constant, but vary over time, perhaps driven by
time-variation in risk premia.!? In addition, the predictive content of the same financial market
indicators for future developments of macroeconomic variables like inflation or output generally
provides some stylised facts about which fundamental factors are likely to determine equilibrium asset
returns. In the present case, we ask about the informational content regarding inflation, since this is
the most important variable from a monetary policy point of view.13

With respect to market efficiency, the long-horizon regressions for stock returns can be
used to test the null hypothesis of constant equilibrium returns. Under this “traditional” hypothesis,
future returns in excess of a constant should be unpredictable regardless of the return horizon and the
information variables used.’* In this single-equation setting, the unpredictability of stock returns can
easily be tested by zero coefficient restrictions. However, in line with modern economic theory and
the overall empirical evidence, it is now commonly believed that equilibrium returns vary over time.
In this case, only returns in excess of the time-varying equilibrium component should be
unpredictable. Efficiency tests under this assumption thus require a proxy for expected equilibrium
returns. A short-term interest rate (the risk-free rate corresponding to the time-horizon over which
returns are measured) is sometimes used for that purpose. As demonstrated above, this idea of
constant equilibrium excess returns over a short-rate, applied to the bond market, leads to the
expectation hypothesis of the term structure. Testing this hypothesis, which will be done below, is
tantamount to testing bond market efficiency within the present framework.

Finally, a few comments on the data.!> The RVF will not be applied to individual
instruments but to broad portfolios of German stocks and bonds. While it is rather uncontroversial to
refer to “average” bond yields calculated from a basket of homogeneous bonds (with comparable
terms to maturity), it is more questionable using aggregate stock market data instead of data on single
shares, since companies are likely to pursue very different dividend policies. But as Marsh and
Merton have shown, “it is (...) possible for aggregate dividends to exhibit stable and consistent time-
series properties even if no such stability were found for individual firms.” Since, for theoretical and
empirical reasons, the opposite is much less likely, it is advisable to use aggregate data if the
empirical testing methodology strongly depends on capturing any systematic and stable element of
dividend (policies) behaviour.!6

2.1 The informational content of the dividend yield
Dividend yields, stock returns and dividend growth

We will begin with regressions that should reveal the information contained in the
dividend yield for future stock returns and dividend growth. Equation (1.4) shows that the current

12 See Campbell (1987), p. 373.

13 See Cuthbertson (1996), p. 129.

14 Under risk-neutrality, asset returns should behave like martingales or random walks, respectively, which are

unforecastable by definition. The neglect of time-variation in rational risk premia in a risk-averse world thus led to the
long-held view that return predictability is synonymous to market inefficiency. See Kaul (1996), pp. 270-2.

A more detailed description of the data is provided in the Appendix.

16 §ee Marsh and Merton (1987), pp. 4 1.
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dividend yield should predict future returns if the discount rates used by forward-looking investors
actually depend on expected holding period returns for subsequent periods, and if these expectations
do not deviate systematically, and too much, from realised returns. Since stock prices also depend on
expected dividends, the dividend yield can only provide noisy measures -of variatien in expected
returns, though, as Keim and Stambough put it, “ (...} whether this low signal-to-noise ratio destroys
any ability of prices to predict returns is an empirical question.” 17 The regressions for dividend
growth are subject to the same omitted-variables problem because, in that case, expected stock returns
introduce noise. To circumvent this problem, we also use the difference between returns and dividend
growth as a single dependent variable.

Table 1

Long-horizon regressions of stock return measures on the log dividend yield

Regression equation: %(xmﬁ— et X ) =0(K) + B(K)d, — p) + €,k &
Estimation period with monthly data: December 1977 to June 1997
Forecast horizon (K)
1 3 12 24 36 48
X, =h,
R*(K) 0.001 0.013 0.052 0.102 0.120 0.352
B(K) 8.461 13.317 18.566 17.6113 16.240 17.389
t-value Newey and West 0.559 0.982 1.498 1.629 2.243 2.715
X, = Ad,
R*(K) 0.046 0.108 0.229 0.166 0.143 0.107
B(K) -18.770 -20.616 -15.058 -9.863 -1.217 -5.168
t-value Newey and West -3.360 -3.327 -3.592 -2.761 -2.263 -1.659
X, =h —Ad,

R*(K) 0.013 0.048 0.187 0.318 0.462 0.629
B(K) 27.231 33.933 33.624 27.474 23.457 22.557
t-value Newey and West 1.722 2.321 2.551 2.641 3.677 4.816
Notes: h is the annualised one-month continuously compounded stock return in per cent. Ad is the annualised one-month
dividend growth rate in per cent. (d - p) is the log dividend yield. oK) (not shown) and B(K) are the coefficients for the
regression constant and the dividend yield, respectively, estimated by OLS. & + g g are the error terms which are
autocorrelated owing to data overlap for K > 1 under the null hypothesis of no predictability. Standard errors and t-values
are corrected for serial correlation and heteroskedasticity in the equation error using the method of Newey and West
(1987). Number of observations: 235 - (K-1).

Table 1 shows the regression results for each of the three dependent variables measured
over a holding period (K months), ranging from one month to four years.!® The regressions use
monthly data, which means that data-overlap for the forecast horizons exceeding one month, induces

17" See Keim and Stambaugh (1986), pp. 360 f.

18 The forecast horizons are chosen rather arbitrarily and follow the influential work of Fama and French (1988, 1989).
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serial correlation of the error terms even under the null hypothesis of no return predictability (zero
coefficient on the dividend yield). In this case, errors are correlated with K-1 previous error terms. But
under alternative hypotheses, in which returns have a variable conditional mean, the serial correlation
can in fact be arbitrary if dividend yields do not capture all of the variation in the conditional mean.!®
Additionally, since the regressor is only predetermined and not strictly exogenous, asymptotic
distribution theory must be used to generate standard errors. The alternative t-statistics shown in the
table for the null hypothesis of a zero coefficient are corrected for serial correlation and possible
heteroskedasticity as suggested by Newey and West (1987) using a lag length of K-1.20

The upper part of Table 1 (see also Figure 3) summarises the main results for the stock

returns regressions. The coefficient of determination (the R*(K) statistic) increases continuously with
the forecast horizon, as do the t-values. The slope coefficients also increase from the one-month to the
twelve-month horizon and remain roughly at that level for the longer forecast horizons. But statistical
significance can only be attached to the 3-year and the 4-year return periods.?!
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19 See Hodrick (1992), p. 360.

20 These issues are discussed in more detail in Campbell et al. (1997), pp. 534-6.

21 The results broadly conform to those for the US stock market, although our sample is much smaller, which weakens the

comparability of results; see Fama and French (1988), p. 13 or Campbell et al. (1997), p. 269. The results for nominal
returns are very similar to the results for real stock returns.

31



The R? statistics for the dividend growth regressions show, instead, a hump-shaped
pattern and are much higher than in the stock returns case except for the 4-year horizon. They peak at
the 1-year horizon with more than 20% of explanatory power (see Figure 4). What is more important
is the high statistical significance of the slope parameters, particularly for the short to medium
forecast horizons.

Figure 4
Long-horizon regressions: dividend growth [ddiv(k)] and dividend yield
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The results for the combined returns variable (returns less dividend growth) are even
more impressive. Although, by mere visual inspection, the time-series of this variable shows a very
similar and volatile pattern as stock returns alone, the predictive power and the statistical significance
of the slope coefficients are much higher for every forecast horizon (compare the results of the upper
and the lower parts of Table 1, and see also Figure 5). The R statistic increases to a remarkable 46
and 63% for the 3 and 4-year horizon, respectively. This comparison indicates that the noise
introduced by dividend growth to the stock returns regressions is not negligible.

Although there are some serious doubts about the statistical reliability of long-horizon regressions, we
interpret the results as providing sufficient preliminary evidence that future stock returns, and
especially future dividend growth, contain predictable components which are reflected in the current
dividend yield.22 The fact that return predictability increases with the length of the holding period

22 There are some general problems with long-horizon regressions in small samples. If the data are sampled more finely
than the forecast interval, the error terms are autocorrelated at least of the order at which the data overlap. This
autocorrelation is usually corrected for by use of some asymptotic distribution theory, in most cases with additional
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considered may result from a better forecastability of the medium to long-term prospects of the
economy (interest rates, business cycle positions).

Figure 5
Long-horizon regressions: combined returns [r(k) — ddiv(k)] and dividend yield
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From the point of view of market efficiency in terms of rational expectations

(summarised by the RVF) the results of Table 1 indicate that dividend yields signal persistent time-
variation in expected equilibrium returns, rejecting the long-held hypothesis that equilibrium returns
are constant. The efficient markets hypothesis only postulates that abnormal returns are unpredictable,

correction for heteroskedasticity. But if the time span of data overlap is not small relative to the sample size, this
approach is also flawed because there are not enough data points to reliably estimate the variance-covariance matrix.
Monte Carlo simulations indicate that asymptotic standard errors can be very misleading in small samples (see Hodrick
(1992), and Gerlach (1997), p. 164). An alternative is to use empirical standard errors using a bootstrapping procedure.
But this method can only deal with biased standard errors. Another finite sample problem that puts into question the
statistical reliability of long-horizon regressions derives from the fact that the independent variable, although
predetermined with respect to the dependent variable, is stochastic and most likely correlated with past regression
disturbances. This phenomenon leads to a finite-sample bias in the regression coefficients and the standard errors,
“(...) and the bias can be non-trivial even in samples of several hundred observations if the independent variable has
both high autocorrelation and a high correlation with the past regression disturbance” (Keim and Stambaugh (1986),
p. 370). The dividend yield and term structure spreads — the independent variables used in this study — share at least the
first property of being rather highly autocorrelated (i.e., highly persistent). But there are also some more theoretical
problems caused by the very strong restrictions which rather simplistic models of the equilibrium returns process impose
on the data. Modern theory suggests that the behavior of asset prices has much to do with the fundamental forces driving
risk premia on the different assets. The assumption of constant risk premia provides a suitable starting point, but if risk
premia actually play a significant role in asset pricing the econometrician most probably faces a serious omitted variables
problem which biases coefficient estimates.
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not that actual returns are unpredictable. High stock price volatility, as usually observed, is therefore
compatible with persistent movements in rationally expected returns and need not indicate irrational
investor behaviour.23 But since return predictability could also result from irrational bubbles in stock
prices, the question of whether the forecastability of stock returns is driven by rational economic
behaviour or by animal spirits is still unresolved.? Further efficiency tests cannot fundamentally
change this general conclusion but can only add evidence on the empirical plausibility of the rational
valuation approach.2’

Dividend yields and inflation

If we accept the view that stock prices are driven by expected equilibrium returns, it
seems reasonable to ask whether the required rate of return includes a premium that compensates for
inflation as expected over the holding period.26In that case, one could argue that the dividend yield
should also have predictive power for future inflation.2? But it has to be recognised that any empirical
relationship between the two variables does not necessarily arise owing to an inflation premium in the
dividend yield itself. If expected nominal dividend growth adjusts to inflation expectations in exactly
the same way as the nominal discount rate does, the two effects on the dividend yield cancel out. The
dividend yield can then be regarded as a real measure of stock returns and should not have any
predictive power for future inflation unless expected real returns (including various risk premia) vary
systematically with inflation expectations.

However, the regression results show for all forecast horizons high and significant slope
coefficients which decrease with the horizon (see Table 2). The R? statistic is also always high,
ranging from a minimum of 15% for the one-month period to a maximum of 54% for the 1-year
horizon. The hump-shaped pattern of the R” statistic indicates that the forecast performance is best in
a medium-term perspective (see also Figure 6).

How can this finding be interpreted in the light of the real nature of the dividend yield as
explained above? We provide the following ad hoc explanation: First, assume dividend growth adjusts
sluggishly to changes in the inflation environment. The expected dividend growth then falls short of
the change in expected inflation. Second, if investors furthermore expect the central bank to raise
(lower) short-term interest rates above (below) the upward (downward) shifts in expected or
forecasted inflation, market participants will correspondingly require holding period returns which

23 See Cuthbertson (1996), p. 129 and Campbell et al. (1997), p. 254.

24 In the case of bubbles, “(...) dividend yields and expected returns are high when prices are temporarily irrationally low
(and vice versa)” (Fama and French (1989), p. 26).

25 To improve our understanding of the regression results in light of the rational valuation model we provide an illustrative

example. When the log dividend yield decreases by 0.05 units from its long-term average (2.35% in logs) — which means
a fall in the dividend yield of about twelve basis points — the average stock return tends to decrease by roughly 90 basis
points over the next 4 years. This may be interpreted as follows: if investors require and expect a 90 basis points lower
return on stocks, the log dividend yield will fall by 0.05 units. This in turn equals a 5% increase in the current stock price
if dividends remain constant. The 25% increase from December 1996 until June 1997 (as measured with the price index
used in this study) went along with a fall in the dividend yield of about 34 basis points. As predicted with the regression
equation for 4-year returns, this fall is tantamount to a decrease in expected 4-year returns from 4.6 to 2.2%. This is a
very low figure compared with average annualized stock returns of 8.5% over the past 18 years or so, but also relative to
the level of short-term interest rates. Hence, if the forecast equation is not too biased, either rational investors are
currently very risk prone regarding stock market investments, or economic agents behave irrationally, believing that the
capital gains accrued over the recent months will continue or will at least not be reversed.

26 This does not preclude time-variation in real returns, which can be analysed separately, but is not the question of interest

here.
27 The Fisher-effect can be analysed separately by running regressions between nominal stock returns and inflation or

various proxies for inflation expectations. For some cross-country evidence see Solnik (1983).
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increase (decrease) in excess of the inflation premium change. The net effect of the two offsetting
channels through which changes in expected inflation influence share prices is to raise (lower) the
current dividend yield, thus inducing a positive correlation between the dividend yield and future
inflation.

Table 2

Long-horizon regressions of inflation on the log dividend yield

1
Regression equation: E(nt+1+ et Ty k) =0UK) +B(K)d, — p,) + €,k

Estimation period with monthly data: December 1977 to June 1997

Forecast horizon (K)

1 3 12 24 36 48
R*(K) 0.151 0.277 0.542 0.470 0.367 0.241
BK) 5471 5.459 5.207 4.476 3.600 2.622
t-value Newey and West 6.436 5.857 5.342 3.847 3.117 2.366

Notes: T is the one-month continuously compounded rate of consumer price inflation. (d - p) is the log dividend yield. &
(K) (not shown) and B(K) are the coefficients for the regression constant and the dividend yield, respectively, estimated by
OLS. E; 4 g x are the error terms which are autocorrelated owing to data overlap for K > 1 under the null hypothesis of no
predictability. Standard errors and t-values are corrected for serial correlation and heteroskedasticity in the equation error
using the method of Newey and West (1987). Number of observations: 235 - (K-1).

Figure 6
Long-horizon regressions: inflation and dividend yield
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But some words of caution have to be added. Inflation and the dividend yield are highly
persistent variables. According to standard unit-root tests, both variables can be regarded only as
borderline stationary or near-integrated. From a mere statistical point of view, it is thus possible that
the high R” statistics result from stochastic trends in the data and are thus spurious.

2.2 The information content of the term structure spread

The term structure spread and short-term interest rate changes

According to the expectation hypothesis with rational expectations (EH-RE), the spread
is an optimal predictor for future changes in short-term interest rates. The spread should equal a
weighted average of expected short-rate changes over the life of the long bond plus a constant risk
premium. Referring to the long-horizon regression methodology, one can test the forecast accuracy by

constructing the perfect foresight spread, S,”(pf ), for each bond maturity n from ex post values of
short-rate changes as:

n—1
St’l(Pf) :Z(l_i/n)EtArtH +¢(”) (21)
i=1

Table 3

Long-horizon regressions of the perfect foresight spread on the actual spread

Regression equation: S;"?) = au(n) + B(n)S." +€f

Estimation period with monthly data: September 1972 to June 1997

Long-bond maturity in years (n/12)
1 2 3 4 5 6 7 8 9 10
Term premium ¢(n) 0.07 0.34 0.58 0.78 0.93 1.05 1.14 1.21 1.26 1.31

R? 0.13 0.33 0.40 0.51 0.70 0.71 0.59 043 047 0.50

o) -021 -076 -102 -130 -175 -156 -076 -013 -034 -0.56
(0.36) (0.64) (0.77) (0.72) (0.53) (0.62) (0.88) (0.79) (0.27) (0.65)

B(n) 0.89 1.69 1.86 2.08 2.36 2.11 1.51 0.94 0.84 0.73
(0.19) (0.38) (0.37) (0.23) (0.17) (0.22) (0.39) (0.40) (0.08) (0.14)

HO: B(n) =1 0.54 0.07 0.02 0.00 0.00 0.00 0.19 0.88 0.05 0.06
HO: a(n) =0, B(n) =1 0.72 0.03 0.00 0.00 0.00 0.00 0.40 0.85 0.14 0.00
Variance ratio (VR) 0.40 0.34 0.34 0.34 0.35 0.40 0.51 0.71 0.80 0.93

Notes: S ,"(pf ) is the perfect foresight spread as defined in equation (2.1) using the respective term premium as given in the
first line of the table. S/ is the actual spread between the n-period (in months) bond and the one-month interest rate. 0(n)
and P(n) are the coefficients (standard errors in brackets) for the constant term and the actual spread, estimated by OLS. ¢/
are the error terms which are autocorrelated of order n-1 due to data overlap. Standard errors are corrected for serial
correlation and heteroskedasticity in the equation error using the Newey and West (1987) method. The values shown for the
hypothesis tests are p-values; the test statistic for the Wald-test is distributed as ¥*(df) with df = 1 and 2 degrees of freedom.

The variance ratio is defined as the sample standard deviation of the actual spread, divided by the standard deviation of the
perfect foresight spread. Number of observations: 298 - (n-1).
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and regress it on the actual spread and a constant. We do this for spreads between long-bond zero-
coupon rates and the one-month interest rate on the interbank money market in Frankfurt. The long-
bond maturities tested range from 1 year (n = 12 months) to 10 years (n = 120 months). In
constructing the perfect foresight spread we face the problem of how to get an estimate of the term
premium. We use a common but rather crude method and estimate the term premium for each
maturity by the difference in the sample means of the respective long rate and the short-term interest
rate.?8 As can be seen from the first line of Table 3, the estimated term premia increase with bond
maturity. This is not compatible with the conventional interpretation of the EH which assumes
constant and equal term premia for all maturities. Instead, the relevant hypothesis to be tested is the
liquidity preference hypothesis, which exactly adds to the EH the assumption of term premia
increasing with bond maturity. For the sake of simplicity, we subsume the liquidity preference
hypothesis under the notion EH.

Figure 7
Long-horizon regressions: perfect foresight spread and actual spread
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The R? statistic is rather high for all maturities but the one-year horizon. It peaks at the
medium-term maturities of 5 and 6 years, at about 70%. The slope coefficients show a more
pronounced hump-shaped pattern with the highest value of 2.36 for the 5-year maturity. Thus, high
(low) R? statistics tend to be associated with high (low) slope coefficients. Taken together, this
suggests that investors can reliably predict only medium-term, but not very near-term, developments
of future short rates, which may be based on better medium-term forecastability of real activity and

28 See, for example, Shiller (1989), p. 225.
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inflation. But although the direction of change has been anticipated quite well, the magnitudes of the
medium term interest rate changes have been underestimated, causing the slope coefficients to get
significantly larger than one to improve the regression fit (compare Figures 7 and 8). This explanation
may hold at least within the given sample, which includes highly volatile periods, such as the oil-price
shocks and German reunification. However, the interest rate shocks associated with these exceptional
phases were only temporary and vanished or cancelled out after the medium term. Thus, for times to
maturity of 8 to 10 years the accumulated short-rate changes are much lower, the slope coefficients
are around one, and the relative standard deviations of the actual and the perfect foresight spreads (the
variance ratio) approach unity. But it has to be conceded that differences in the slope coefficients may
also arise from the influence of omitted variables, especially those factors which may introduce time-
variation in the term premia.

Figure 8
Long-horizon regressions: perfect foresight spread and its forecast
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This regression framework also forms a basis for testing market efficiency or the FH
using a rather strong definition of rational expectations (EH-RE). It assumes that investors can
forecast future short-rate changes perfectly save a pure white noise error which is orthogonal to all
information at time ¢ (the forecast origin):

Ar=E A My 2.2)

with { = 1, ..., n-1. Substitution into (2.1) leads to the testable hypothesis that the perfect foresight
spread should equal the actual spread (its optimal predictor); differences between the two should be
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purely random and uncorrelated with all information available at time ¢ or earlier (to which the actual
spread itself belongs, too):

SnP) —gn ygn (2.3)

The regression equation in Table 3 represents the appropriate testing framework. Under
hypothesis (2.2) the regression error is a moving average process of order (n-1) for monthly data:

n-1
g = 2 A-=i/mMy (2.4)
i=l

The expected value of the compound forecast error is still zero, but successive errors are
autocorrelated and possibly heteroskedastic. The standard errors for the regression coefficients are
therefore again corrected for serial correlation and heteroskedasticity, using the Newey-West
method.?® The EH-RE or efficient market hypothesis implies the restrictions B(n) =1 and o(n) =0.
Table 3 shows the p-values for Wald-tests of the first restriction (fourth line) and of both restrictions
together (fifth line). The best results from the efficient market view are for the 1-year and the 7-year
to 9-year maturities with sufficiently high p-values for both restriction sets. Particularly for the
medium-term maturities, the spread is a biased (with slope coefficients much above one, the value
implied by the efficient markets hypothesis), although a better predictor of future short-rate changes.

This model-consistent performance of the longer maturities also shows up in the variance
ratios, which are much higher than for the shorter maturities and approach unity for the 10-year
maturity. As can be derived from equation (2.3) and the null hypothesis of RE, the variance (or the
standard deviation) of the perfect foresight spread must always be higher than the variance of the
actual spread.30 This is actually the case for all maturities, but since the variance ratio (actual to
perfect foresight spread) approaches one with decreasing variance of forecast errors, a high (low)
variance ratio indicates low (high) forecast error variances. Hence, the accumulated long-run forecast
errors tend to be significantly lower than errors summed over shorter time periods. This in turn
confirms our conjecture, above, that the cancelling-out of temporary strong interest-rate movements
over the longer periods reduces the bias in the slope coefficient and hence weakens evidence against
the efficient market hypothesis.

However, there are still some more fundamental doubts about the appropriateness of
using perfect foresight measures of expectations as the basis for testing market efficiency. This very
strong hypothesis of RE assumes that agents can forecast with 100% accuracy, regardless of any
unforeseeable special events that occur during the sample. An alternative, ex ante oriented, approach
tries to find a suitable (multivariate) time-series representation of the data and expectations generating
process and to draw inferences about market efficiency from forecasts based on such models.3!

Term structure spread and inflation changes

The Fisher theorem states that the current nominal interest rate of a bond in equilibrium
equals the expected real interest rate plus the (annualised) expected rate of inflation over the life of
the bond. The real rate also contains any risk premium required by investors. If this relation holds and

29 See Cuthbertson (1996), p. 325.

30 See Cuthbertson (1996), p. 138.

31 The so-called Campbell and Shiller (1987) approach provides some metrics to test market efficiency in this context. For

some exemplary evidence on the German bond market see Gerlach (1996). Domanski and Kremer (1997) apply this
approach to the German stock market.
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if the real interest rate is constant, then the spread between the interest rates of an m-year and a j-year
bond should exactly correspond to the (annualised) difference in expected inflation m years and j
years ahead, respectively. Hence it makes sense to use term structure spreads as indicators of changes
in inflation expectations held by market participants. In a recent study, Schich (1996) analyses the
predictive content of spreads regarding future inflation changes by using zero-coupon rates for the
German government bond market. We refer to this study for the details and show slightly updated
results for the long-horizon regressions in Table 4 (see also Figure 9).32

Table 4

Long-horizon regressions of inflation changes on spreads

Regression equation: An;m’l) =o(m,])+ B(m,l)St(i"l’l) + agm,l)

Estimation period with monthly data: September 1972 to June 1997

Longer-bond maturity in years (m)

2 3 4 5 6 7 8 9 10
R’ 0.040 0.113 0203 0305 0362 0357 0348 0330 0.273
o(m,1) -0.188 -0.441 -0.724 -1.022 -1.267 -1.322 -1.468 -1.540 -1.528

(0.120) (0.210) (0.282) (0.349) (0.389) (0.466) (0.400) (0.373) (0.388)

B(m,1) 0268 0450 0.633 0801 0.893 0851 0816 0.746 0.646
(0.164) (0.180) (0.135) (0.120) (0.125) (0.143) (0.125) (0.116) (0.132)

Notes: An,(m’l) = n,(”’) - nt(l) is the difference between the annualised one-year and m-year-ahead rate of inflation defined
as nt(f) = 100/j(ps+12i — py) with j =1, ... m and p the log of the German consumer price index, for monthly data. The
spread variable is simply defined as the difference between the zero-coupon rate for an m-year and the one-year bond, i.e.,
as S,(’”’l) =z - z,l. 0m,1) and ﬁ(m,l) are the coefficients (standard errors in brackets) for the constant term and the
spread variable, estimated by OLS. ct(m*l) are the error terms which are autocorrelated of order (12m - 1) due to data
overlap. Standard errors are corrected for serial correlation and heteroskedasticity in the equation error using the Newey

and West (1987) method. Number of observations: 298 - (12m + 1).

The empirical evidence suggests that especially the medium to long-term segments of the
German term structure of interest rates have significant forecast power for future inflation changes
over the respective horizons with R” statistics of up to about 40%. This, in turn, favours the
interpretation that market agents can anticipate longer-term developments of inflation better than
short-term changes. The values of the slope coefficients show the hump-shaped pattern sometimes
observed in the other long-horizon regressions above. For the longer maturities, they are in the
neighbourhood of one, the value which would obtain if the strong RE assumption were imposed on
inflation expectations. These general results are robust to the use of either zero-coupon rates or yields
to maturity.33

32 See Schich (1996), pp. 39-50. See also Gerlach (1997) for a brief survey of related studies and the origins of the testing
methodology.

33 See again Schich (1996), who compares the results obtained for both interest rate measures.
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Figure 9
Long-horizon regressions: inflation and spread forecast
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3. Implications for monetary policy

3.1 Impact of monetary policy on asset prices

According to the rational valuation approach, monetary policy can influence asset prices
by two channels. First, the price of long-term assets like stocks and bonds reflects agents’
expectations about the course of the short-term interest rate which may serve as a benchmark for
equilibrium one-period returns. These short-term returns are used for discounting the assets’ future
streams of income. As monopolistic supplier of base money, the central bank can — at the operational
level — determine short-term interest rates and thus affect asset prices via agents’ expectations about
the future path of money market rates. Second, since in general the nominal long-term returns which
investors require to hold an asset in their portfolios should contain an inflation premium, it is the
long-horizon perspective about future inflation that influences today’s prices of long-term assets. At
the strategic level, however, monetary policy controls inflation in the longer run. Hence, monetary
policy has a strong impact on asset prices by affecting agents’ inflation expectations over longer
horizons.

But both channels are merely two sides of the same coin since in equilibrium successive
short-run returns simply have to add up to long-run expected returns. The long and short-term
perspectives are interlinked by the central bank’s reaction function as perceived by economic agents.
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A change in inflation expectations, for example, should cause a shift in the path of expected short-
term rates and vice versa. This link has clear implications for the way monetary policy decisions
affect the level of and changes in asset prices. By reducing short-term rates below equilibrium level,
the central bank may increase stock prices and the term spread if long-term expectations remain
unaffected. But this only occurs if the central bank measure conforms to the monetary policy regime
implied by the reaction function which agents use to determine their expectations about future
inflation and short-term interest rates. If the measure comes as a surprise and does not fit to previous
experiences with monetary policy, there always exists the danger that asset prices react in a way
which counteracts the intentions of central bankers. Short-term fluctuations of asset prices — their
volatility — in this view depend on how often and to what extent expectations have to be revised by
market participants.

A first conclusion from this is that a predictable monetary policy makes it easier for
economic agents to form expectations. First, through an unambiguous obligation to the goal of price
stability monetary policy provides a nominal anchor for inflation expectations over longer horizons.
Second, a transparent strategy establishes a link between this strategic level and the operational level
reflected in short-term interest rates. Under this conditions, it is reasonable for market participants to
assume that short-term (policy-determined) rates might fluctuate significantly in the short run (in
order to contain inflationary pressures and to make real “monetary” rates conformable to expected
changes in real “capital” rates), but should return to a “normal” level in the medium run. Third,
monetary policy should be able to smooth market volatility by reducing uncertainty of future rate
changes. This, again, is a facette of a transparent strategy, but is also related to the implementation of
monetary policy. If money market rates fluctuate by chance or in an undesired manner owing to
unexpected changes in banks’ liquidity, there can be volatility spill-overs to other financial markets34

From this point of view, the empirical results presented above can be seen as an
indication that monetary policy in Germany has been able to provide a relatively reliable medium-
term orientation, thus facilitating the process of expectation formation regarding inflation and short-
term interest rates. The fact that the forecast performance of the dividend yield with respect to future
inflation is better at shorter horizons than in the case of the term structure spread may indicate that
other factors which determine stock returns dominate the influence of inflation, especially over longer
horizons. That is, the noise introduced by the omitted variables in the forecast equations for inflation
(changes) is probably stronger for the dividend yield regressions. Furthermore, the results support the
view that short-term expectations about stock returns and money market rates are often subject to
disappointments reflecting unprecedented macroeconomic shocks. In the short run, these shocks can
have a very strong and unexpected impact on inflation rates and the path of short-term interest rates
which renders econometric analysis — using either ex post data or ex ante measures of the variables to

be forecasted — more difficult.

3.2 The use of asset prices as monetary policy indicators

The empirical evidence presented in this paper shows that the dividend yield and the term
structure spread contain useful information about future stock returns, dividend growth, short-term
interest rate changes and inflation (changes) as expected by market participants, at least over medium-
term horizons. At a first glance, this seems to support an outstanding role for financial market prices
as indicators for monetary policy. However, although the regression fit is in most cases impressive
according to standard metrics, the forecast errors are generally rather high from an operational point
of view. Thus, policy makers face a lot of uncertainty if they try to evaluate whether any change in the
indicator variable reflects shifts in agents’ expectations or, instead, the influence of other factors
omitted from the forecasting equation. Moreover, from a strategic perspective, it is crucial that
monetary policy still relies on an “external” anchor and not on market expectations themselves.

34 See Schmid and Asche (1997).

42



The anchoring of expectations about monetary policy can probably best be achieved by a
strong and credible commitment to long-term price stability. The respective long-term inflation goal is
then given a heavy weight in any reaction function which economic agents use in forming their
expectations about the future course of short-term interest rates.

By instead linking monetary policy decisions to market expectations, the form of
expectations about inflation and, connected to that, the future path of short-term interest rates
becomes self-fulfilling and could lead to policy instability and hence inflation instability.35 This
makes room for speculative attacks in financial markets and jeopardises the credibility of the central
bank.

Independently of the danger of sliding into a vicious circle, putting more weight on
market expectations could be interpreted as a shift in the monetary policy regime by market
participants. This makes it difficult for the central bank to assess the stance of monetary policy
because market indicators become less reliable (which should show up in coefficient changes in the
forecasting equations) and other indicators (as, for example, the money stock) may lose their indicator
properties owing to changes in the behaviour of market participants. Finally, the central bank could
end up in a situation in which it is impossible, or at least rendered more difficult, to stabilise
expectations just because monetary policy has been geared to market expectations. All this suggests,
as Woodford convincingly argued, that modelling structural relationships, including the monetary
policy reaction function, is unavoidable in order to make more reliable inferences about the indicator
quality of a financial market variable and to assess its usefulness for monetary policy purposes.36

Appendix: Data description

The monthly stock price and dividend series used in this study are calculated by the
Federal Statistical Office up to June 1995. The computations are based on a fictitious share having the
face value of DM 100. The stock price series is the arithmetic mean of the end-of-month prices of all
the shares of public limited companies officially listed on German stock exchanges (stock prices of
each company are previously multiplied by a factor which raises or lowers its face value to DM 100).
The series is thus equivalent to an equally-weighted stock price index. The dividend series is
calculated correspondingly. However, the monthly dividend (excluding tax credit) of each share is the
dividend as last paid out. The dividend yield (in per cent per annum) is defined as the ratio of
dividends to stock prices multiplied by one hundred. While the stock price series is available for the
period from January 1960 to June 1995, the dividend series only begins in November 1977. Both
series are published in Deutsche Bundesbank, Capital Market Statistics, Statistical Supplement to the
Monthly Report 2, Table IV.2. Complementary series for the period from July 1995 to the present are
calculated by the Deutsche Borse AG. But as the number of stocks included in the calculation is
reduced (only ordinary and preference shares officially listed on the Frankfurt stock exchange of
companies domiciled in Germany are included) a statistical break occurs which is accounted for in the
empirical analysis.

The interest rates representing the German term structure are estimated zero-coupon
rates. They are estimated from the prices of listed coupon bonds issued by the Federal Government.
For a detailed description of the estimation procedure see Deutsche Bundesbank (1997). The monthly
series comprise end-of-month data as published in Deutsche Bundesbank, Capital Market Statistics,
Statistical Supplement to the Monthly Report 2, Table I1.7¢).

35 See Woodford (1994), p. 104.

36 See Woodford (1994), p. 112 f.
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The information content of financial variables
for forecasting output and prices: results from Switzerland

Thomas J. Jordan™

Introduction

Central banks need reliable forecasts of output and prices to conduct monetary policy.
Forecasts of prices are important because central banks aim at delivering price stability in the long
run. Forecasts of output are necessary because, under certain conditions, central banks may find it
helpful to influence the business cycle and to stabilise output in the short run. Several financial
variables have long been used as important information variables to forecast output and prices.
Traditionally, a monetary aggregate, like MO, M1 or M2, has been the key variable for many central
banks. Several authors recently documented the decline in the forecasting ability of money, especially
in the case of the United States.! Thus, the relation between money and prices and between money
and output has become loose. At the same time, many of these authors suggested that interest rates
and interest rate spreads dominate money as information variables.2 However, it is also possible that
other financial variables and asset prices contain important information to forecast prices and output.
This is especially of interest because of the large movements in financial variables, such as exchange
rates and stock market prices, in recent years. Movements of asset prices and financial variables may
reflect expectations of market participants. These expectations usually have a strong impact on
changes in output and prices. Movements of asset prices and financial variables, however, may also
be the consequence of large portfolio shifts and financial innovations. Such shifts in the financial
structure of a country are important because they signal possible changes in the money demand
function. Generally, large movements in financial variables may lower the information content of
money and render a monetary policy based on monetary aggregates more difficult to pursue.
Exploiting the information from other financial variables can alleviate this problem.

In 1992, the Swiss National Bank started to pursue a more flexible monetary policy by
announcing a medium-term target for its monetary base. This allows the use of a broader spectrum of
information variables. The monetary policy of the Swiss National Bank may not exclusively depend
on the development of the monetary base, particularly in the short run. Nevertheless, the Swiss
National Bank considers the monetary base as the most important information variable for prices in
the long run and therefore formulates a medium target for base money. In the short run, alternative
indicators become more important for policy decisions, independently of whether the Swiss National
Bank follows a policy of monetary targeting or a policy of inflation targeting.3

The aim of this paper is therefore to evaluate in what respect financial variables other
than monetary aggregates help to forecast output and prices. As pointed out by Sims (1972) and by
Friedman and Kuttner (1992), a financial variable is a useful information variable for forecasting
output and prices if fluctuations in this variable, not only predict fluctuations in prices and output in
general, but also movements which are not foreseeable from past fluctuations in output and prices. As

Helpful comments by Andreas Fischer, Barbara Liischer, Michel Peytrignet and Georg Rich are gratefully acknowledged.
See, for example, the influential papers by Friedman and Kuttner (1992, 1993 and 1996) and Friedman (1996).
2 See also Bernanke (1990).

Some countries started to use a monetary conditions index as an information variable. Lengwiler (1997) shows that such
an index does not deliver superior information compared to a monetary aggregate in Switzerland.
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long as a variable “Granger’’ causes money and prices, it can be used by the central bank as an
information variable, independently of the exact nature of the causation. However, an information
variable is most useful if its predictive power remains stable over a long period of time.

In the sections below, I use vectorautoregression methodology in order to analyse the
information content of various variables and systems. Besides the monetary aggregate M2, the
analysis is applied to a broad set of different financial variables,* including the bond interest rate, the
spread between the short and the long-run interest rate, the trade-weighted nominal exchange rate
index and the stock market index. The focus is thus to check what type of financial variable can
potentially be important. Further research could, for example, look closer at a set of different
exchange rates or at different interest rates.

The analysis shows that money and the exchange rate index are the most important
information variables of those considered. Money (M2) is especially helpful in predicting output. The
systems including money keep their forecasting superiority over time, although it has recently become
more difficult to predict output. The exchange rate index has a predictive content about prices.
However, this forecasting information erodes over time, so that, at the end of the considered samples,
forecasts of prices based only on past output and prices outperform all other forecasts.

The paper is organised as follows: In Section 1, the in-sample predictive content of the
set of financial variables is analysed by considering variance decompositions. Section 2 looks at the
out-of-sample forecasting ability. In Section 3, the change of the predictive content is analysed and
the last section concludes.

1. In-sample predictive content

This section analyses the in-sample information content of variables for predicting output
and prices by estimating vectorautoregressions (VAR) of various systems.’ I start by considering the
integration order of the variables included in this study. The augmented Dickey-Fuller test and the
Phillips-Perron test indicate that all variables are integrated of order I(1), with the exception of the
spread between the long and the short-run interest rate. Although not completely clear-cut, the tests
point toward stationarity of the spread.® VARs with integrated variables are usually estimated with
differenced data. However, differencing leads to a loss of information if a cointegrating relation is
present.” Instead, VARs in levels preserve possible cointegrating relationships among the variables
without explicitly imposing a specific cointegration vector. Therefore, the Johansen procedure is
applied for the basic systems considered below in order to test for cointegration between the
variables. The results indicate that, indeed, the null hypothesis of no cointegration between the
variables of the systems considered in the subsequent analysis can be rejected.’

Since there is possible cointegration among the variables, I estimate different
vectorautoregressions with variables in levels. As pointed out by Sims, Watson and Stock (1990) and

Note, however, that the set of financial variables available for analysis is rather limited in Switzerland.
A methodological alternative would be to use vector error correction models.

The results of the unit root tests are not reported here. For trending variables, the regressions of the test include a
constant term and a time trend. For non-trending variables, i.e., interest rates and spreads, only a constant is included.

7 See Sims, Watson and Stock (1990) and Hamilton (1994).
The cointegration results are not reported here. They are in line with the findings from other studies based on similar

data. See, for example, Flury and Spoérndli (1994).
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Hamilton (1994), standard Granger causality tests (F-tests on all lags of the same variable) are not
valid if a VAR consisting of I(1) variables is estimated in levels. However, no statistical problems
exist for the computation of variance decompositions. Furthermore, as put forward by Thoma and
Gray (1994), F-statistics can be misleading indicators of causality, because the effect of one variable
on another may be transmitted through a third variable. In addition, F-tests only refer to the one-
quarter-ahead prediction while variance decompositions allow for predictions over a longer horizon.
Variance decompositions are capable of measuring the quantity of the predictive content of a variable
whereas F-tests only indicate whether a variable has any information content at all.’

The regressions used in this section of the paper take the form:

X :D(L)xt—l + & (D

where x is the vector of variables of the system. All variables, except for the interest rate and the
interest spread, are measured in logarithms.!0 € is a vector of serially uncorrelated reduced-form
disturbances and D(L) is a matrix polynomial in the lag operator L. The number of lags in the
regression is determined by the Schwarz information criterion. According to this criterion, the optimal
lag length for all systems is 2. The variance decomposition is computed by inverting the VAR to a
vector moving average representation:

x =C(L)e, )

and by orthogonalising the reduced-form residuals €;:

Agl; =€, (3)

where E (u,u;)z I . The orthogonalisation is done by a Cholesky decomposition, where the ordering

corresponds to the ordering of the variables in the vector x. Thus, A corresponds to the Cholesky
decomposition of Q =E(g,¢}).1!

In the following, I try to determine the information content of the financial variables for
forecasting output and prices. To begin with, I consider the widely used 3-variable VAR consisting of
logs of output y, prices p, and money m, so that the vector x corresponds to x= [y )4 m].12 In this

study, money is represented by the aggregate M2. This aggregate is used by the Swiss National Bank
as one indicator among others for predicting future price and output movements. The aggregate M2 is,
however, not the intermediate target of the Swiss National Bank. Rather, the Bank sets a medium-term
target for the monetary base. Since the demand for base money was hit by several structural shocks in
the late 1980s, I prefer to use a broader aggregate in this study in order to examine the forecasting
power of money on output and prices.!3 The y p m VAR concentrates on the importance of money as a
predictor of prices and output and does not consider any other financial variable. It therefore directly
tests the monetarist hypothesis what movements in money are followed by subsequent movements in

9 See, for example, Friedman and Kuttner (1996).

10 Small letters indicate variables in logs.

11 For the estimation of the VAR, a constant term is included.

12 For a discussion and survey of VAR studies, see e.g., Todd (1990).

13 See Rich (1997) for a complete analysis of the Swiss monetary policy in the post Bretton Woods period.
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output and prices. However, it is important to note that the money component of the orthogonalised
shocks (money innovations) of this VAR does not necessarily represent monetary policy shocks.
Rather, the variance decomposition shows how important money innovations are for forecasting
prices and output, independently of the true structural shocks, which cause unexpected changes in the
variables of the system.

Table 1

Variance decomposition: y p m VAR

Variable Horizon Innovation
y P M

y 4 96 (1) 1(0) 3(1)
8 93 (2) 1 (0) 6(2)

12 75 (5) 1(1) 24 (5)

16 62 (6) L(1) 37 (6)

20 58 (7) 3(1) 39 (7)

P 4 84 89 (4) 3(D)
8 23 (6) 70 (6) 7(1)

12 32(7) 63 (7) 5(1)

16 34 (7) 60 (7) 6 (1)

20 33(7) 56 (7) 11(1)

Note: In this and the following tables, standard errors (given in parentheses) were calculated using Runkle’s (1987)
bootstrapping method based on 200 replications.

Table 1 presents the variance decomposition for output and prices. All data used in this
study consists of quarterly observations over the sample period from 1974:1 through 1996:4, so that
the study covers the period of flexible exchange rates. The orthogonalisation of the system is made in
the order of the vector and places output first, prices second, and money third. The standard errors are
computed by using the bootstrap method by using the bootstrap method by Runkle (1987). Money
innovations explain little of the forecast error variance up to a horizon of 8 quarters. However, for
longer horizons, money becomes more important: At a 12-quarter horizon, money explains 25% of the
output variance and at a 20-quarter horizon it explains almost 40%. This demonstrates clearly that
money is an important predictor of real output, in spite of a substantial time lag between innovation
and effect. The results are less favourable for the use of money as a useful information variable for
prices. Money innovations explain very little of the forecast error variance of prices. Even at a
20-quarter horizon, only about 10% of the forecast error variance can be attributed to money
innovations.

In the following, I expand the VAR analysis by including additional variables to find out
whether other financial variables and asset prices contain information, which is not already included
the monetary aggregate M2, to forecast prices and output. I am specifically interested in finding out
whether the financial variable itself is important for the forecast error variance and whether the
inclusion of the financial variable changes the relative forecasting power of M2. Therefore, I run a
series of 4-variable VARs by including other financial variables, each of them in addition to M2.
Thereby, I concentrate on 4 variables: the bond rate i (long-term interest rate), the trade-weighted
nominal exchange rate index e, the SBC stock market index a, and the spread between the long and
the short-run interest rate s.14

14" All data are from the Swiss National Bank data base. Output is measured by real GDP. Prices reflect the consumer price
index. The monetary aggregate is M2. The bond rate corresponds to the long-term interest rate on government bonds. The
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Table 2

Variance decomposition: y p m i VAR

Variable Horizon Innovation
y P m i

Y 4 96 (1) 1(0) 3D 00
8 92 (2) 1(0) 5(D) 2(0)

12 76 (5) 1(D) 17 (4) 6 (1)

16 66 (6) 1(1) 25 (5) 8(2)

20 62 (6) 2(1) 28 (6) 8(2)

P 9(5) 88 (5) 3(D 0
8 24 (1) 70 (7) 6 (1) 0 0

12 32(8) 63 (8) 5(D) 0 W)

16 35(8) 59 (8) 5(1) 1(0)

20 34 (8) 56 (8) 7(2) 3D

First, consider the y p m i VAR in Table 2. The inclusion of the bond rate i in the VAR
slightly diminishes the forecasting importance of money for output. The bond rate itself is of little
significance. When combined, m and i explain a smaller amount of the forecast error variance than m
alone does in the y p m VAR. Of course, the ordering of the orthogonalisation favours m over i in the
relative forecasting power. This is of some importance because of the relatively high correlation of the
reduced-form residuals between m and i. However, i adds little new information to forecasting output.
With respect to prices, the results are similar. The bond rate is unimportant for the forecast error
variance of prices at all horizons considered.!>

Table 3

Variance decomposition: y p m ¢ VAR

Variable Horizon Innovation
y P m e

Y 4 96 (1) 00 4(1) 0 (0)
8 92 (2) 1(0) 4(1) 3

12 76 (4) 2(1) 93 12 (3)

16 65 (5) 2(D) 15(4) 18 (4)

20 61 (6) 2() 15 (4) 22 (5)

P 4 10 (4) 85 (4) 5(1) 0 ()
8 30 (6) 48 (6) 19 (4) 3

12 39 (6) 32 (6) 22 (4) 7@

16 40 (6) 26 (5) 19 (4) 15(3)

20 37 (6) 22 (5) 16 (3) 25 (5)

short-term rate is the 3-month interest rate. The exchange rate index is trade-weighted and nominal. The stock market

index is computed by the Swiss Bank Corporation.

15" Similar results for both output and prices are obtained when the short-run interest rate is used instead of the long-run

interest rate.
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Second, I substitute the exchange rate index e for the interest rate i in the VAR. The
results are reported in Table 3. The inclusion of e diminishes the forecasting importance of m for
output. In addition, the exchange rate index e explains a substantial fraction of the output forecast
error variance for horizons longer than 12 quarters. Furthermore, the inclusion of e drastically
increases the significance of money for forecasting prices even at shorter horizons. The exchange rate
index itself is also able to explain a large fraction of the forecast error variance of prices for horizons
over 12 quarters. The financial variables m and e together are thus important information variables for
forecasting prices.

Table 4

Variance decomposition: y p m a VAR

Variable Horizon Innovation
Y 4 m a

y 4 97 (1) 0(0) 2(1) 10

8 87 (3) 0 (0) 7() 6(2)

12 67 (6) 1(D 23 (5) 9(3)

16 56 (7) 1(D) 34 (6) 9(3)

20 53 (7) 2(2) 37 (6) 8(3)

P 4 11 (&) 85 (5) 1(0) 3(D

8 31 (D) 54 (8) 1() 14 (4)

12 38 (8) 38 (8) 1(0) 23 (6)

16 37 (8) 30 (7) 5(2) 28 (6)

20 33(8) 26 (7) 11 (3) 30 (6)

Table 5
Variance decomposition: y p m s VAR
Variable Horizon Innovation
Y P m s

y 4 97 (1) 00 3(D 0 (0)
8 93 (2) 1(0) 6(2) 0 0)
12 77 (5) 1(0) 22 (5) 0 ()
16 65 (1) 1() 33(7) 1 (0)
20 61 (7) 2(1) 36 (7) 1(0)
P 4 7 (4) 90 (4) 2(D 1(0)
8 25 (6) 65 (6) 3D 7(2)
12 32(7) 54 (6) 2(D 12 (3)
16 31(7) 48 (6) 7(1) 14 (3)
20 28 () 44 (6) 15 (3) 13 (3)

Third, in place of the exchange rate index, the SBC stock market index a is included in
the VAR. The results of the y p m a VAR are shown in Table 4. The asset price index a itself explains
only little of the output forecast error variance and leaves the fraction of the variance explained by
money almost unchanged compared to the y p m VAR. The inclusion of the stock market index does
not improve the forecast power of money for prices. However, the stock market index alone seems to
explain a large fraction of the forecast error variance of prices. Compared to the y p m e VAR, m and
a together explain less of the price forecast error variance than m and e.
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Fourth, I consider the y p m s VAR, where the spread between the long and the short-run
interest rate s is included (Table 5). With respect to output, the spread has almost no forecasting
power at all. With respect to prices, the spread is more important than the bond rate, but less
important than both the exchange rate index and the stock market index. Overall, the spread does not
seem to be a very informative variable about future output and prices.16

Since the results indicate that ¢ and @ may be important, especially for forecasting prices,
I run VARs which include either e or a but exclude m. The results of the y p ¢ VAR are represented in
Table 6. Compared to the y p m VAR, e explains approximately the same fraction of the output
variance as does m. In addition, e has strong predictive content for prices for horizons beyond 10
quarters. On the contrary, a explains little of the forecast error variance for either output or prices (y p
a VAR in Table 7). This indicates that the stock market index is of lesser importance for forecasting

prices and output.

Table 6

Variance decomposition: y p e VAR

Variable Horizon Innovation
Y p e
Y 4 96 (1) 2(1) 2(D
8 80 (5) 50) 15 4)
12 67 (7) 6(3) 27 (6)
16 59 (8) 6(3) 35(7)
20 54 (9) 6 (3) 40 (8)
P 4 7(5) 93 (5) 0
8 30 (7) 63 (7) 7(2)
12 42 (6) 37 (6) 21 (4)
16 42 (6) 24 (4) 34 (6)
20 39 (7) 18 (3) 44 (7)
Table 7
Variance decomposition: y p a VAR
Variable Horizon Innovation
Y p e
y 4 100 (0) 0 () 0(0)
8 99 (0) 1(0) 0(0)
12 98 (0) 2 (0) 0(0)
16 97 (1) 2() 1(0)
20 95 (1) 4(1) 1(0)
P 4 20 (6) 77 (7) 3(D)
8 49 (8) 44 (8) 7(2)
12 63 (7) 29 (7) 8(2)
16 70 (7) 22 (6) 8(2)
20 74 (7) 19 (5) 7(2)

16 Note that the spread is 1(0). Thus, by estimating the VAR in levels, the information content of the spread may be

underestimated.
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The results from these variance decompositions lead to the conclusion that both money
and the exchange rate index are important information variables for forecasting output and prices.
They dominate the other financial variables, i.e., the bond rate, the spread and the stock market index
as predictors of output and prices at all horizons. Money and the exchange rate index are especially
helpful for forecasting at horizons over 8 to 10 quarters. For forecasts up to 8 quarters, the time series
of output and prices seem to contain the most predictive information themselves.

2. Out-of-sample forecasts

Variance decompositions reflect the in-sample fit of vectorautoregressions and thus
concern the in-sample forecasting ability. However, superior in-sample forecasting ability does not
automatically mean superior out-of-sample forecasting ability. As put forward by Bernanke (1990)
and by Thoma and Gray (1994), the ultimate decision about the usefulness of a variable as an
information variable must come from its ability to forecast out of sample. Consequently, I test the out-
of-sample forecasting ability with respect to output and prices of different VAR systems by applying a
variation of the method used in Thoma and Gray (1994). The out-of-sample forecasting ability is
measured by the root mean square error of forecasts at different horizons. The statistic for the
4-quarter horizon is computed as follows: The VAR is estimated over the period 1974:3-1984:2
(40 observations). Using the estimated coefficients and dynamic forecasting techniques, forecasts of
output and prices in 1985:2 are generated (4-quarter-ahead forecasts). Then, the sample is shifted one
quarter ahead to cover the period 1974:4-1984:3. The VAR is now re-estimated, so that forecasts for
1985:3 can be generated. This procedure is continued until the forecasts reach the end of the sample
(1996:4). The generated series of 4-quarter-ahead forecasts and the actual data can be used in order to
compute the root mean squared forecast error. The same method is applied to compute 8 and
12-quarter horizon forecasts and the corresponding root mean square errors (RMSE). The RMSE of
the different VAR systems can then be used to evaluate forecasting ability. The smaller the RMSE,
the more information is contained in the variables of the VAR considered.

Table 8
RMSE of 4-quarter-ahead forecasts

VAR system RMSE for y RMSE for p

yp 0.0265 0.0206
Ypm 0.0180 0.0197
ypmli 0.0205 0.0213
ypme 0.0175 0.0165
ypma 0.0199 0.0240
ypms 0.0181 0.0197
ype 0.0276 0.0194
ypa 0.0350 0.0184

Table 8 reports the results for the 4-quarter forecasting horizon. I consider all the VAR
systems which were analysed for the in-sample forecasting ability. Furthermore, I include the two
variable y p VAR in the analysis. This VAR can be used as a direct benchmark in order to find out
whether the inclusion of a specific information variable helps to reduce the RMSE for output and
prices. Such a comparison was not possible in the analysis of the variance decompositions of
Section 1.

The inclusion of M2 in the VAR system (y p m VAR) helps to reduce the RMSE of
output by almost a third, but the RMSE of prices is only changed to a small extent. Thus, money
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contains useful information about output over the next 4 quarters. With respect to the forecasts of
prices, the information content of M2 is small. Next, | increase the VAR system to contain 4 variables
by adding each time another financial variable in addition to M2. The y p m i VAR brings no
improvement over the y p m VAR. Thus, the bond rate does not dominate M2 as an information
variable over the 4-quarter horizon. The results are similar for the y p m a VAR and the y p m s VAR.
Whereas the y p m a VAR worsens the results, the y p m s VAR achieves almost the same RMSEs as
the y p m VAR. On the contrary, the y p m ¢ VAR improves the forecasts for both output and
inflation. The decline in the RMSE for output is only small, whereas for prices the reduction is quite
large (approximately 15%). Thus, the exchange rate index again seems to be an important information
variable, especially for prices. In order to find out whether the exchange rate index contains forecast
information independently of M2, I compute the RMSEs from the y p ¢ VAR, where M2 is dropped
from the system. The RMSE for both output and prices becomes larger, indicating that the exchange
rate index delivers the best forecasting information (for the 4-quarter horizon) if combined with a
monetary aggregate.!”

Table 9
RMSE of 8-quarter-ahead forecasts

VAR system RMSE for y RMSE for p
yp 0.0564 0.0402
Ypm 0.0275 0.0429
ypml 0.0330 0.0499
ypme 0.0302 0.0384
ypma 0.0320 0.0515
ypms 0.0304 0.0425
ype 0.0563 0.0336
ypa 0.0696 0.0484
Table 10

RMSE of 12-quarter-ahead forecasts

VAR system RMSE for y RMSE for p

yp 0.0863 0.0604
ypm 0.0439 0.0656
ypml 0.0455 0.0753
ypme 0.0510 0.0593
ypma 0.0507 0.0783
ypms 0.0520 0.0633
ype 0.0867 0.0461
ypa 0.0980 0.0854

Table 9 shows the findings for the 8-quarter horizon from the same VAR systems. The
yp m VAR performs best with respect to output. The y p m VAR cuts the RMSE for output in half
compared to the y p VAR. Furthermore, all 4-variable systems have bigger RMSEs for y than the
ypm VAR. As for the 4-quarter horizon, the inclusion the exchange rate index (y p m e VAR)
improves the forecast for prices. However, the best result is achieved if M2 is dropped from the VAR,
which confirms the importance of exchange rates for forecasting prices.

17 As a reference, the results from the yp a VAR are also included in Tables 8 to 10.
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In Table 10, the results for the 12-quarter horizon are presented. They are similar and
consistent with the findings for the other horizons: The y p m VAR performs best with respect to
output and the y p e VAR achieves the best out-of-sample forecasts for prices. The out-of-sample
forecast analysis shows that money (M2) and the exchange rate index e are the two most important
information variables of all the financial variables considered. Interest rates, interest rate spreads, and
stock market prices do not seem to incorporate superior information, which is not already reflected by
either money or exchange rates. The results of this section are consistent with those obtained from the
variance decomposition. In both experiments, money and the exchange rate turned out to be the most
important information variables. However, the variance decompositions indicated that these variables
are only of interest for medium and long-term forecasts, whereas the out-of-sample forecasting
exercise shows that money and exchange rates are also important for short horizon forecasts (e.g.,
over 4 quarters). The exercise carried out in this section also shows that expanding the VAR to
include more variables does not generally improve the forecasting ability and may actually cause a
decline in the out-of-sample forecasting power. This confirms the findings by Thoma and Gray
(1994).

3. The change of the predictive content

The information content of the variables may change over time because of structural
shocks to the economy. So far, the analysis did not take up this problem. In this section, I check
whether the forecasting power of the variables changes over time. Thereby, I concentrate on the 3
systems, which proved to be most valuable for forecasting prices and output, namely on the 3-variable
VARs y p m and y p e and the 4-variable VAR y p m e. I use a rolling regression methodology
explained in detail below. This kind of technique was used, for example, in Thoma and Gray (1994),
Friedman (1996), and Friedman and Kuttner (1996).

I start by considering the in-sample forecasting ability and compute variance
decompositions for the 3 systems. I chose a series of consecutive sample periods each consisting of 40
observations (10 years). The first sample starts in 1974:3 and ends in 1984:2. For each sample, the
fraction of the forecast error variance is computed for both output and prices over the 8 and the 12-
quarter horizons. The 4-quarter horizon is not reported, because the fraction of the forecast error
variance explained by financial variables is generally very small. The percentages of the forecast error
variance due to financial variables are shown in Figures 1 to 3. The horizontal line indicates the last
observation of the estimation sample.

The results from the y p m VAR are plotted in Figure 1. Generally, the importance of
money for the forecast error variance is very sensitive to the sample period. Shifting the end of the
sample towards 1989 increases the importance of M2 strongly. Up to 60% of the forecast error
variance of output is explained by money even at the 8-quarter horizon. However, if the end of the
sample is expanded beyond 1994, money explains only a small fraction of the forecast error variance,
indicating that the predictive content of money has become smaller. The results are similar for prices.
Shifting the sample forward to 1992 sharply increases the fraction of the forecast error variance
explained by M2. Shifting the sample beyond 1993 causes a deterioration of the forecasting ability.

In Figure 2, the results from the y p ¢ VAR are shown. It can be observed that the
exchange rate index contains important information for samples ending before 1986. In these samples,
large fractions of the forecast error variance of both output and prices are due to innovations in the
exchange rate index. However, the predictive content of the exchange rate index sharply deteriorates
if the sample ends after 1986.

Figure 3 presents the findings for the y p m e VAR. The most striking result is that the
information content of money is deteriorating to a lesser extent for samples ending after 1989 if the
exchange rate is included in the system. The importance of the exchange rate itself generally declines
if the sample is shifted forward. However, the forecasting ability of money is much more robust if the
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Figure 1
ypm VAR

A: Forecast error variance of output explained by money
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Figure 2
ype VAR

A: Forecast error variance of output explained by exchange rates
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Figure 3
ypme VAR

A: Forecast error variance of output explained by money
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Figure 3 (cont.)
ype VAR

C: Forecast error variance of prices explained by money
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Figure 4

Root mean square error of 4-quarter-ahead forecasts
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Figure 5

Root mean square error of 8-quarter-ahead forecasts
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Figure 6

Root mean square error of 12-quarter-ahead forecasts
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exchange rate index is included in the VAR system. This underlines that money and exchange rates
together contain more stable information about prices and output than each of these variables
considered alone.

Next, I consider the evolution of the out-of-sample forecasting ability. 1 compute
forecasts for the 4, 8 and 12-quarter horizon as explained in Section 2 based on samples of 40
observations. Then, the root mean square error is computed for 12 consecutive forecast errors. For
example, the RMSE reported in 1988:1 refers to the 12 forecast errors from 1985:2 through 1988:1
and the RMSE reported in 1988:2 refers to the 12 forecast errors from 1985:3 through 1988:2 and so
on. This is done for all 3 forecast horizons. In order to find out whether the financial variables keep
their predictive information content for output and prices, I also include the y p VAR in the analysis.

The results are reported in Figures 4 to 6. In general, the RMSE of output becomes
bigger, the more recent the data included in the sample, but the RMSE for output of both they p VAR
and the y p ¢ VAR improves again if data after 1994 are included. Conversely, the RMSE for prices
generally declines if the sample is shifted forward. This is true for all 4 different VARs considered.
There are two important findings: First, the information content of the financial variables, especially
the exchange rate index, for forecasting prices deteriorates over time. The simple y p VAR achieves
the lowest RMSE at the end of the observed data, compared with the larger systems with the
exception of the 4-quarter horizon, where all systems achieve similar RMSEs. Second, for forecasting
output, the inclusion of money still improves the forecasts at longer horizons, i.e., the systems
including m achieve lower RMSEs than those without money. This is less clear for the 4-quarter
horizon. These findings confirm that forecasting output has recently become more difficult relative to
forecasting prices. Whereas money and exchange rates may still improve output forecasts, they now
contain little information about prices at the horizons considered. The out-of-sample results are
basically consistent with the in-sample findings. The only discrepancy lies in the different judgements
about the information content of the exchange rate index for predicting output.

Conclusions

This study reconsidered the information content of a set of financial variables for
forecasting output and prices in Switzerland during the post Bretton Woods era. The analysis covers
three parts. First, the in-sample predictive content of the variables is analysed. Second, the out-of-
sample forecasting ability is considered. Third, the study asks whether the information content
changes over time. In all parts of the paper vectorautoregression methodology is applied, so that the
information content of the financial variables is measured as the additional predictive information
which is not already extractable from observing the time series of output and prices themselves.

The results show that money contains important information for forecasting output. The
information content has recently declined, but forecasts based on systems including money still
outperform systems without money. Including the exchange rate index in the forecast system may
render the forecast ability more stable over time, but the evidence is not clear-cut. Exchange rates
turned out to be helpful for predicting prices. However, the information content of the exchange rate
index has deteriorated strongly in recent years, so that the best forecasts for prices are based on a
forecasting system including only output and prices.

The results from this exercise lead to three conclusions. 1. Financial variables and asset
prices lose information content for predicting output and prices during the 1990s. 2. Forecasting
prices gradually becomes easier during the 1990s because more information is contained in the time
series of prices itself. This indicates that the inflation process may have changed during the 1990s. In
contrast, forecasting output becomes gradually more difficult especially at longer horizons because of
the loss of information of money. 3. The information contents of the VAR systems are not robust over
time. Rolling regression techniques may help to find out whether one VAR system gradually becomes
less attractive than another for forecasting output and prices.
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It is important to remember that the information content of the financial variables is
defined in a specific statistical manner. The information content of a specific variable is measured as
the incremental predictive power over the part of movements of output and prices that is not already
forecastable from past values of output, prices and, in general, from the variables placed ahead in the
order of orthogonalisation. If monetary policy consists of systematic responses to past fluctuations in
output and prices, the information content of money may be small although its impact on output and
prices may be large. Furthermore, if money growth is relatively stable, the correlation between money
and prices and between money and output can be small even if money has powerful effects.
Consequently, knowing that the information content of money is small for prices and declining for
output does not mean that the central bank should abandon monetary aggregates as information
variables or as intermediate targets. In addition, none of the other financial variables considered
delivered better information for forecasting prices and output in a consistent manner. Thus, the study
does not favour the use of such variables as indicators for monetary policy in Switzerland and
underlines the difficulties the Swiss National Bank would face if it pursued a policy of inflation
targeting instead of a policy of monetary targeting.
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How informative are financial asset prices in Spain?

Francisco Alonso, Juan Ayuso and Jorge Martinez-Pagés

Introduction

Agents participating in financial markets are often characterised as being forward-
looking. Accordingly, financial prices can be considered forward-looking regarding those
macroeconomic variables that affect them and, therefore, should contain valuable information on their
future or expected behaviour. Moreover, in comparison with other potential sources of information,
financial prices are easier and cheaper to obtain and can be recorded for higher frequencies.

Unsurprisingly, then, there is a relatively extensive literature focused on extracting the
informational content of financial prices on future macroeconomic fundamentals. In the early 1990s a
number of papers analysed the US case and found that several financial indicators, mainly those
related to the term structure, provided reliable information on future interest rates (Campbell and
Shiller (1991)), inflation (Mishkin (1990)) or real activity (Estrella and Hardouvelis (1991)). Similar
results were later found for other economies (Estrella and Miskhin (1996), Davis and Fagan (1996),
Bernard and Gerlach (1996)).

This paper builds on this literature and attempts to analyse the informational content of
financial prices in Spain, mainly from the viewpoint of a central bank. There are two main reasons
why this analysis of the Spanish case may be relevant. First, the process of liberalisation and
modernisation of the Spanish financial system, though extraordinarily fast, was initiated only very
recently compared to other Western countries. Indeed, until very recently, there were no data covering
a period long enough to allow a systematic analysis of the informational content of financial
indicators. Even now, data are still insufficient or of poor quality in some cases. This explains why
the issue has not been studied much in Spain.!

Second, until 1994 Spanish monetary policy followed a classical two-level strategy, with
a monetary aggregate playing the role of an intermediate target. In this framework, monetary
indicators pushed other indicators to a secondary level of importance. Since 1995, a new monetary
strategy has been implemented in which inflation is directly targeted. This new framework has
provided scope for other non-monetary indicators, among which financial indicators are potentially
useful. In particular, there is a new demand for indicators in order to make projections regarding
relevant macroeconomic variables. Those variables are typically inflation, short-term interest rates
and also output. As recently stressed in Svensson (1997), direct inflation targeting does not
necessarily imply that a central bank should not worry about output deviations from a reference or
targeted level.

This paper examines, from an empirical standpoint, the informational content of the
financial indicators most commonly considered in the literature: domestic yields and yield spreads,
foreign-domestic spreads, credit quality spreads, stock prices and exchange rates. We focus on their
informational content with respect to the inflation rate, the 3-month interest rate and output.

As to the methodology, since we aim to provide an overall view of the usefulness of these
indicators, we consider three alternative approaches. First, we analyse the predictive power of
financial prices by comparing the out-of-sample performance of equations containing each financial
indicator with a simple univariate equation containing only lagged values of the dependent variable.
Next, following a recent work by Estrella and Miskhin (1996), we also address the possibility of using

1 Some exceptions are Martinez-Resano (1993), Davis and Fagan (1996) or Alonso et al. (1997).
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financial prices as “qualitative” indicators and estimate Probit models to forecast inflationary upturns,
output slowdowns and monetary policy tightenings as reflected by interest rate upturns. Finally, we
analyse the possibility of using financial prices as expectation indicators, independently of their
ability as predictors.

The structure of the paper is as follows. Section 1 presents our methodological approach
to assessing the quantitative informational content of the different indicators considered. The main
results of this approach are presented in Section 2, showing that, in general, financial prices do not
outperform simple univariate models. Given this result, two alternative routes are further explored. In
Section 3, the results of a rough approach to analysing the usefulness of financial prices as
“qualitative” indicators to predict specific episodes are presented. In Section 4 we comment on the
relationship between predictors and expectation indicators and consider the potential usefulness of
financial prices as indicators of expectations of future inflation and interest rates. The final section
summarises the main conclusions of the analysis and extracts some policy implications.

1. An approach to assessing the quantitative informational content of
Spanish financial prices

1.1 Empirical strategy

It is not an easy task to come to any conclusion on the informational content of a variable
regarding the future behaviour of another. Such an assessment will always be conditional upon, at
least, three assumptions: first, the information set included (the indicator, the indicator plus lagged
values of the variable to be forecast, third variables, etc.); second, the predictive horizon we are
interested in; and third, the criterion for assessing performance. Before presenting our approach, it is
worth reviewing the competing alternatives to specifying the relevant assumptions.

Most papers in the existing literature follow what we could call a “basic approach”: one
or several regressions are run in which the macrofundamental to be predicted is on the left-hand side
and (some transformation of) the indicator is included on the right-hand side. Apart from this common
root, differences are considerable. Regarding the specification of the information set, some authors
take a static bivariate approach in which the indicator, usually lagged, is the only regressor (Mishkin
(1990)). Others also use a bivariate model but follow a “Granger causality” approach, thus
introducing some dynamics in the analysis and considering lagged values of both the dependent
variable and the indicator on the right-hand side (Davis and Fagan (1996)). A third approach consists
of including on the right-hand side of the equations several indicators to allow for some competition
among them (Bernanke (1990)). Finally, there are also examples of VAR analysis in which more than
one fundamental is predicted simultaneously (Davis and Fagan (1996)).

Regarding horizons, most papers consider several horizons simultaneously, with special
attention paid to the distinction between the short and the long term. As to the performance criterion,
two main approaches can be mentioned. In some papers, usual goodness-of-fit in-sample statistics are
used to test the significance of the indicators in the regressions and their contribution to reducing the
residual standard error. Other papers, however, focus on the out-of-sample forecasts.

Our aim in this paper is to analyse to what extent financial prices contain useful
information for the Spanish monetary authorities on the future or expected behaviour of inflation,
output and short-term interest rates, other than the information that the past pattern of each
macroeconomic variable can provide. Thus, we will consider equations including lagged values of the
dependent variable and lagged values of the financial indicators. In particular, we consider up to 12
quarterly lags which provide a maximum delay of 3 years between the indicator and the fundamental.

Nevertheless, we do not combine either macrofundamentals or indicators. Our data base
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does not cover a period long enough to allow a more complex analysis in which we could look at
more than one indicator — or more than one fundamental — at the same time.

Regarding the performance criteria, although we test in-sample joint significance we
focus on out-of-sample properties to assess the usefulness of the different indicators. In particular, we
compare the mean squared errors of forecasts 1, 4, 8 and 12 quarters ahead of both the univariate
equation and the equation including the indicator. Therefore, the prediction horizons span 1 quarter to
3 years.

Our approach can be summarised in the following steps:

1. A univariate autoregressive model is estimated for quarterly data on the (stationary
transformation of the) macrofundamental y:

p
)’t:ao+zaiyt—i+et (D
i=1
The maximum lag p has been chosen testing the estimated residual autocorrelations, the

joint significance of the included lags and the joint (non-)significance of the excluded lags between 1
and 12.

2. We check the order of integration of the indicator. If the macrofundamental and the indicator
are of the same order, we check whether they are cointegrated.? If this is the case, a lagged
standard error correction term, ecm, and 12 lagged values of the (stationary transformation of
the) indicator x are added. If there is no cointegration, only the 12 lags are included. In both
cases, the joint significance of the new regressors is tested. If they are not significant, we stop
the analysis and conclude that this is not a useful indicator. If they are significant, the following
exercise is undertaken to determine the length of the lag polynomial: the first and/or last lags
are subsequently excluded and, after each exclusion, the joint significance of the included lags
and the joint (non-)significance of the excluded ones is tested. This yields the following

equation:
p q2
Y, =ag+ 2,4y, + zbixt—j +8,crecm,_; +v, (2)
i=1 j=q1

where g1 > 1, g2 <12, and 3§, is equal to 1 if there is cointegration between the fundamental and the
indicator, and O otherwise. Notice that the same number of lags (p) for the dependent variable is
included in equations (1) and (2).

3. We re-run equations (1) and (2) for shorter subsamples ending at T-23, T-22,..., then make 1, 4,
8 and 12-quarter ahead predictions, and compute and compare mean squared forecasting errors.
Our forecast series contain, in general, 23, 20, 16 and 12 data points, respectively. However, in
order to preserve enough degrees of freedom, the number of forecasts had to be reduced in
those cases in which the indicator series does not cover the whole period.

1.2 Financial indicators considered

In this paper, we analyse the informational content of 26 financial indicators, grouped in
six different categories: domestic public debt yields, domestic public debt yield spreads, domestic-
foreign interest rate differentials vis-a-vis Germany and the United States, credit quality spreads,
exchange rates and stock prices. For comparative purposes, two standard monetary aggregates are also

2 See Appendix B for more details.

3 See Appendix A for details regarding sample periods.
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included: a narrow one (M2) and a broad one (ALP2). These financial indicators are fairly standard in
the related literature.

As mentioned above, the intuition behind the use of financial indicators in this context is
that forward-looking agents, when forming the expectations that determine financial prices, consider a
wide information set. This information set includes not only the past course of fundamentals but also
other pieces of information, such as monetary policy actions and their expected effects. It is precisely
because of these additional pieces of information that financial indicators may have an additional
information content compared to the macroeconomic fundamental above. The following paragraphs
are not intended to provide a sound theoretical basis for the potential predictive power of each of the
indicators considered. Such an analysis is beyond the scope of this paper.* Instead, these paragraphs
are aimed at providing some insight into the potential predictive power of the chosen indicators.

In the first place, according to the Fisher relationship, domestic public debt yields can be
decomposed into three unobservable components: the real interest rate, the expected rate of inflation
over the life of the bond and the risk premia. To the extent that changes in yields reflect changes in
the first component, they should be negatively correlated with future output growth. Similarly,
changes in yields due to changes in the expected rate of inflation should, under reasonable
assumptions, be positively correlated with future inflation.

The above-mentioned Fisher relationship can also explain why public debt yield spreads,
defined as the difference between long and short yields, may contain significant information about
future inflation. Regarding output, there are at least two possible explanations for the potential
predictive power of the public debt yield spreads. The first is related to monetary policy. For example,
a tightening of monetary policy, which will be followed by a fall in output growth, usually has a
greater effect on short-term rates, flattening the yield curve. Alternatively, if agents are expecting low
growth and they expect a Phillips curve relationship to hold, then inflation and interest rates would be
expected to drop and the yield curve to flatten or even to invert. Notice also that, under the
expectations hypothesis of the term structure of interest rates, yield spreads should be good predictors
of future short yields.

Regarding the foreign-domestic interest rate differentials, if uncovered interest rate parity
holds, these reflect the expected changes in the exchange rates. If purchasing power parity is also
expected to hold, then expected exchange rate changes should be mirrored in expected inflation
differentials. Thus, a wider differential may imply worse relative prospects for inflation in the home
country. Moreover, both expected exchange rate changes and current exchange rates may have direct
effects on output growth and, through this channel, on future inflation.

There are also two possible explanations for the potential predictive power of the credit
quality spread, defined as the spread between the yield of a private asset and a public asset of the
same maturity. First, since that spread should reflect mainly the greater default risk of the private
asset, its changes could reflect changes in the perceived default risk, which should be negatively
correlated with prospects of output growth. Second, Bernarke and other authors underline the
relationship between the credit quality spread and monetary policy. According to these authors, in a
context of imperfect sustitutability between assets, a monetary policy tightening induces a decline in
the supply of bank loans. This means higher bank lending rates and higher rates on substitutes for
bank loans, such as private bonds and commercial paper; i.e., a widening of the spreads between those
rates and public debt yields. The predictive power regarding inflation could be based on a short-term
relationship between output and inflation.

Finally, the use of stock prices can be justified as follows: since dividend growth will be
related to output growth, stock prices can contain information about future output insofar as they
reflect market expectations of future dividends.

4 Woodford (1994), Davis and Fagan (1996), Estrella (1997) and Smets and Tsatsaronis (1997) provide a good basis for
such a theoretical exercise.
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2. Do financial indicators forecast inflation, output or short-term interest
rates?

Regarding data, quarterly year-on-year CPI inflation, year-on-year GDP growth and 3-
month domestic interest rates covering the period from 1978Q1 to 1997Q1 are the three
macrofundamentals we consider. Details on the financial indicators considered are provided in
Appendix A.

The main results of applying the process described in Section 1.1 to our data set are
reported in Tables 1 to 3. Each table refers to one macrofundamental and shows which lags of the
indicator are significant in the regression covering the whole period available, the number of
observations in each equation, the ratio of the root of the mean in-sample squared error to that of the
univariate model, and the mean squared error ratios corresponding to 1, 4, 8 and 12-quarters-ahead-
out-of-sample forecasts. Two different values are provided for the last three ratios. First (upper
values), ratios have been computed using the ex-post observed values of the indicator to make out-of-
sample predictions. Second (lower values), out-of-sample values of the indicator have been forecast
from an univariate equation containing 4 lags. The idea is that the actual predictive power of the
indicator should be somewhere between the two ratios, because the univariate-based forecast of the
indicator could be improved by a more general equation or model, but such an improvement would be
limited by lack of perfect foresight.

Table 1 shows that only one term structure indicator is not significant in the equation for
the inflation rate. According to the in-sample analysis, improvements vary between the 36% mean
squared error reduction when the 5-year domestic yield (R5Y) is used and the 4% reduction
corresponding to the 3-year domestic yield (R3Y). This result is similar to that found in most of the
related papers for other countries. Out-of-sample results, however, are less favourable and, in general,
ratios tend to be above 1. In 2 out of 8 cases the 1-quarter-ahead ratio is above 1. The best 1-quarter-
ahead indicator is the 5-year yield (R5Y), which provides a ratio of 0.72. Results, however, are poorer
for longer horizons. There are only three term structure indicators that offer ratios below 1 for four
and eight quarters ahead projections and one regarding 12 quarters ahead. Only the 3-year to 1-month
spread (S3_1) is able to outperform the univariate approach at any horizon, although the lowest ratio
it provides is 0.89. Unfortunately, there are not sufficient data to test the out-of-sample performance
of the more promising indicator according to the in-sample analysis: the 5-year domestic yield (R5Y).

Financial indicators based on the term structure offer by far the best results. Half of the
domestic-foreign differentials are non-significant and those which are significant fail to improve the
simple univariate results. Credit quality indicators tend to be significant but, when it is possible to
make out-of-sample forecasts, these are outperformed by the univariate model. Similar results are
obtained when using exchange rate and stock exchange indicators. It should be noted, however, that
monetary aggregates do not provide better results, and have a poorer performance than the term
structure indicators.

Opverall, results in Table 1 raise some doubts about the usefulness of financial indicators
as inflation predictors in Spain, at least for horizons between 1 and 12 quarters.> Are results similar
regarding short-term interest rates and output?

According to Table 2, results are even worse regarding the 3-month interest rate.
Although most indicators (18 out of 20) are significant in the regressions covering the whole period,
their out-of-sample performance fails to provide ratios below 1. No indicator is able systematically to
outperform the univariate model at any horizon. Only three indicators provide ratios below 1 for
1-quarter-ahead forecasts. This number falls to one for 4-quarter-ahead forecasts and to zero in the
other two cases. Especially striking is the inability of long-term yields to provide good forecasts.

5 Slightly better results were obtained using an alternative price index (IPSEBENE by its Spanish name) which drops from

the CPI the most volatile components.
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Finally, Table 3 shows that many financial indicators are even non-significant in the
regressions involving output (11 out of 26). Nevertheless, the 3-year domestic yield (R3Y) provides
good results regarding the longest horizon and clearly outperforms the univariate model: the ratio for
12-quarter-ahead errors is 0.72 when the ex-post observed indicator is used and 0.68 when it is
forecast with the univariate model. Similarly, the stock exchange indicator provides ratios below 1 for
all horizons considered, varying between 0.75 and 0.95.

Table 1

The predictive power on inflation (CPI): linear model

Indl Nobs. Signif.2 Lags3 In-sample Out-of-sample ratios®
ratio%
RMSE1 RMSE4 RMSE8 RMSEI12
RIM 68 13.13 2-6° 0.93 0.99 1.00 0.99 1.10
0.04) 0.98 0.93 0.99
R12M 62 9.94 1-36 0.95 1.00 1.07 1.05 1.10
(0.04) 1.04 0.95 1.01
R3Y 63 5.46 6 0.96 0.99 1.01 0.98 0.98
(0.02) 1.06 0.98 1.03
R5Y 42 104.3 1-126 0.64 0.72 - - -
(0.00) - - -
S5_1 43 41.12 6-12 0.70 1.28 1.21 - -
(0.00) 121 - -
S3_1 61 35.64 6-11 0.86 0.89 0.89 0.95 0.94
(0.00) 0.89 0.99 1.04
S12_1 61 22.15 2-10 0.89 0.98 0.93 1.00 1.03
0.01) 0.92 1.04 1.06
S5_12 43 21.41 9-12 0.80 0.89 1.04 1.22 -
(0.00) 1.04 1.22 -
S3_12 63 6.47 1-5 - - - - -
(0.26) _ - -
S12MG 59 27.10 1-12 0.91 1.08 1.16 1.03 0.97
0.01) 1.00 1.02 0.86
S3YG 60 14.04 1-12 - - - — -
(0.30) - — -
SSYG7 43 19.32 1-12 - - — - -
(0.08) - - -
S12MU 61 7.55 10-10 0.94 0.96 1.08 0.99 1.02
(0.01) 1.08 0.99 1.06
S3YU 62 491 10-10 0.96 0.99 1.11 0.99 1.15
(0.03) 1.11 0.99 1.17
S5YU 43 12.85 1-12 - - — — -
(0.38) — — —
SCP3M 31 55.59 3-8 0.68 - - - —
(0.00) - - -
SCP12M 31 15.17 1-6 0.83 - - - -
(0.02) - — -
SP5Y 45 4.05 3-6 — — - - —
(0.40) — — —
SCL3M 51 8.53 1-12 - — - - —
0.74) - — —
SL3Y 64 13.48 6-8 0.93 1.17 1.10 1.18 1.02
(0.00) \ 1.10 0.96 0.97
SL5Y 46 17.91 5-9 0.85 1.51 1.69 1.99 2.39
(0.00) 1.69 1.91 1.10
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Table 1 (cont.)

Ind! Nobs. Signif.2 Lags3 In-sample Out-of-sample ratios®
ratio?
RMSE1 RMSE4 RMSE8 RMSEI12
ESPDEM 64 19.96 2-12 0.91 1.13 1.22 1.20 1.36
(0.05) 1.27 0.98 0.96
ESPUSD 65 13.56 6-11 0.92 1.13 1.25 1.42 1.34
(0.03) 1.25 1.28 0.89
NEER 64 21.75 2-12 0.88 1.23 1.51 1.77 1.97
(0.03) 1.52 1.23 1.01
REER 64 21.25 1-12 0.88 1.39 1.84 2.09 2.18
(0.05) 1.76 1.37 1.24
SP 66 18.19 3-10 0.89 1.15 1.19 1.25 1.28
(0.02) 1.21 1.29 1.20
M2 65 16.62 5-116 0.93 1.28 1.25 1.45 1.46
(0.03) 1.24 1.38 1.32
ALP2 68 12.12 4-86 0.94 1.02 1.20 1.22 1.09
(0.06) 1.23 1.07 1.02

 See Appendix A for indicator definitions.

2 Wald test robust to heteroscedasticity of the joint significance of the lagged terms of the indicator variable included in each
equation. When cointegration exists, the null hypothesis also includes a zero value for the coefficient of the error correction
term. The test has a y2 (m) distribution, where m is the number of restrictions. p-value in parenthesis.

3 Lagged terms of the indicator variable included in each equation.

4 Ratio of one-quarter ahead RMSE, within sample, between the equation with indicator and the univariate equation. This
ratio must always be smaller than one.

5 Ratios of 1, 4, 8 and 12-quarters-ahead RMSE, out of sample, between the equation with indicator and the univariate
equation. A value greater than one means worse forecast performance of the model with indicator than the univariate model.
In general, in order to predict more than one quarter ahead, we need forecasts of the indicator itself. For each indicator, the
first row is that resulting when actual values of the indicator are used for the forecasts and the second row is that resulting
when AR(4) univariate predictions of the indicator are used. Results are presented only when at least 8 forecasts can be
made.

6 The model with indicator includes an error correction term, resulting from the cointegration between the levels of the
dependent variable and the indicator.

7 For this indicator, a trend is included in the equations, because only deviations of the indicator from a trend
can be considered stationary.

All in all, the results in Tables 1 to 3 are rather negative regarding the ability of financial
prices to forecast inflation, output or short-term interest rates. They seem to work, at least in most
cases, when in-sample criteria are used but fail to do so out of the sample. This result is only partially
at odds with other results in the literature which point to a higher informational content of financial
indicators, because most of them are based solely on in-sample analysis.

Should we conclude that financial prices are not useful as indicators of future
fundamentals in Spain? Before reaching such a conclusion, several aspects deserve more attention.
Obviously, there are problems with the extension of some data series. But these problems can hardly
be overcome unless we wait for about another ten years.

In our view, there are two more promising ways of gaining greater insight into the
potential usefulness of financial prices. The first involves their usefulness as “qualitative” predictors.
The idea is quite simple: maybe financial prices cannot anticipate the inflation rate prevailing, say, 2
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Table 2

The predictive power on 3-month interest rates: linear model

Ind! Nobs. Signif.2 Lags3 In-sample Out-of-sample ratios>
ratio?

RMSEl RMSE4 RMSE8 RMSEI]2

RI2M 61 10.45 9-96 0.92 1.08 1.33 1.42 1.54
0.01) 1.22 1.13 0.93
R3Y 59 27.74 7-126 0.90 1.39 1.48 1.79 3.20
(0.00) 1.41 1.60 1.63
R5Y 42 15.18 1-126 - - - - -
(0.30) _ - -
S12MG 61 2531 1-10 0.83 1.37 1.51 1.64 231
(0.00) 1.21 1.31 1.45
S3YG 60 10.22 9-12 0.93 1.04 1.14 1.20 1.91
(0.04) 1.14 1.20 1.54
S5YG7 45 8.09 9-10 0.87 0.91 0.97 1.24 1.33
(0.02) 0.97 1.24 1.21
S12MU 59 41.92 2-12 0.76 1.27 1.25 1.33 2.35
(0.00) 1.30 1.23 1.26
S3YU 60 38.58 6-12 0.88 1.26 1.14 1.26 2.12
(0.00) 1.14 1.37 1.79
S5YU 46 10.45 69 0.89 0.99 1.05 1.29 1.40
(0.03) 1.05 1.42 1.14
SCP3M 34 19.15 1-5 0.90 1.17 _ - -
(0.00) - - -
SCP12M 32 35.89 1.7 0.75 - - - -
(0.00) - - -
SP5Y 42 16.89 4-11 0.87 0.97 1.96 - -
(0.03) 1.96 - —
SCL3M 52 28.36 3-12 0.83 1.50 1.87 3.88 3.89
(0.00) 1.48 1.61 1.29
SL3Y 63 11.90 6-9 0.93 1.06 112 1.15 1.31
(0.02) 1.12 1.10 1.09
SL5Y 43 18.37 3-12 0.86 1.46 1.97 - -
(0.05) 2.10 _ _
ESPDEM 65 33.39 1-12 0.83 1.58 1.48 1.70 2.43
(0.00) 1.33 1.24 1.28
ESPUSD 65 13.99 1-12 - - - - -
(0.30) - - -
NEER 67 17.19 6-10 0.92 1.17 1.06 1.15 1.46
(0.00) 1.06 1.17 1.19
REER 69 18.32 1-8 0.90 1.44 1.48 1.69 2.27
(0.02) 1.28 1.23 0.91
Sp 68 19.73 19 0.95 1.23 1.19 1.22 1.61
(0.02) 1.24 1.25 1.40
M2 72 12.52 2-2 0.94 1.00 0.91 0.61 0.94
(0.00) 0.83 1.04 1.01
ALP2 65 16.13 1-12 _ _ _ - _
(0.19) _ _ _

Note: For an explanation of the footnotes, see Table 1.
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years ahead, but they can forecast whether prices are going to experience any unusual acceleration by
that time. The second asks about the usefulness of financial prices as expectation indicators. We know
that if expectations are rational and there are no information problems, expectations and ex-post
values must differ only because of a standard white-noise term and, therefore, a good predictor will
also be a good expectation indicator and vice versa. But in other perhaps more realistic circumstances,

Table 3

The predictive power on output: linear model

Ind! Nobs. Signif.2 Lags3 In-sample Out-of-sample ratios®
ratio?

RMSE!l RMSE4 RMSE8 RMSEI2

RIM 67 22.64 410 0.87 1.08 1.04 1.06 0.82
(0.00) 1.04 1.09 1.07
RI2M 57 51.34 2-10 0.80 1.09 0.99 0.81 0.74
(0.00) 1.01 0.91 1.03
R3Y 57 30.14 I-11 0.85 1.14 1.05 0.85 0.72
(0.00) 1.07 0.90 0.68
R5Y 41 53.52 1-10 0.76 1.36 - - -
(0.00) — — -
S5_1 43 15.17 1-12 — _ _ _ _
(0.23) - - -
S3_1 61 29.83 2-11 0.87 1.16 1.27 1.60 3.44
(0.00) 1.26 1.52 3.85
S12.1 64 23.35 1-7 0.92 1.13 1.27 1.68 4.92
(0.00) 1.26 1.56 5.17
S5 12 43 11.25 1-12 - - - - -
(0.51) - - -
S3_12 59 18.54 1-12 - - - - -
(0.10) - _ _
S12MG 59 12.44 1-12 _ — — _ _
(0.41) - - -
S3YG 60 11.72 1-12 - - - - -
0.47) - - -
S5YG? 43 57.00 4-12 0.66 1.12 1.31 - -
(0.00) 1.31 - -
S12MU 65 5.47 22 0.96 1.07 1.14 1.47 4.49
(0.02) 1.17 1.60 4.81
S3YU 63 31.37 29 0.85 1.08 1.08 1.25 2.14
(0.00) 1.14 1.43 2.52
S5YU 45 33.14 6-10 0.83 0.91 0.93 0.86 -
(0.00) 0.93 0.88 _
SCP3M 31 16.17 28 0.86 - - - -
(0.02) - - -
SCP12M 31 7.83 1-8 - - - - -
(0.45) - - -
SP5Y 43 25.30 1-10 0.83 1.62 1.73 - -
(0.00) 1.66 _ _
SCL3M 52 21.98 1-12 0.89 1.17 1.25 1.39 _
(0.04) 1.22 1.23 -
SL3Y 60 17.13 1-12 - - - - -
(0.14) - - -
SL5Y 43 16.13 1-12 - - - - -
(0.19) — - -
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Table 3 (cont.)

Ind! Nobs. Signif.2 Lags3 In-sample Out-of-sample ratios®
ratio?

RMSE1 RMSE4 RMSE8 RMSEI12

ESPDEM 65 25.65 3-12 0.87 1.09 1.14 1.36 2.57
(0.00) 1.13 1.25 1.81
ESPUSD 65 14.94 1-12 - - - - -
0.24) - - -
NEER 65 8.69 4-12 - - - - -
(0.47) - - -
REER 65 15.97 1-12 - - - - -
(0.19) - - —
SP 71 13.46 1-1 0.92 0.90 0.80 0.75 0.95
(0.00) 0.86 0.91 0.92
M2R 65 20.54 312 0.90 1.35 1.22 1.33 3.55
(0.02) 1.24 1.43 2.88
ALP2R 71 6.08 13 0.96 0.96 0.84 0.71 1.05
0.11) 0.88 0.85 0.96

Note: For an explanation of the footnotes, see Table 1.

even rational agents may be subject to important errors when predicting, for example, inflation.
Therefore, indicators failing to forecast inflation might nevertheless be good inflation expectation
indicators. In the next two sections we deal with these two issues.

3. Are financial prices useful as qualitative indicators?

In this section we explore whether financial prices are able to anticipate “events”
although they are not able to ancitipate their “magnitude”. If financial agents are forward-looking but
tend to focus on general trends more than on eventual changes, financial prices would be better
predictors of trend shifts than of precise point values.® This idea is behind the recent work by Estrella
and Mishkin (1996) showing that the slope of the yield curve helps to predict recessions in the United
States.

Exploring this possibility in detail is beyond the scope of this paper. Instead, we provide
an initial approach for evaluating to what extent a deeper analysis might be worthwhile. Thus, we
undertake a Probit analysis in which the qualitative dependent variables are “inflation upturns”,
“output slowdowns” and “monetary policy tightenings”. Each of them has been built rather simply,
following the procedure in Ball (1994). First, for inflation, output and the 3-month interest rate
maxima (minima) are recorded as those observations that are higher (lower) than the three prior and
the three subsequent observations.” Second, whenever two consecutive maxima (minima) are
computed, the higher (lower) is chosen. Moreover, if there are two critical values separated by less
than three quarters, the second one is eliminated. Finally, the dependent variables corresponding to

6 The fact that better quantitative results are obtained when a less volatile price index is used, see footnote 5, may be
interpreted as providing some support for this view.

Regarding inflation, the less volatile index IPSEBENE has been used instead of CPI as an additional filter to eliminate
noisy changes. Regarding output, the more classical approach of “three consecutive quarters of negative growth” has also
been tried but it provided too few observations.

73



Chart 1

Macroeconomic variables
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Chart 2

Indicators
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Chart 2 (cont.)

Indicators
Foreign spreads Foreign spreads
Against Germany Against the United States
% % % %
14 14 12 12
12 -
10
8 -
6 —
4
2 I 1 | | i | | [ | Il L 2 -4 § l | ! 1 | | I s | Lt
77 79 8 8 8 87 89 o 93 95 907 77 79 81 83 85 B7 89 ©1 03 95 07
812MG (C) 83YG (C) S5Ya (C) $12MU 83YU S5YU (C)
Private-public spreads Credit spreads
% % % %
4 4 8 8
3 -
2 -
.
0
- i 1 | { L 1 ! 1 i L L1 -8 | | | | H [ Il | 1 | I -8
77 79 81 83 85 87 89 91 83 85 97 77 79 81 83 85 87 8 91 83 95 0O7

© Corrected series.

76



Chart 2 (cont.)

Indicators
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inflation and the interest rate are given the value of 1 whenever the corresponding series are moving
from a minimum to a maximum. For output, values of 1 are given when it moves from a maximum to
a minimum, thus reflecting a slowdown in output. Charts 1 and 2 show the variables used.

As to the Probit estimates and the performance criteria, they can be summarised in the
following steps:

1. We first estimate a Probit model in which only (quantitative) lags of the fundamental are
included. As before, this pseudo-univariate model will be our benchmark.

2. For those indicators that appeared as in-sample significant in the quantitative analysis, we add
as many lags as suggested by the quantitative analysis.® The pseudo-R2s suggested by Estrella
(1995) and the mean probabilities corresponding to 1s and Os are then compared. This is the
equivalent of the in-sample quantitative analysis.

3. Both Probits are re-estimated for shorter samples and 23 1-quarter-ahead forecasts are made
and compared according to the pseudo-R2.

Tables 4 to 6 show the results of this procedure, which are rather promising. Regarding
inflation, and in contrast to Table 1, most financial indicators that are significant in the in-sample
analysis also have out-of-sample ratios below 1, what reflects a clear improvement over the univariate
model. The higher increases in the pseudo-R2 of out-of-sample forecast with respect to that of the
univariate model correspond to the indicators based on the term structure: 3-year and S5-year yields
(R3Y and R5Y) show ratios of 0.47 and 0.23, respectively; S-year to 1-month (S5_1), 5-year to 1-year
(85_12) and 1-year to 1-month (S12_1) spreads also have low ratios (0.27, 0.40 and 0.55,
respectively). Thus, financial indicators seem to do a better job forecasting inflation upturns than
forecasting inflation itself.

Table 4
The predictive power on inflation (IPSEBENE): probit model

Ind! Nobs. Signif.2 In-sample ratios Out-sample
ratio
p-R2’ y=1* Y=0> p-R2®
R12M7 68 6.40 0.51 0.77 0.92 1.61
(0.01)
R3Y’ 69 12.00 0.33 0.66 0.82 0.76
(0.00)
R5Y’ 42 15.05 0.31 0.64 0.70 0.23
(0.00)
S5_1 45 13.88 0.30 0.67 0.72 0.27
(0.00)
S3_1 62 0.02 - - - -
(0.90)
S12.1 46 5.33 0.60 0.81 0.92 0.55
(0.02)
S5_12 61 7.31 0.44 0.80 0.86 0.40
(0.01)
S3_12 59 0.01 - - - -
(0.91)

8 In order to reduce the number of variables in the Probit model we consider a single variable built as an average of the

different lagged values. Notice that the whole exercise is rather restrictive, which explains why this can be considered
only as an initial approach.
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Table 4 (cont.)

Ind! Nobs. Signif.2 In-sample ratios Out-sample
ratio
P-R2° y=1* Y=0" P-R2¢
S5YG 45 2.97 0.66 0.90 0.95 3.33
(0.08)
S3YU 68 0.04 - - - -
(0.85)
S5YU 50 3.95 0.65 0.86 0.92 0.52
(0.05)
SCP3M 31 2.12 0.70 0.90 091 0.72
0.15)
SCP12M 37 3.28 0.75 0.92 0.39 )
0.07)
SP5Y 51 0.58 — - - —
(0.44)
SL3Y 61 16.80 0.30 0.62 0.74 )
(0.00)
SLSY 46 7.00 0.45 0.81 0.88 0.58
(0.01)
ESPDEM 73 0.84 - - - -
(0.36) ,
ESPUSD 65 7.62 0.50 0.72 0.88 -)
0.0
NEER 70 0.11 - - — -
0.75)
REER 64 1.26 0.85 0.96 0.99 0.73
0.25)
SP 74 0.31 - - - -
(0.58)
M27 64 18.86 0.28 0.57 0.70 -
(0.00)
ALP27 68 4.83 0.63 0.83 0.92 -
(0.09)

I'See Appendix A for indicator definitions.

2 Likelihood ratio test of the joint significance of the lagged terms of the indicator variable included in each equation plus the
error correction term if this exists. The test has a y2 (m) distribution, where m is the number of restrictions. p-values in
brackets.

3 Ratio of pseudo-R2, within sample, between the univariate equation and the equation with indicator. Within sample this
ratio must always be lower than one.

4 Ratio of the mean value of the fitted probability when Y is actually one in the univariate model and the model with
indicator. A value lower than one implies that, on average, the model with indicator has a greater probability of being right
when Y is equal to one.

5 Ratio of the mean value of the fitted probability when Y is actually zero in the model with indicator and the univariate
model. A value lower than one implies that, on average, the model with indicator has a greater probability of being right
when Y is equal to zero.

6 The same as footnote 3 for out-of-sample errors. The lower the ratio, the higher the informational content of the indicator.
(-) denotes a negative ratio.

7 The model with indicator includes an error correction term, resulting from the cointegration between the levels of the
dependent variable and the indicator.
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Table 5

The predictive power on output: probit model

Ind! Nobs. Signif.2 In-sample ratios Out-sample
ratio
p-R23 y=1* Y=0°> P-R2°
RIM 67 4.58 0.94 0.97 0.83 0.93
(0.03)
R12M 57 473 0.92 0.97 0.81 1.07
(0.03)
R3Y 57 11.33 0.85 . 0.93 0.58 4.35
(0.00)
R5Y 41 1.47 - - - -
(0.23)
S3_1 61 9.37 0.88 0.93 0.72 0.90
(0.00)
S12_1 64 6.49 0.92 0.96 0.79 0.98
(0.01)
S5YG 43 0.23 - - - -
0.63)
S12MU 69 1.59 0.97 0.98 0.96 0.98
0.20)
S3YU 63 0.45 - - - -
(0.50)
S5YU 45 12.04 0.85 0.91 0.38 (-)
(0.00)
SP5Y 43 0.39 - - - -
(0.53)
SCL3M 52 0.45 - - - -
(0.50)
ESPDEM 65 1.51 — — — -
(0.22)
NEER 65 2.28 0.97 0.98 0.94 0.93
(0.13)
SP 75 7.72 0.91 0.97 0.82 1.01
(0.01)
M2R 65 2.25 0.97 0.98 0.92 0.98
(0.13)
ALP2R 74 0.84 - - - -
(0.36)

Note: For an explanation of the footnotes, see Table 4.

The same result applies to output slowdowns. According to Table 5, about half of the 9
significant indicators provide out-of-sample pseudo-R? ratios below 1. Again, the best results are
provided by the yield slope indicators, the spread between 3 years and 1 month (S3_1) giving the
lowest ratio: 0.90.

Similar results are found for the 3-month interest rate. In this case, 5 out of 9 significant
indicators make better out-of-sample forecasts than the pure univariate model. It should be noticed
again that the term structure appears as the more useful source of information. 1-year (R1Y) and 3-
year (R3Y) yields are clearly able to outperform the univariate model, providing ratios of 0.74 and
0.64, respectively.
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Table 6

The predictive power on 3-month interest rates: probit model

Indl Nobs. Signif.2 In-sample ratios Out-sample
ratio
P-R23 y=14 y=03 p-R2©
R12M’ 61 8.70 0.56 0.89 0.87 0.74
(0.01)
R3Y7 59 5.58 0.68 0.92 0.92 0.64
(0.06)
S12MG 61 0.53 - - - -
0.47)
S3YG 60 2.69 0.80 0.96 0.94 0.81
0.10)
S5YG 45 6.45 0.58 0.89 0.83 5.26
(0.04)
S12MU 59 0.02 - - - -
(0.90)
S3YU 60 1.29 0.89 0.97 0.98 0.94
0.26)
S5YU 46 2.26 0.82 0.95 0.94 0.97
(0.13)
SCP3M 34 2.96 0.83 0.93 0.90 2.86
(0.09)
SCP12M 32 1.17 — — — —
(0.28)
SP5Y 42 4.08 0.69 0.92 0.89 )
(0.04)
SCL3M 52 0.43 - - - -
(0.51)
SL3Y 63 0.92 - - - -
0.34)
SL5Y 43 0.22 - - - -
(0.64)
ESPDEM 65 0.10 - — — —
0.75)
NEER 67 0.03 - - - -
(0.86)
REER 69 0.35 - — — —
(0.56)
SP 68 4.01 0.68 0.93 0.92 3.33
(0.05)
M2 75 6.28 0.32 0.89 0.92 0.50
(0.01)

Note: For an explanation of the footnotes, see Table 4.

All in all, results in these last three tables are more promising than those of the
quantitative analysis and point to the yield curve as a leading indicator of trend shifts in inflation,
output and short-term interest rates.
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4. May financial prices be useful as expectation indicators?

Up to now, we have focused on the capacity of financial prices to predict the future
behaviour of some relevant macroeconomic variables. Nevertheless, even if they were bad predictors
for those variables they might prove useful as indicators for agents’ expectations. Obviously, it could
be argued that rationality plus perfect information make this analysis redundant because expected and
ex-post values only differ by a white-noise term. However, this rational-expectation-perfect-
information framework is clearly at odds with what seems to be one of the main worries of most
central bankers: the degree of credibility of the policies implemented. Naturally, credibility is a
relevant issue only in a context of imperfect information.

A number of papers in the literature show how rational agents may be subject to
important and rather persistent expectation errors. Most have focused on inflation. For example, some
authors have found that, due to imperfect information, inflation rates can be successfully characterised
by switching-regime models a la Hamilton, not only in high-inflation countries like Argentina, Israel
or Mexico (see Kaminsky and Leiderman (1996)) but also in countries whose inflation rates are
relatively low and stable like the United States (Evans and Lewis (1995)) or Canada (Bank of Canada
(1996)). These switching-regime models produce inflation expectation errors which have zero mean
ex-ante but, ex-post, can show a non-zero mean over relatively protracted periods. Similarly,
according to King (1996), if agents do not immediately learn about central bank behaviour,
disinflationary processes will probably be characterised by inflation targets (and, therefore, by actual
inflation) below agents’ inflation expectations. Lasting inflation expectation errors are also predicted
by models a la Backus-Driffill (1985) where central bankers face credibility problems and need time
to build their anti-inflationary reputation.

Differences between targeted values or planned monetary policy actions and expectations
may imply additional costs to reach the targets or to implement the desired policy. For example,
regarding inflation, discrepancies between targets and expectations, based on a credibility or
information problem, may increase the costs of a disinflationary policy. Similarly, monetary
authorities may provide clearer monetary policy signals if they know the interest rates agents are
expecting. In these circumstances, agents’ expectations are another valuable piece of information that
financial prices could provide. In this section, we survey a number of recent papers on this issue
written at the Research Department of the Banco de Espaiia.

The main problem in assessing the informational content of financial indicators in this
respect is that agents’ expectations are non-observable. Surveys, when available, rarely provide
enough information. The approach, hence, has to be different. In particular, more room has to be made
for economic theory and, arguably, results are model-dependent.

Our research in this area has been twofold. On the one hand, we have tried to retrieve
inflation expectations from nominal interest rates according to the Fisher equation. On the other hand,
expectations on future short-term interest rates have been obtained according to the relationship
between short and long-term interest rates. As it is well known, however, an analysis of the
informational content of financial prices on expected output cannot be based on similar non-arbitrage
or equilibrium relationships.

The Fisher relationship states that riskless nominal interest rates are equal to the sum of
three components: a riskless real rate to the same maturity, the expected inflation at that horizon and
an inflation risk premium. If we do not believe there are arbitrage opportunities in Spanish financial
markets, inflation expectations at different horizons could be obtained provided we have data on the
nominal zero-coupon bond yield curve, the real zero-coupon bond yield curve and the inflation risk
premia for different maturities.

The nominal zero-coupon yield curve is regularly estimated at the Banco de Espafia
following the Nelson and Siegel (1987) and Svensson (1994) methodology. This method provides a
smooth continuous nominal zero-coupon yield curve, and according to Nifiez (1995) offers better
results than alternative methods available in the literature.
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In Ayuso (1996), ex-ante real rates are estimated for the Spanish economy in a CCAPM
framework. Notice that ex-post real interest rates are not good substitutes for ex-ante interest rates in
this case for, at least, two reasons. For one thing, the Fisher relationship would imply that the average
inflation risk premium is zero. For another, ex-post real interest rates are only observable after the
inflation rate has been observed, thus dispelling any usefulness they may have as an indicator of
inflation expectations. Therefore, ex-ante real interest rates have to be estimated.

The approach in Ayuso (1996) can be briefly summarised as follows. For the equilibrium
relationships implied by the CCAPM for returns expressed in real terms, it can be shown that the
riskless zero-coupon ex-ante real interest rate to a given horizon k& must be equal to the inverse of the
expected marginal rate of substitution between current and k-period-ahead consumption. If agents
have isoelastic preferences and consumption and returns are jointly lognormal, the marginal rate of
substitution depends on two parameters that characterise agents’ time preference and risk aversion,
respectively, and the (log) rate of consumption growth.

The time preference and the relative risk aversion parameters are estimated following
Hansen and Singleton (1982): without imposing lognormality, first-order conditions for different
investment strategies maturing between 1 and 12 months in the future are obtained. In particular, for
each maturity, several combinations of 1 to 12-month zero-coupon bonds are considered. This set of
first-order conditions is then used to estimate, by GMM, the above-mentioned parameters. Expected
consumption growth at different horizons are obtained from an AR-ARCH model for consumption
growth. Table 7 shows the basic statistics thus obtained for the 1, 3, 5 and 10-year ex-ante real interest
rates. As can be seen, they seem to be rather stable and the real yield curve is nearly flat. It should be
said, however, that the level of the real yield curve is not estimated with high precision.

Table 7

Basic statistics of ex-ante real interest rates

Maturity Minimum Maximum Average Standard deviation
1 year 3.92 5.67 4.88 0.28
3 years 4.42 5.21 4.85 0.13
5 years 4.57 5.06 4.84 0.08
10 years 4.70 4.94 4.83 0.04

Notes: Taken from Ayuso (1996). Rates measured in annual percentage points (log approximations). Data are monthly and
cover the period 1985:2-1994:12.

Turning now to inflation risk premia, an estimate is undertaken in Alonso and Ayuso
(1996) also in a CCAPM framework assuming both lognormality and isoelastic preferences. Under
these assumptions, it is easy to show that for any horizon £ the inflation premium can be expressed as
the product of two factors: the agents’ relative risk aversion coefficient, and the conditional
covariance between k-period-ahead (log) prices and consumption. They estimate 1, 3 and 5-year-
ahead conditional covariances between Spanish price and consumption data from a bivariate GARCH
model and calculate inflation premia for different available estimates of the Spanish relative risk
aversion coefficient. Table 8 shows the basic statistics for the inflation premia when the maximum
estimate of relative risk aversion (7.22) is considered. This can be seen as an upper bound for the
actual inflation premia. According to this table, inflation premia can also be considered relatively low
and stable even for maturities up to 5 years.

Regarding the informational content of the term structure for inflation expectations, the
above results suggest that, since the level of the real yield curve is estimated with low precision, the
most efficient way to exploit the informational content of long-term nominal interest rates is by
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looking at changes in their levels. Given that inflation premia and ex-ante real rates are rather stable,
changes in long-term zero-coupon interest rates should mainly reflect changes in agents’ inflation
expectations.

Table &8

Basic statistics of inflation premia

Inflation premium at Minimum Maximum Average Standard deviation
1 year 0.02 0.04 0.03 0.004
3 years 0.09 0.20 0.11 0.029
5 years 0.18 0.39 0.23 0.052

Notes: Taken from Alonso and Ayuso (1996). In annual percentage points (log approximations). Data are quarterly and
cover the period 1973:1-1995:1V.

As to the possibility of extracting information for short-term interest rate expectations
from long-term interest rates, it is well known that long-term rates can be expressed as an average of
future expected short-term rates plus a term risk premium. Term premia for equations containing
expectations on 1-month and 1-year interest rates to different horizons have been estimated in Restoy
(1995), using the methodology proposed by Backus and Zin (1994) to explain the shape of a yield
curve.

The starting point of this methodology is a non-arbitrage argument: if there are no
arbitrage opportunities, all expected returns must be equal provided they are discounted using the
proper discount factor. Assuming that the discount factor follows an ARMA process, it is easily
shown that the parameters of this process completely characterise the current interest rates, the
implicit forward rates and the term premia. Thus, term premia can be computed, provided estimates of
the ARMA parameters are available. The discount factor, however, is non-observable and this
precludes the direct estimation of its univariate model. But the ARMA parameters can be retrieved,
exploiting the fact that they also determine the sample moments of current and forward interest rates.

This retrieval process is what Backus and Zin (1994) call a “reverse engineering
process”: given an autoregressive order and a moving average order, the relationship between the
ARMA parameters of the process followed by the discount factor and the sample moments in the time
series of the spot and forward interest rates can be used to estimate the former from the latter.
Different AR and MA orders give rise to a different set of parameters and GMM provides a natural
way of, first, estimating them, and second, choosing the model that best fits the data.

Table 9

(Average) term premia

Within Term premium corresponding to Pro memoria: average
1-month interest rate 1-year interest rate 1-month forward rate ~ 1-year forward rate

1 month 0.01 0.01 10.63 10.49

3 months 0.03 0.03 10.89 10.47

1 year 0.12 0.11 10.45 10.48

3 years 0.38 0.30 10.60 10.60

5 years 0.47 0.44 10.56 10.53

10 years 0.70 0.55 10.22 10.20

Notes: Taken from Restoy (1995). Annualised premia and rates, in percentage points (log approximations). Data are monthly
and cover the period 1991:1-1995:7.
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Table 9 presents the average term premium estimates obtained in Restoy (1995), together
with the mean values of the 1-month and the 1-year forward rates. According to the estimates in the
table, term premia included in Spanish nominal interest rates can be considered moderate or low, and
therefore, 1-month and 1-year forward curves, which are obtained from the zero-coupon nominal yield
curve- can be seen as mainly reflecting the expected paths for 1-month and 1-year interest rates.

Conclusions and policy implications

In this paper we have analysed the informational content of different financial prices on
three macroeconomic variables of clear interest to the Banco de Espafia in the design and
implementation of its monetary strategy: the inflation rate, i.e. the direct target of current Spanish
monetary policy; a short-term interest rate, i.e., its operational target; and output, because even a
central bank with direct final inflation targets should worry about output deviations from a reference
level.

We have looked at 26 financial prices covering the term structure, foreign-domestic
differentials, credit quality, exchange rates and stock exchange indicators and have checked, first,
their capacity to forecast quantitatively the three above-mentioned macrofundamentals; second, their
usefulness as “qualitative” predictors of inflation upturns, output slowdowns and monetary policy
tightenings; and, finally, their usefulness as inflation and interest rate expectation indicators. In some
sense, and guided by the results, we have moved from a very demanding to a less demanding analysis.

Although most of the financial indicators considered are found to be significant when
included in the regression to explain the behaviour of inflation, output or the interest rate, they fail to
outperform a simple univariate model when their out-of-sample performance up to three years is
analysed.

Given this result, we have explored the possibility of using those financial indicators as
“qualitative” rather than as “quantitative” indicators. As an initial approach, we have estimated
several Probit models to forecast inflation upturns, output slowdowns and monetary policy
tightenings. The results of this approach are clearly promising and seem to merit a further analysis
that is beyond the scope of this paper. In any case, they point to the yield curve as the main potentially
useful source of information.

Finally, we have also explored whether financial prices may be considered as good
expectation indicators, irrespective of their ability as quantitative or qualitative predictors. The
rationale for this analysis is based on agents’ inability to perceive clearly what central banks really do.
In this framework, they could make errors that are far from the usual zero-mean assumption. Although
the approach relies on the acceptance of several prior assumptions, the available evidence points to an
important informational content of yields on zero-coupon bonds on both expected inflation and
expected short-term interest rates.

Taken together, these results may have important implications for the use of financial
indicators in the current Spanish monetary policy framework. As none of the financial indicators
considered seems to hold a stable empirical relationship with any of the fundamentals, this discards
the possibility of using them as nominal anchors for monetary policy decisions in the same way that
monetary aggregates were used in the past. Nevertheless, they can be useful both as “qualitative”
indicators to complement the quantitative information provided by other non-financial indicators, and
as expectation indicators signalling potential credibility problems and potential misunderstandings of
monetary policy actions. In this respect, indicators derived from the zero-coupon yield curve (interest
rate levels and spreads) emerge as the most informative financial prices.
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Appendix A: Data description .

Due to the late development of a full range of liquid and competitive financial markets,
the availability of data on asset prices in the Spanish economy is very limited. As a consequence, the
selection and construction of variables for this work has been influenced by the need to have
information for a period long enough to make reliable estimations of information content. This means
that, in some cases, the variables used are only an approximation to the theoretical variable of interest.

In this appendix we describe the variables used in this work.? Unless otherwise indicated
the source is the Banco de Espaiia and the quarterly series are built as the monthly averages of the
daily data corresponding to the last month of each quarter. Most series cover the period from the first
quarter of 1977 to the first quarter of 1997, but some of them do not cover the whole period.

Macroeconomic variables:
GDP: Real Gross Domestic Product. Source: National Institute of Statistics (INE). Quarterly series in
origin.
CPI: Consumer Price Index. This is a re-elaboration, made at the Banco de Espafia, of the index

produced by the National Institute of Statistics (INE) to homogenise the methodology of calculation
for the whole period. Monthly in origin.

IPSEBENE: Consumer Price Index corrected by the elimination of its more volatile components:
energy and non-processed foods. As before, we use the series re-elaborated at the Banco de Espafia.
Monthly in origin.

R3M: 3-month interbank interest rate.

Domestic riskless interest rates:

R1IM: 1-month interbank interest rate.
R12M: 12-month interbank interest rate.

R3Y: 3-year central government bond yield. Until 1988, average yield on outright spot transactions
with bonds at between 2 and 4 years on the Madrid Stock Exchange. Thereafter, average yield on
outright spot transactions between market members with 3-year bonds on the public debt Book-Entry
Market.

RS5Y: 5-year central government bond yield. Until 1991, average yield on bonds at over 4 years.
Thereafter, average yield on 5-year bonds. Data from outright spot transactions between market
members on the public debt Book-Entry Market since 1988 and from the Madrid Stock Exchange
before then.

Term structure spreads:

S5_1: 5-year minus 1-month (R5Y-R1M).
S3 1: 3-year minus 1-month (R3Y-R1M).
S12_1: 12-month minus 1-month (R12M-R1M).
S5_12: 5-year minus 1-year (RSY-R12M).
S3 12: 3-year minus 1-year (R3Y-R12M).

9 All of them are shown in Charts 1 and 2.
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Domestic-foreign spreads:
S12MG: 12-month interbank interest rate in Spain (R12M) minus 12-month interbank interest rate in
Germany. Domestic markets.

S3YG: 3-year government bond yield in Spain (R3Y) minus 3-year government bond yield in
Germany.

S5YG: 5-year government bond yield in Spain (RSY) minus 5-year government bond yield in
Germany.

S12MU: 12-month interbank interest rate in Spain (R12M) minus 12-month interbank interest rate in
the United States. Domestic markets.

S3YU: 3-year government bond yield in Spain (R3Y) minus 3-year government bond yield in the
United States.

S5YU: 5-year government bond yield in Spain (R5Y) minus 5-year government bond yield in the
United States.

Credit quality spreads:

a) Private-public spreads:

SCP3M: 3-month commercial paper interest rate minus 3-month Treasury bill interest rate. In both
cases, interest rates correspond to primary auction markets. Only auctions of the major issuers are
considered. These are semi-public companies, but they are the only ones that conduct auctions
regularly.

SCP12M: 12-month commercial paper interest rate minus 12-month Treasury bill interest rate.
Comments on the previous variable also apply here.

SP5Y: Corporate bond yield minus 5-year government bond yield. Average yields in secondary
markets. Corporate bonds correspond to electric companies and have horizons of about 2 years.

b) Credit spreads:

SCL3M: Average interest rate of banks and savings banks on commercial discount up to 3 months
minus 3-month interbank interest rate (R3M).

SL3Y: Average interest rate of banks and savings banks on credit accounts at 1 to 3 years minus 3-
year government bond yield (R3Y).

SLSY: Average interest rate of banks and savings banks on loans at 3 years or over minus 5-year
government bond yield (R5Y).

Exchange rates:

ESPDEM: Spot price of the Deutsche mark in pesetas per unit.

ESPUSD: Spot price of the US dollar in pesetas per unit.

NEER: Index of the nominal effective exchange rate of the peseta against developed countries.
REER: Index of the real effective exchange rate of the peseta against developed countries.

Stock prices:

SP: Madrid Stock Exchange General Index, end-of-month data. Source: Madrid Stock Exchange.
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Monetary aggregates:

M2: Narrow measure of money in nominal terms.

ALP2: Broad measure of money in nominal terms. The original series is adjusted for a change in level
at the beginning of 1992, due to the exchange of Treasury notes for especial public debt.

M2R: M2 deflated by CPL
ALP2R: ALP2 deflated by CPL

Appendix B: Unit root test and data transformations

We make several transformations of the original data. First, all interest rates, and
consequently all spreads, are expressed in continous time. Second, the rest of the series are expressed
in logarithms. Finally, all series are duly transformed to include only stationary series in the
equations. This last step requires the analysis of the order of integration of the different variables
considered, as well as the possible existence of cointegration relationships between some of them.

Most variables considered have been frequently used in empirical work. Thus, there is
widespread evidence about their univariate and bivariate stochastic properties. Consequently, we shall
not repeat here the analysis of those variables, but concentrate on those less frequently analysed.

Summarising previous evidence, we know that both price indices (CPI and IPSEBENE)
are seasonal I(2) variables, so a A A4 transformation in logarithms ensures stationarity (see, for
example, Matea and Regil (1996)). GDP is a borderline case between I(1) and I(2), depending on the
particular sample period considered. In this work, we considered GDP as I(1). Although, by
construction, GDP should be a nonseasonal variable, there is some evidence of seasonality in it. So,
we use a Ay of the log of GDP as the stationary transformation.

As regards interbank and public debt interest rates, Alonso et al. (1997) have shown that
they are I(1) variables, that they are cointegrated with the annual growth of both price indices and that
spreads between them are stationary.

Likewise, the different exchange rates considered are I(1) variables. This result also
applies to the real effective exchange rate index, which implies the non-existence of cointegration
between the nominal effective exchange rate and consumer prices (see Pérez-Jurado and Vega
(1993)).

Finally, nominal monetary aggregates are I(2) but real monetary aggregates are I(1) and
all of them have seasonal components. That is, the growth rate of nominal monetary aggregates and
inflation are cointegrated (see, for example, Ayuso and Vega (1994)).

Regarding the remaining indicators considered in this work (domestic-foreign, private-
public and credit spreads), we present here some evidence about their stochastic properties. Initial
tests showed the existence of a unit root in some of these spreads. But the low power of these test
against the alternative of stationarity with some structural break is well known. In fact, the Spanish
economy, and its financial system in particular, has experienced significant changes over the sample
period considered.

A quick look at the series suggests specific dates at which a change in the mean occurs
for several related series. Hence, we observe a change in the mean of the credit spreads around
1984:4, probably reflecting the passing from a context of legally fixed banking rates to one of market-
determined rates.!0 Similarly, the recent convergence of Spanish interest rates towards the German

10 The liberalisation of interest rates on bank assets began in 1977 and was completed in 1981. Interest rates on bank
liabilities were not fully liberalised until 1987.
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ones can be represented as a change in the mean of Spanish-German spreads around 1991:1. We
eliminate these changes in the mean from the original series, using univariate models to estimate the
corrected series. More statistically than theoretically grounded is the correction in the spread between
Spanish and US 5-year rates for a change in the mean in 1996:2.

Table B.1
Unit root tests: I(1) against 1(0)

Model with trend
S12MG(c) S3YG(c) S5YG(c) S12MU

ty -3.30% 3.21* -3.06 248
o, 5.54% 5.51 4.87 6.36*
0, 3.80 3.71 3.41 4.25%

S3YU S5YU(c) SCP3M SCP12M
15 -2.00 -2.54 715" 567
o, 4.06 3.54 26.49"** 16.80™**
o, 2.74 2.40 17.69™"* 11.21%

SP5Y SCL3M(c) SL3Y(c) SL5Y(c)
5 -2.88 371 -3.20" -2.46
o, 4.75 6.98** 5.21 3.20
o, 3.22 4.69" 3.47 2.14

Model without trend
S12MG(c) S3YG(c) S5YG(c) S12MU

f o 297" 2.54 2.02 3.74%**
o 4.60" 3.31 2.33 717

S3YU S5YU(c) SCP3M SCP12M
ton 295" 267 -6.35™** -5.10%**
o, 451* 3.68 20.74*** 13.34***

SP5Y SCL3M(c) SL3Y(c) SL5Y(c)
o 2.66" 3.11%* -3.03"* 2.54
o 3.68 4.97* 464" 3.29
Notes:

1. A (c) indicates that the corrected series has been used.
*, ** and *** indicates significance at the 10%, 5% and 1% levels, respectively.

2
3. Both models contain a constant and 4 lags of the corresponding spread.
4. t_is atest of the mull hypothesis of existence of a unit root in the corresponding model.

Table B.1 shows Phillips-Perron unit root tests!! for foreign, private-public and credit
spreads. When needed, the corrected serie is used. With a few exceptions, the existence of a unit root
can be rejected for all series, at least at the 10% significance level. When not significant, the statistics
are very close to the 10% critical value (in the model with trend for the case of the 5-year spread with
Germany).

11 For details about the calculation and interpretation of the tests, see Perron (1988).
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Interpretation of the information content of the term structure of interest rates

Michel Dombrecht and Raf Wouters™

Introduction

The objective of this paper is to analyse the information content of the term structure of
interest rates in Belgium. It is, however, well known that the intermediate target of Belgian monetary
policy is the stabilisation of the DM/BF exchange rate. This type of policy has produced close links
between Belgian and German interest rates and therefore between both countries’ term structures.
Hence, the analysis of the Belgian term structure cannot be isolated from what happens in Germany
and our analysis is therefore extended to include the information content of the term structure of
German interest rates as well.

1. Responses of market rates to key central bank interest rates

A popular approach to the term structure of interest rates is the expectations hypothesis.
According to this theory and assuming a constant risk or liquidity premium, a longer term interest rate
(in terms of spot rates or spot yields) can be written as an average of an actual shorter term spot rate
with given maturity and expected future values of that same short rate up to the maturity of the longer
rate. The shortest available interest rate is the overnight rate, which is closely linked to the official
central bank interest rate. Therefore any longer term spot rate can be written as an average of the
actual and future expected values of the overnight rate. Consequently, any interest rate can, according
to the expectations hypothesis, be considered to reflect market participants’ expectations concerning
the future stance of monetary policy. The reaction of market rates to changes in official rates may thus
reveal the degree to which the market correctly anticipates future policy moves.

The reaction of market rates to changes in central bank rates may be less than
proportional and decline with the maturity of the asset. Equivalently, the implicit forward rates further
in the future may react less or even inversely to the change in the official interest rates. This result can
be explained by two arguments: first, interest rates, and especially the official target rates, follow a
mean-reverting process, so that long rates should react less then short rates. Changes in the official
rates are persistent but not permanent; second, some part of the change in the official rate may already
be anticipated by the market, such that even short market rates may not fully adjust to official rate
changes.

It is therefore interesting to decompose the reaction of market interest rates into the
anticipated component and the surprise or announcement effect, on the one hand, and to detect the
degree of persistence in market expectations on the other. This decomposition can reveal how
correctly the market understands the reaction function of the central bank, and whether it considers
the official interest changes as permanent or as temporary. Perhaps this last issue can be interpreted as
a measure of credibility. If the policy is thought to be effective, official interest rate changes (to bring
a given objective of monetary policy such as inflation or, as in Belgium, the DM exchange rate, back
to its target value) will be considered to be temporary in nature. If, on the other hand, the market
participants consider the policy move to be ineffective or incredible, it will obtain a permanent or
even extrapolative character.

The opinions expressed in this paper do not necessarily represent those of the National Bank of Belgium.
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Following Roley and Sellon (1996), we consider the relation between the target value of
the monetary policy objective in the following month (X ;) to be related to the actual one-month

interest rate (1, ) and a random error term (&, ):

Xt+1:a”‘br1,t+“t+1 (1)

The random error is autocorrelated:

Upr] =PU +V, g (2)

where v is a white noise process and pmeasures the degree of persistence of economic or financial
shocks.

Market participants expect the central bank to influence the money market rate in order
to hit its target of monetary policy. They therefore expect, for example, the one-month interbank rate
to reflect the central bank’s reaction function as:

rlflt :a+B[E(Xt+1)_ Y]'f' € 3)

where r’; is the one-month interest rate just after the policy move at the end of period ¢ (in the

empirical work this will be equivalent to the market rate the day after the official rate has changed).

From the preceding equations, the market participants’ perceived move (abstracting from
uncertainty) of the one-month interest rate between the end of period #-1 and the end of period ¢ is:

1y =i :5[8z —g, +Bplpu,_ +v, —u,_)|=Ar" 4

where 6 = < 1and r? is the official interest rate.

1
(1+Bb)

However, there is always a probability that the central bank does not follow its reaction
function and undertakes a discretionary action. If market participants are sure that the central bank
will follow its reaction function and therefore change its official rate in line with deviations between
actual and target values of the central bank’s objective, the market rate will anticipate such a rise
before the official move:

rll,’t - rl(,lt—k = (1 - O)Arto (5)

where rlb is the one-month rate just before the official rate move (in the empirical work the day

before an official rate change) and 0 is the probability that the central bank will not change the
official rate (i.e. will act in a discretionary way).

The immediate response of the one-month market rate to the policy change (i.e. the
difference between the market rate at the day after and the day before the policy move) is then:

rl(,lt - rl?t = GArto (6)

For longer maturity market rates the relation becomes more complicated:
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1 N-1 |
rﬁ,t —_ r]\b/,[ :(ﬁ)zej+1 *Arr() (7)
i=0

j=1 i=1

1 N-1 . . j . . v
rﬁ,, — Nk = (ﬁ) ’{(1—9)+ Y.(p/—-0/ +1+(1—P)26’p1 ’)]*Art (3)
In the case of N=3, this becomes:
1
r =y = (5) *(0+02+0)* Ar’

a 1 o
rg’f,—r3,,_k=(§>*k1—9>+<p—92+<l—p>*e )+ (p2-63+1-p) %0 pl+a-p) oD,

Estimation over the period February 1991 (start of the new organisation of the monetary
policy in Belgium) to August 1996 (the penultimate change in the official rate) results in a non-
significant negative coefficient for p. However leaving out the period of 23rd July —15th September

1993 where the official rate was raised to defend the Belgian franc against speculative pressures, the
estimates produce a significant and high value for p = 0.8. The changes of the central rate are thus

considered by the market as persistent but non-permanent movements.

The estimation of the 6 coefficient, measuring the degree of surprise (or, inversely, the
degree of anticipation) of interest changes, gives far fewer problems. In all cases it is situated around
0.84 and is highly significantly. So the changes in the official rate are mostly unanticipated by the
market, and the surprise or announcement effect of the change is strong. This indicates that monetary
policy was the leading variable in the period under consideration and that market rates followed the
official rates. This result explains why long rates on the yield curve change less than proportionally
after an official interest rate change, as market participants do not consider the official interest rate
move, or the fundamental economic variable that causes the central bank to react, to be permanent.
The limited reaction of long rates can also be due to the presence of future lower or higher short
interest rate anticipations in the long rate before the official move actually took place. This effect,
although present, was less strong in our results.

The same model was estimated for Germany. The degree of persistence is estimated at
0.89, but the coefficient is significantly less then one, implying that the underlying economic shocks
are perceived to be mean reverting. In other words, German monetary policy is considered to be
effective in targeting its objectives. The somewhat lower value for Belgium is explained by the higher
volatility of short-term interest rates. But the differences in the formulation of policy targets between
Belgium and Germany makes a comparison of these parameter values quite irrelevant.

The estimate of the surprise parameter 0 is very low for Germany: the probability that
the Bundesbank will not change its rate is estimated to be as low as 0.12% on average. Market
participants are quite convinced that the Bundesbank will follow its normal reaction function;
therefore they can almost fully anticipate official rate movements. The change in the official interest
rate has only a weak surprise effect on the market rates at the day of change. The low correlation
between the Repo rate and the money market rates (see Table 1) on the day of change is also found in
Deutsche Bundesbank (1996). In this analysis it is mentioned that the low reaction of market rates is
enhanced by the use of fixed-rate tenders, implying prior announcement of the rate of interest.
Furthermore, changes in the repo rate are made in small and frequent steps, which may also contribute
to a lower surprise effect. Although such technical reasons contribute to the low value of the
estimated parameter, the obtained strong result does seem to confirm that the Bundesbank policy is
perceived by market participants to be clear and credible. To that end the Bundesbank supplements its
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set of monetary policy instruments with an effective information strategy which makes its policy
transparent and accountable (Schmid and Asche, (1997)). The German experience demonstrates that a
credible monetary policy implies a relatively low reaction of long-term interest rates to official policy
moves and that the latter may, for a substantial part, be anticipated by the market participants well in
advance of official interest rate changes. The term structure of interest rates may, therefore, anticipate
the future policy stance of the central bank. When analysing the impact of monetary policy one should
therefore clearly distinguish that part which was already anticipated by the market.

Table 1
Impact of official interest rate changes on the market interest rate

OLS and multivariate non-linear LS estimates

Change in market interest rate: Belgium': Germany:
day after (f) — day before (¢) change in central rate change in Repo rate
Overnight 0.87 (0.07) 0.33 (0.16)
1-month eurorate 0.83 0.12) 0.15 0.07)
3-month eurorate 0.61 (0.10) 0.13 (0.06)
6-month eurorate 0.60 (0.09) 0.15 (0.06)
12-month eurorate 0.52 (0.06) 0.23 (0.06)
2-year domestic rate 0.26 (0.05) 0.15 (0.05)
5-year domestic rate’ 0.13 (0.04) 0.06 (0.05)
10-year domestic rate 0.01 (0.05)
Change in market interest rate: day before (¢) — day after previous change (¢-1)
Overnight 0.32 (0.14) 0.68 (0.17)
1-month eurorate 0.37 (0.12) 0.79 0.1D)
3-month eurorate 0.30 0.11) 0.80 (0.10)
6-month eurorate 0.44 0.1 0.76 0.10)
12-month eurorate 0.31 0.1 0.74 (0.12)
2-year domestic rate 0.20 (0.12) 0.44 (0.14)
5-year domestic rate’ 0.20 (0.11) 0.25 0.14)
10-year domestic rate 0.12 (0.13)
Model parameters
0 : measure of surprise 0.84 (0.02) 0.12 0.03)
p : measure of persistence 0.80 (0.07) 0.89 (0.05)

Note: Estimation period 31/1/1991-1/9/1997.
!Including 6 interest changes between 23/7/1993 and 15/9/1993. 2 Six years and more for Belgium.

Graph 1 differentiates surprise and anticipation effects of official interest rate changes.
The higher surprise effect obtained for Belgium as compared to Germany is the result of differences
in monetary policy objectives and instruments. The intermediate objective of monetary policy in
Belgium is the stability of the DM/BF exchange rate. Exchange rate tensions, however, come quite
suddenly and unpredictably, making the immediate response of the central bank equally sudden and
non-anticipated in advance. Furthermore, in the absence of a system based on reserve requirements,
banks may have less room to anticipate expected interest rate movements in Belgium.
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Graph 1

Estimated term structure response to a one percentage point increase in the official rate
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But, in any case, in both countries the central bank has a strong impact on the yield curve.
This curve, therefore, reflects the “stance” of monetary policy as well as market expectations about
future interest rates and economic conditions. This makes the interpretation of the yield curve more
complicated. To derive useful information from it for monetary policy purposes, a correct
interpretation of the underlying factors that explain the specific form of the yield curve at a given
moment in time is needed. To that end we will try to identify the different underlying macroeconomic
shocks that can be considered to be the main driving forces behind movements in interest rates, real
growth and inflation. This should contribute to our understanding as to how these different shocks can
explain the behaviour of the yield curve. But before doing this we first comment on the frequently
observed correlations between the slope of the yield curve and future inflation and real GDP growth.

2, Correlations between term spread, growth and inflation

Monetary policy is basically forward looking. Since monetary policy actions affect the
economy only with considerable lags, central banks need indicators of the future stance of
macroeconomic variables such as inflation and real growth. According to the Consumption Capital
Asset Pricing Model, a nominal interest rate on an asset with a given maturity should be related to the
expected nominal growth rate over a time horizon that corresponds to the term to maturity of the asset
considered. The difference between the yields on two assets with different maturities (that is the slope
of the yield curve between two points) should therefore be correlated with the market participants’
expected change in future nominal growth. The expected nominal growth rate can itself be
decomposed into the expected real rate of growth and the expected inflation rate. We therefore
analyse the correlation between the slope of the term structure involving assets with different
maturities, on the one hand, and future changes in inflation and real economic growth on the other.
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2.1 Correlations between the term structure and future inflation

We estimate the following equation:
n/ - nf o Bl - if)
where: @ ,’ = average inflation between month ¢ and j future months
nf = average inflation between month ¢ and £ future months

i/ = interest rate in month ¢ on an asset with j months of residual maturity

itk = interest rate in month ¢ on an asset with k£ months of residual maturity.

Table 2

Slope of the term structure and future inflation acceleration in Germany

J - k months o B R?
6-3 0.04 (0.09) -0.34 (0.47) 0.00
12-3 -0.11 (0.19) -0.04 (0.12) 0.00
12-6 -0.07 (0.07) 0.09 (0.19) 0.00
24-12 -0.01 (0.14) 0.23 (0.22) 0.01
36-12 -0.14 (0.19) 0.47 (0.21) 0.07
48 - 12 -0.22 (0.29) 0.66 (0.22) 0.12
60-12 -0.42 (0.40) 0.87 (0.27) 0.18
72-12 -0.51 (0.51) 0.96 (0.30) 0.21
84-12 -0.66 (0.57) 1.02 (0.30) 0.24
96 - 12 -0.68 (0.61) 0.98 (0.29) 0.23
108 - 12 -0.64 (0.61) 0.94 (0.30) 0.23
120 - 12 -0.18 (0.66) 0.54 (0.28) 0.12

Notes: Estimation period 1972/1 - 1996/1. Newey-West heteroskedasticity and autocorrelation-consistent standard errors for

the OLS estimator are reported between brackets.

Table 3

Slope of the term structure and future inflation acceleration in Belgium

J - k months o B R?
6-3 -0.03 (0.10) -0.73 (0.47) 0.02
12-3 -0.05 (0.13) -0.34 (0.27) 0.01
12-6 -0.04 (0.09) -0.08 (0.34) 0.00
24 -12 0.06 (0.10) 0.60 (0.14) 0.23
36-12 -0.02 (0.17) 0.80 (0.17) 0.25
48 - 12 0.03 (0.22) 0.74 (0.14) 0.21
60 - 12 -0.06 (0.27) 0.72 (0.14) 0.17

Notes: Estimation period 1977/I1I - 1996/II. Newey-West heteroskedasticity and autocorrelation-consistent standard errors

for the OLS estimator are reported between brackets.
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Tables 2 and 3 show positive correlations between inflation acceleration beyond one year
in the future and interest rate differentials on assets with maturities exceeding 12 months in both
Germany and Belgium. The term structure therefore does contain information on future inflation
expectations (assuming that these expectations are formed rationally). This finding is in accordance
with results generally found in the literature (see, for instance, Gerlach (1997) who reports results for
Germany).

2.2 Correlations between the term structure and future real GDP growth

Theory predicts a positive correlation between the slope of the term structure and future
real growth changes. In contradiction to this theoretical prediction, the literature rather reveals
positive correlations between the slope of the term structure and future levels of real growth rates,
instead of future changes in growth. We therefore estimated the following equation:

gtj =0L+B(itj ”itk)

where: g,j = average real GDP growth between period ¢ and j months into the future
i ,j = period ¢ interest rate on an asset with j months to maturity

i¥ = period t interest rate on an asset with k months to maturity.

Table 4

Slope of the term structure and future real GDP growth in Germany

J - k months o B R?
6-3 1.83 (0.36) 2.07 (1.18) 0.06
12-3 1.83 (0.35) 1.41(0.48) 0.15
12-6 1.87 (0.31) 2.69 (0.77) 0.20
24-12 1.92 (0.40) 2.24 (0.58) 0.22
36- 12 1.99 (0.29) 1.20 (0.32) 0.22
48 - 12 2.03 (0.21) 0.92 (0.21) 0.25
60 - 12 2.20(0.19) 0.61 (0.17) 0.17
72-12 2.38(0.18) 0.36 (0.15) 0.09
84-12 2.45(0.19) 0.25 (0.14) 0.06
96 - 12 2.55(0.19) 0.14 (0.11) 0.02

108 - 12 2.70 (0.21) 0.03 (0.12) 0.00
120 - 12 2.79 (0.16) -0.06 (0.06) 0.00

Notes: Estimation period 1972/1 - 1996/1. Newey-West heteroskedasticity and autocorrelation-consistent standard errors for
the OLS estimator are reported between brackets.

The results for Germany and Belgium reported in Tables 4 and 5 show positive
correlations between the slope of the term structure and future growth rates both in the short and
medium-term segments of the term spread. Funke (1997) found the yield spread to be a useful
indicator of the probability of future recessions in Germany.
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Table 5

Slope of the term structure and future real GDP growth in Belgium

J - k months a B R?
6-3 1.87 (0.37) 0.50 (1.20) 0.00
12-3 1.89 (0.34) 0.76 (0.39) 0.05
12-6 1.89 (0.31) 1.94 (0.78) 0.11
24-12 2.30 (0.41) 1.66 (0.80) 0.17
36-12 1.98 (0.36) 1.43 (0.33) 0.26
48 - 12 1.86 (0.25) 1.33 (0.16) 0.52
60 - 12 2.07 (0.31) 0.42 (0.12) 0.03

Notes: Estimation period 1977/11I - 1996/I1. Newey-West heteroskedasticity and autocorrelation-consistent standard errors
for the OLS estimator are reported between brackets.

3. Interpretation of the leading character of the term structure

The joint finding that the term spread is a leading indicator for future growth and
inflation but that, at the same time, it can be strongly influenced by monetary policy actions is a quite
relevant point when discussing the usefulness of the term spread as an indicator for monetary policy.
Indeed, when the central bank interprets changes in the slope of the yield curve as an indicator of
market expectations and acts on the basis of this indicator, but in doing so itself, affects the slope of
the yield curve, policy instability may result.

It is therefore important to distinguish the shocks in the term structure that are induced by
monetary policy actions themselves from the shocks that are generated by new and unanticipated
events in the rest of the economy. If monetary policy actions are dominant, the term structure is
primarily an indicator of the stance of monetary policy. It is only as far as the shocks elsewhere in the
economy are relatively important that the term structure becomes a relevant information variable that
should be taken into account when deciding on monetary policy actions. If that is the case, then a
further step is required enabling the central bank to identify the underlying cause of the change in the
slope of the yield curve, because the direction of a monetary policy reaction should depend on the
nature of the particular shocks.

It is now generally accepted that the usefulness of the term spread as an information
source for monetary policy heavily depends on the interpretation of the predictive power of the yield
curve. In this respect, some authors have stressed the need for a structural interpretation of the term
structure, and have pointed to the dangers that could result from a wrong interpretation of these
signals (see, for example, Woodford (1994)). Different theoretical structural explanations are
available to explain the predictive power of the term spread :

. the term structure can predict future interest rates, growth and inflation because it reacts nearly
instantaneously to macro-economic shocks that drive the business cycle in the economy. The
long rate can jump upwards if economic agents see the economy starting a growth phase that
will lead to strong investment and credit demand and eventually, when full capacity is reached,
will result in higher inflation. This reaction of the term structure to macro-economic shocks
also anticipates the normal effect of the business cycle on monetary policy and on the financial
behaviour of other sectors in the economy. Once capacity constraints start to increase and
inflationary pressure builds up, monetary policy becomes more restrictive, flattening the yield
curve. This will be followed by lower growth and inflation as the economy enters the
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downward phase of the cycle. In this channel, the observed correlation between the slope of the
yield curve and future growth and inflation essentially reflects the reaction of monetary policy
to movements in the business cycle;

. an alternative interpretation concentrates on the effects of monetary policy on the business
cycle. Under this hypothesis the predictive power of the term spread reflects the impact of the
short rate on future economic development. Both price rigidity in goods and labour markets and
capital market imperfections (either in the form of imperfect substitution between financial
assets and/or liabilities or in the form of imperfect distribution of liquidity over different
sectors) explain why a monetary policy shock may have a transitory impact on real output and
inflation. Under this hypothesis the information content of the spread about future inflation and
growth, is due to lagged effects of innovations in the short-term interest rate;

. a third interpretation explains the “unique” predictive power of the term spread by the specific
information that the spread contains on market expectations about future interest rates and the
underlying determinants, like inflation and real growth. Under this hypothesis the information
in the term structure is incorporated in the innovations in the long-term interest rate, which,
under this hypothesis, is thought to be much more sensitive to expectations than short-term
rates. Innovations in the long rate can reflect innovations in the expected real rate, in the
expected inflation rate or in the risk premium:

. in a general equilibrium context, the consumption capital asset pricing model implies that
economic agents determine the growth path of their consumption expenditures as a function of
the real interest rate. A steep yield curve may therefore indicate an expected increase in the real
growth rate of consumption over time;

. the long rate can also move in anticipation of an expected inflation shock. Such expectations
can influence the behaviour of economic agents in the process of price and wage formation and
create a self-fulfilling mechanism; )

. finally, the long rate can increase when investors require a higher risk premium which can
result both from an increase in the price of risk (higher degree of risk aversion) or from a
deterioration in the perception of macro-economic fundamentals.

These alternatives but not necessarily mutually exclusive channels of the observed
leading properties of the term spread are probably closely interrelated. The movements in the
long-term rate can reflect “pure” shocks in the anticipation of economic agents but they may also be
induced by adjustments to shocks occurring to other variables that drive the long rate. The same
applies to the short-term rate: part of the movements in the short rate can be classified as the normal
expected reaction of monetary policy to growth and inflation prospects, whereas the remaining part
may be due to pure unexpected shocks, which may influence future business cycle movements.

3.1 Granger causality tests

As a first approach to distinguish these channels, we estimated dynamic equations for
GDP growth and inflation in terms of own lags and lags of short and long-term interest rates, allowing
us to perform Granger causality tests. Significant interest rate coefficients imply that the rates contain
information that is not already available in the lags of inflation or growth. Also, the specific
contribution of short-term versus long-term interest rates can be evaluated. Investigating the
significance of each of these interest rates should indicate whether innovations in the short or the long
rate or in both are the principal reasons behind the leading character of the spread.

Before discussing these results we should mention that in what follows we have always
maintained the hypothesis that the variables used are stationary. For the German data this hypothesis
is statistically confirmed, whereas Belgian inflation and interest rates are possibly non-stationary
(Table 6). Repeating the causality tests using first-differences for potentially non-stationary series did
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not change any of the conclusions of the following tests. Therefore we do not report results with first
differenced variables

Table 6
Unit root test (Augmented Dickey Fuller)

Germany Belgium Difference:
Belgium — Germany
GDP growth -11.59%:* -8.49%* -10.26%*
CPI inflation -3.02%* -2.02 -3.30%*
Short-term interest rate -3.75%* -2.29 -2.79*
Long-term interest rate -2.97** -1.57 -1.59
Term spread -3.66%* -4.15%* -3.41%*

Notes: Sample period: 1970:1 - 1997:1 — quarterly data (1972:1 - 1997:1 for Belgian GDP). **(*) indicates significance at
the 5% (10%) level.

Table 7 reports the marginal significance levels of interest rates in the dynamic equations
for GDP growth and inflation. For Belgium the results indicate that the short-term interest rate has a
stronger predictive power as compared to the long-term interest rate, but both rates are hardly
statistically significant in the GDP equation and not at all in the inflation equation. This result
contrasts with the significant result in the simple expectation tests for both growth and inflation as
discussed above. The diverging results can be explained by the different forecast horizon of both tests,
different measures of the term spreads, and restrictions that are implied by empirically estimating the
theoretical expectations hypothesis. The marginal influence or contribution of the domestic interest
rate shocks to the real economy do not seem to be statistically very strong according to this test.

The results improve somewhat if we also introduce the German interest rates into the
Belgian equations. Lags of the German short-term interest rate have a significant influence on both
GDP and inflation in Belgium. Again the long rate performs less well, and only the domestic long rate
is significant in the GDP equation. The finding that the German short-term interest rate tends to
dominate the domestic interest rate, does not need to surprise. The domestic interest rates are
“disturbed” by the short-term volatility of the exchange rate and the reaction of monetary policy to
exchange rate shocks. As these disturbances have often been temporary in nature, they should not
have had a strong impact on economic activity. This weak impact of domestic short interest rates is
also confirmed by the results from the study of the transmission channel of monetary policy in
Belgium (see Dombrecht and Wouters (1997)). As the German short-term interest rate is less
disturbed by such short-term volatility effects, it is a better measure of the more permanent shocks
that matter more for economic activity. The significance of the German interest rate may also capture’
an indirect effect. As the German short rate is important for German output and inflation, this will
spill over to Belgian growth and inflation through bilateral trade. The effect of the German short rate
on German growth and inflation is indeed confirmed by the data. The long-term interest rate is also
less significant in Germany.

This first result seems to indicate that, to a large part, the often found leading character of
the term spread disappears when past business cycle movements are included in the information set.
Only the short-term interest rate seems to contain “exogenous” or innovating shocks that affect the
future course of growth and inflation. This suggests that especially the monetary policy impact on
future activity gives the interest spread its unique predictive character. Innovations in expectations
that are present in the long-rate movements, do not significantly Granger cause future economic
activity.
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Table 7

Marginal significance levels of the short and long-term interest rates for forecasting GDP growth and inflation

Dependent variables No. of | Short rate DM | Long rate DM | Short rate BF | Long rate BF | German GDP | German CPI | Belgian GDP | Belgian CPI
lags growth inflation growth inflation
Germany

GDP growth (quarter) 1-5 0.02 0.45 0.00 0.08

CPI inflation (quarter) 1-5 0.05 0.16 0.26 0.00

Short rate DM 1-5 0.00 0.14 0.48 0.14

Long rate DM 1-5 0.97 0.00 0.95 0.10

Belgium: domestic interest rates
GDP growth (quarter) 1-4 0.06 0.10 0.39 0.85
CPI inflation (quarter) 1-4 0.18 0.78 0.37 0.00
Short rate BF 1-4 0.00 0.07 0.74 0.10
Long rate BF 1-4 0.74 0.00 0.90 0.28
Belgium: domestic and German interest rates

GDP growth (quarter) 1-4 0.01 0.20 0.21 0.04 0.05 0.74
CPI inflation (quarter) 1-4 0.00 0.02 0.30 0.60 0.90 0.04
Short rate BF 1-4 0.02 0.99 0.04 0.31 0.82 0.37
Long rate BF 1-4 0.07 0.78 0.25 0.00 0.76 0.27

Notes: Sample period : 1970:1 - 1997:1 — quarterly data. For each forecasted variable, the entries give the marginal significance levels (p-values) for omitting all lags of the variable indicated in
the column heading from an unrestricted OLS equation that also included a constant and » lags of growth and inflation. P-values not greater than 0.05 indicate statistical significance. The number
of lags was selected, based on the absence of autocorrelation and the significance of the last lag starting from 12 lags.




The results also correspond with those of Estrella and Mishkin (1997). They find that for
Germany the predictive power of interest rates is fully captured by the short-term interest rate and that
the term spread as such does not contain extra information about economic growth. But they do not
make a similar test for inflation. Their results for the United States, on the contrary, tend to indicate
that the term spread may dominate the short-term rate as a predictive source for future growth.
Contrary to this result, however, Bernanke and Blinder (1992) found that the Federal funds rate was
the dominant variable, among other rates and money measures, in predicting economic activity. Smets
and Tsatsaronis (1997), using a SVAR interpretation of the different types of shocks, conclude that
inflation expectation shocks in long-term interest rate do not have an important real impact in
Germany, while it cannot be neglected in the United States.

3.2 Cholesky decomposition of the forecast error variance

To investigate further the importance of the different shocks, and to distinguish
endogenous from exogenous interest rate fluctuations, we estimate a VAR system for growth,
inflation, short and long-term interest rates. A simple Cholesky decomposition of the error structure,
where interest rates rank last, give a first indication of the importance of “pure” exogenous interest
rate shocks in the total explanation of the growth and inflation process.

Consider the four-variable VAR system written in autoregressive form:

B(L) x;=e; with covariance matrix ¥, .

The Cholesky factorisation decomposes the covariance matrix in terms of a lower triangular matrix
8,: £,=0,*0),. The reduced form errors e, can then be rewritten in terms of four orthogonal

innovations u, with e, =0, u, .

The Cholesky decomposition of the covariance matrix implies that the errors of the
reduced-form process are restructured into four independent shocks. By setting GDP first in the
equation order, the error term in the GDP equation is the first independent real shock, that affects the
variables coming behind in a specific order (first inflation, then interest rates). The remaining error in
the inflation process is the second independent shock process. By setting interest rates last, we
actually deduct from the reduced-form errors, the information already present in the macro-economic
variables. This corrects for simultaneity in the error shocks of the different variables and allows us to
simulate exogenous shocks in the rates of interest, i.e. interest rate shocks that are independent of
those affecting growth and inflation. This further allows a separation of the normal endogenous
reaction of interest rates, either through the reaction function of the central bank or through the
reaction of private agents to macro-economic disturbances, from pure exogenous shocks in monetary
policy or in the long-term yield. The first component of the interest rate process results from the
operation of non-monetary shocks, while only the remaining disturbances are considered as of a
specific monetary nature. In this respect it, can be noted that the responses of the variable ranking last
are independent of the ranking of the preceding variables. We set the long-term interest rate in the last
row of the VAR system, behind the short rate, as it is more likely that the short rate does not react
contemporaneously to long-rate innovations than vice versa.

Table 8 gives the contribution of each of the four shocks, identified according to the
Cholesky decomposition to the explanations of the four variables under consideration. They result
from a four-order VAR system estimated on quarterly data for Belgium over the period 1972:1 to
1997:1. The contribution of the two exogenous interest rate innovations to GDP-growth and inflation
is very limited. For Belgium, the two interest rate shocks explain no more than 5% of the variability
of growth and inflation. For Germany we estimated a similar four-order VAR system over the period
1970:1 to 1997:1 and found the contribution of the short rate to real growth rate fluctuations to be
somewhat higher (around 10%). The contribution of both interest rate shocks does not exceed 15%
for growth and even less for inflation.
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Table 8
Forecast error variance decomposition: Cholesky decomposition

Order of the variables: GDP growth, inflation, short rate, long rate

Belgium
Quarters GDP growth Short rate
Output Inflation | Shortrate | Long rate | Output Inflation | Short rate | Long rate
0 1.00 0.00 0.00 0.00 0.13 0.02 0.84 0.00
0.90 0.07 0.03 0.01 0.14 0.23 0.62 0.01
8 0.89 0.07 0.03 0.01 0.13 0.25 0.58 0.04
12 0.89 0.07 0.03 0.01 0.11 0.28 0.56 0.05
16 0.89 0.07 0.03 0.01 0.11 0.29 0.54 0.06
20 0.89 0.07 0.03 0.01 0.10 0.30 0.53 0.06
24 0.89 0.07 0.03 0.01 0.10 0.31 0.53 0.06
Inflation Long rate
Output Inflation | Shortrate | Long rate | Output Inflation | Short rate | Long rate
0 0.00 1.00 0.00 0.00 0.00 0.01 0.17 0.82
0.05 0.91 0.02 0.03 0.02 0.13 0.17 0.68
8 0.05 0.90 0.03 0.03 0.05 0.27 0.20 0.47
12 0.05 0.90 0.03 0.03 0.05 0.32 0.24 0.39
16 0.05 0.89 0.03 0.03 0.05 0.33 0.26 0.36
20 0.05 0.89 0.03 0.03 0.05 0.34 0.27 0.34
24 0.05 0.89 0.03 0.03 0.05 0.34 0.28 0.33
Germany
Quarters GDP growth Short rate
Output Inflation | Short rate | Long rate | Output Inflation | Short rate | Long rate
0 1.00 0.00 0.00 0.00 0.00 0.08 0.92 0.00
0.81 0.09 0.07 0.03 0.07 0.13 0.79 0.01
8 0.78 0.10 0.09 0.04 0.14 0.21 0.63 0.01
12 0.77 0.11 0.09 0.04 0.14 0.22 0.60 0.03
16 0.76 0.11 0.09 0.04 0.14 0.22 0.59 0.06
20 0.76 0.11 0.09 0.04 0.14 0.22 0.58 0.06
24 0.76 0.11 0.10 0.04 0.14 0.23 0.58 0.06
Inflation Long rate
Output Inflation | Shortrate | Long rate | Output Inflation | Short rate | Long rate
0 0.00 1.00 0.00 0.00 0.13 0.05 0.19 0.64
0.05 0.85 0.04 0.06 0.15 0.23 0.17 0.45
8 0.06 0.84 0.05 0.05 0.14 0.40 0.12 0.34
12 0.06 0.83 0.06 0.05 0.12 0.45 0.13 0.30
16 0.06 0.82 0.06 0.05 0.12 0.45 0.14 0.29
20 0.07 0.82 0.06 0.05 0.12 0.45 0.14 0.29
24 0.07 0.82 0.06 0.05 0.12 0.45 0.14 0.28

These results may, however, underestimate the importance of interest rate shocks since
the application of the Cholesky decomposition method implies independence of the inflation process
from monetary policy innovations (the implied independence of the GDP growth process from short-
term interest rate innovations is in this respect less restrictive as it is normally assumed that monetary
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policy does not affect growth immediately). To get a more meaningful interpretation of the different
shocks it is necessary to use a structural approach that allows the imposition of theoretical restrictions
to identify the independent structural innovations that drive the joint VAR system.

3.3 A structural-VAR approach

We will not discuss the underlying theoretical model in detail here but limit ourselves to
a short discussion of the theoretical restrictions that are actually used. For a discussion of the
theoretical model we refer to Fuhrer and Moore (1995), and Smets and Tsatsaronis (1997). Following
the literature on Structural VAR models, we distinguish supply, demand, monetary policy and long
term interest rate shocks by the following assumptions;

. only supply shocks have long run real effects. This assumption follows from a theoretical
model with a vertical long-run supply curve. It implies three zero-restrictions on the long-term
impact of the three remaining shocks on GDP growth. A positive supply shock (for instance, a
productivity increase or a real wage decrease) should have a negative impact effect on inflation
and, depending on the reaction function of the monetary authorities, on the short term interest
rate;

. demand shocks can influence all four variables on impact: an increase in demand in a model
with price rigidity affects both real GDP and inflation positively. Again depending on the
reaction function of the monetary authorities, the short interest rate will increase and,
depending on the persistence of the short rate increase, the long rate will follow. In the long
run, demand shocks should be neutral for output;

. monetary policy does not affect real growth contemporaneously: this is a restriction on the
short-term impact. A restrictive monetary policy should be reflected in a higher short-term and
long-term interest rate, with probably a negative impact effect on inflation. Long-run neutrality
of monetary policy on output is a generally accepted restriction;

. the fourth type of shock can be identified as an innovation in the risk premium or inflationary
expectations that drive the long-term interest rate. This shock is identified by two short-term
restrictions: it should not influence contemporaneously real growth and monetary policy actions
as measured by the short-term interest rate. On the contrary an increase in the long-term interest
rate, may be accompanied by an increase in inflation as far as it reflects an “inflation scare”
effect that is subsequently realised or self-fulfilling.

These theoretical considerations provide six restrictions on the parameters of the
decomposition matrix 6, : three short-term restrictions directly on the elements of 6,, and three long-

term restrictions on 0(1) with 6(1) = C(1)*6, and C(1) the sum of the vector moving average

coefficients of the model x, =B(L)™ = e, =C(L)*e,. So, together with the ten restrictions on 6,,
resulting from the symmetry of the covariance matrix, the identification of the model is complete.

This structural model, applied to the VAR system for the German data, produces
expected results. The impact of the different shocks is shown in the impulse responses of the four
types of shocks, and these correspond to the theoretical expectations (Graph 2). Using the theoretical
restrictions to identify the monetary policy shock and the shocks in the long-term interest rate, the
contribution of the interest rate shocks in the variance decomposition of inflation is strongly increased
(Table 9). According to our estimation results, the autonomous shocks in monetary policy explain
about 40% of the variability of inflation and the contribution of the long-term interest rate shocks is
increased towards 20%. The contribution to real growth fluctuations remains limited to a joint 12%.
These results are close to the ones obtained by Smets and Tsatsaronis (1996), although our long-term
interest rate effect is somewhat stronger.
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Graph 2a

Impulse response of the SVAR for Germany
Quarterly basis
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Graph 2b

Impulse response of the SVAR for Germany
Quarterly basis
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Table 9

Forecast error variance decomposition: SVAR model

Belgium
Quarters GDP growth Short rate
Supply Demand | Mon. pol. | Long rate | Supply Demand | Mon. pol. | Long rate
0 0.72 0.28 0.00 0.00 0.01 0.28 0.71 0.00
0.61 0.33 0.05 0.01 0.06 0.47 0.46 0.01
8 0.61 0.33 0.05 0.01 0.06 0.48 0.42 0.04
12 0.61 0.33 0.05 0.01 0.06 0.49 0.39 0.06
16 0.61 0.33 0.05 0.01 0.06 0.50 0.37 0.07
20 0.61 0.33 0.05 0.01 0.06 0.51 0.36 0.07
24 0.61 0.33 0.05 0.01 0.06 0.52 0.35 0.07
Inflation Long rate
Supply Demand | Mon. pol. | Long rate | Supply Demand | Mon. pol. | Long rate
0 0.26 0.67 0.07 0.00 0.01 0.02 0.15 0.82
0.22 0.67 0.09 0.02 0.02 0.17 0.11 0.70
8 0.23 0.66 0.09 0.03 0.02 0.38 0.10 0.49
12 0.22 0.66 0.09 0.03 0.03 0.44 0.12 0.41
16 0.22 0.66 0.09 0.03 0.04 0.46 0.13 0.38
20 0.22 0.66 0.09 0.03 0.04 0.47 0.13 0.36
24 0.22 0.66 0.09 0.03 0.04 0.48 0.14 0.35
Germany
Quarters GDP growth Short rate
Supply Demand | Mon. pol. | Long rate | Supply Demand | Mon. pol. | Long rate
0 0.49 0.51 0.00 0.00 0.32 0.37 0.30 0.00
044 0.47 0.04 0.05 0.20 0.55 0.24 0.01
8 0.42 0.47 0.05 0.06 0.15 0.64 0.19 0.02
12 0.42 0.47 0.06 0.06 0.14 0.61 0.22 0.03
16 0.41 0.46 0.07 0.06 0.13 0.59 0.22 0.05
20 0.41 0.46 0.07 0.06 0.13 0.58 0.22 0.06
24 0.41 0.46 0.07 0.06 0.13 0.58 0.23 0.06
Inflation Long rate
Supply Demand | Mon. pol. | Long rate | Supply Demand | Mon. pol. | Long rate
0 0.30 0.24 0.34 0.11 0.00 0.21 0.19 0.60
4 0.22 0.26 0.32 0.21 0.01 0.37 0.08 0.54
8 0.17 0.27 0.36 0.20 0.02 0.39 0.11 0.48
12 0.15 0.27 0.39 0.19 0.02 0.35 0.21 0.41
16 0.15 0.26 0.41 0.18 0.02 0.34 0.25 0.39
20 0.15 0.27 0.41 0.18 0.02 0.34 0.25 0.39
24 0.15 0.27 041 0.18 0.02 0.34 0.25 0.38

When applying the model to Belgium, we introduce the German data
(contemporaneously and one lag) into the equations as representatives of exogenous foreign shocks.
These exogenous variables explain already a large part of both macro-economic variables and interest
rates. What is left are domestic shocks, which can be identified with the same combination of short
and long-term restrictions as those mentioned above. The results, summarised in the impulse
responses in Graph 3, are again acceptable:
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. the supply shock has a positive effect on growth and a negative one on inflation. Both interest
rates decline only gradually but very persistently. The strong negative impact effect on the
short-term interest rate, as found in Germany, cannot be expected in Belgium where monetary
policy is fully concentrated on the exchange rate objective;

) the demand shock has a strong positive impact on both real growth, inflation and interest rates.
Here, the impact effect on the short-term interest rate is acceptable as a positive demand shock,
probably originating in public expenditures and causing a worsening of the current account.
This is likely to have a direct impact on the exchange rate and therefore, given the objective of
monetary policy, on the short-term interest rate;

o monetary policy shocks, reflected in a strong short-term interest rate increase, only have a small
negative impact effect on inflation and are followed by a moderate increase in the long rate.
The small effect on inflation is acceptable as the short-term interest rate in Belgium is mainly
increased to offset exchange rate pressure. As this policy had to gain credibility during the
estimation period, the small positive long-term effect on inflation can be considered as
acceptable;

. the long-term interest rate effect is not followed by a similar movement in inflation but is rather
reflected in the short-term interest rate. This result seems logical given that such shocks in
Belgium were more likely related to a decrease in the risk premium on Belgian franc
investments, following perceived improvements in the underlying fundamentals (government
deficit and current account). A shock in the long-term Belgian franc rate should therefore be
considered as a risk premium shock rather than as an innovation in inflation expectations.

From the variance decomposition in Table 9, it follows that the explanatory power of
domestic monetary policy and long-term interest rate innovations in the Belgian case, remains very
limited as far as real growth and inflation is concerned. However the German interest rates, that enter
the equations as exogenous variables, do have a significant impact on real growth and inflation. The
contribution of these shocks can, however, only be evaluated if a joint VAR system for the two
countries has been estimated.

The decomposition of interest rates, growth and inflation into the four underlying
structural shocks that drive the economy, now allows us to look for the reasons of the observed
leading character of the term structure with respect to growth and inflation. This information can be
obtained from the decomposition of the covariance between growth and inflation with the lagged term
structure.

In Germany, the positive covariance between growth and the lagged term structure is
mainly explained by supply and demand shocks (Graph 4). But monetary policy shocks also
contribute to the positive covariance. By pushing up the short rate and flattening the yield curve, a
restrictive policy has a negative effect on growth in the following quarters. The positive correlation
between the lagged term spread and growth is especially strong in the short run, up to one year. This
result corresponds to the expectations tests in Section 2.2 where the predictive content of the term
structure, as far as growth was concerned, was mainly found in the short end of the maturity structure.

A similar analysis decomposing the covariance between the lagged term spread and the
rate of inflation is presented in Graph 4. The covariance is close to zero up to one year and becomes
slightly positive only for longer lags. This net result is obtained as a sum of significant individual
contributions that tend to work in opposite directions. On the one hand, supply and especially demand
shocks suggest a strong negative correlation: a demand shock has a positive effect on inflation but is
followed by a strong decrease in the term spread as monetary policy reacts restrictively such that the
term spread tends to be negatively correlated with current and future inflation. On the other hand,
monetary shocks and innovations in inflationary expectations or in the risk premium induce positive
correlation between the term spread and future inflation. At longer lags these positive contributions
tend to dominate the negative ones induced by demand and supply shocks. The results provide an
explanation for the conclusion reached in many tests of the information content of the term structure
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Graph 3a
Impulse response of the SVAR for Belgium
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Graph 3b

Impulse response of the SVAR for Belgium
Quarterly basis
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Graph 4

Structural decomposition of growth and inflation/term spread covariance in Germany
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Graph 5

Structural decomposition of growth and inflation/term spread covariance in Belgium
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according to which the term spread is a predictor of future inflation at longer time horizons only (see
also Section 2.1). Graph 4 also indicates that our VAR model is not able to fully reproduce the
observed positive covariances between inflation and the term structure especially at longer lags. An
insufficient number of lags in the estimated VAR model is the main reason for this imperfection.

Applying the same exercise to Belgian data (Graph 5) gives rise to several observations.
The exogenous German variables in the model provide a strong contribution to the explanation of the
observed covariances (this is demonstrated by the significant deviation between the observed and
explained values of the covariances). As far as the domestic shocks are concerned, only demand
surprises contribute significantly to the covariances (positive and negative contributions to the
covariance between the term spread and, respectively, growth and inflation). As explained above,
neither domestic monetary policy shocks nor the unexpected movements in the risk premium present
in the long-term rate interest rate are able to offset the contribution of demand shocks to the observed
negative correlation between the term spread and future inflation in Belgium.

In general, the results of this SVAR exercise correspond with previous tests for Belgium,
indicating that domestic interest rate shocks are less important in explaining the correlation between
the term spread and future growth and inflation rates, because these comovements tend to be caused
mainly by shocks originating in Germany.

When applying these kinds of models to monetary policy analysis, it should be
remembered that their results only provide average outcomes conditioned by the sample period.
Specific questions related to actual monetary policy issues or to the interpretation of the actual slope
of the yield curve, need to based on a careful analysis of the actual economic situation in terms of the
shocks discussed in this paper.

Conclusions

Traditional tests of the information content of the term structure of interest rates reveal
that the slope of the yield curve is correlated with future changes in inflation and with future real
growth. It was therefore concluded that the yield curve’s inclination contains information on market
participants’ expectations concerning the future course of inflation and growth. On the other hand,
evidence has also emerged indicating that the slope of the yield curve may be significantly affected by
actual or by market perceived changes in official central banks’ interest rates. The joint events
whereby the term spread reflects market participants’ expectations about inflation and that, at the
same time, the term spread is itself affected by central banks’ reactions, may imply policy instability
whenever the central bank effectively tries to use the term spread as an indicator of future inflation in
setting its official interest rates. It is therefore important to analyse the relative importance of the
contribution of monetary policy shocks as compared to other types of innovations that may affect the
slope of the yield curve. If monetary shocks were found to be dominant, then the term spread would
mainly reflect the stance of monetary policy.

Granger causality tests indicate that short-term interest rates have a much stronger
predictive impact on future inflation and growth as compared to long rates, suggesting that the
observed positive correlations between the term spread and future output growth and inflation is
mainly due to monetary policy reactions. For example, a rise in the official interest rate, as a reaction
to unfavourable inflation signals, lifts the short end of the yield curve. Its impact on the long end of
the term structure may be relatively minor in so far as inflation shocks are perceived as persistent but
essentially temporary in nature. Market participants therefore expect the short rate to come back to a
“normal” level in the long run in line with the central bank’s inflation target, such that long-term
interest rates are hardly affected by a temporary rise in short-term interest rates.

Other evidence can be found from a structural vector autoregression model. Such a VAR
system in inflation, growth, short and long-term interest rates was used to identify supply, demand,
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monetary policy and long-term interest rate shocks. We decomposed the observed positive covariance
between the slope of the term structure and future inflation and found that, especially at the longer
end of the yield curve, unexpected shocks in short-term interest rates explain a large part of the
observed positive covariance. Innovations in the long-term interest rate, e.g. due to new inflation
signals, only explain a minor part of this covariance.

These results imply that prudence is required when using the slope of the yield curve as
an indicator of (forward looking) monetary policy formulation. Changes in the shape of the yield
curve may signal different types of unexpected events in both the real and financial sectors of the
economy. Those changes should therefore first be carefully interpreted in terms of underlying
structural shocks in order to identify the information which such changes are actually signalling.
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Stock market returns, inflation and monetary regimes

Giuseppe Grande, Alberto Locarno and Massimo Massa™

Introduction

Since Fisher’s initial contribution in the early thirties, several studies have looked at the
ability of different assets to provide a hedge against inflation.! The Fisher hypothesis, relying on the
idea that the monetary and real sectors of the economy are largely independent, states that expected
asset returns should move one-to-one with expected inflation. In principle this hypothesis is
applicable to any instrument that can serve to transfer wealth through time, but it should especially
apply to assets representing physical capital, such as real estate and shares in the capital of a
company. These assets should also provide a hedge against unexpected inflation. However, empirical
studies have often concluded that the Fisher hypothesis is not well supported by the data; more
surprisingly, its failure appears clearest for equities.

Theoretical as well as applied research has shown that the relation between stock prices
and inflation is influenced by economic policy, and by monetary policy in particular. This paper
focuses on the relation between stock returns, inflation and monetary policy. The working hypothesis
is that the market interprets inflation differently according to a latent variable that captures the effects
of shifts in the stance and the credibility of monetary policy, as well as those of changes in the
institutional framework in which the central bank operates. Financial markets react differently to
inflation news, depending on the monetary policy regime they perceive to be the prevailing one. When
the central bank is thought to be strongly committed to price stability, even a small surge in inflation
expectations induces the market to fear a strong monetary policy reaction, which would lead to higher
interest rates, lower economic activity and lower expected dividends. As a consequence, stock prices
drop, and the negative relationship between stock returns and expected inflation usually found in the
literature obtains. This is essentially the so-called proxy hypothesis proposed by Fama (1981) and
developed by subsequent studies, as will be explained in the next section.

The empirical framework adopted in this paper — applied to data on the Italian stock
exchange covering the last twenty years — relies upon the present-value relation of Campbell and
Shiller, and makes use of a Markov-switching model to identify regimes associated with different
policy environments. The analysis focuses on the inflation information contained in stock returns, and
does not address the issue of the possible effects of equity prices on real activity.?

After presenting a brief review of the main arguments put forward to explain the failure
of the Fisher hypothesis in stock markets, we provide an initial assessment of the relation between
asset returns and inflation in Italy in the second section. Then we present the VAR model with
Markov switching and the decomposition of the Bs of a portfolio according to the present-value
relation. The last section discusses the methodological issues raised in the paper and sets out the main
conclusions.

Banca d’Italia, Research Department.
1 See Fama and Schwert (1977) and the survey by Rovelli (1984).
A careful comparison of the balance sheets of household and enterprise sectors in the major industrial countries can be

found in Kneeshaw (1995).
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1. Different explanations of the relation between stock returns and
inflation

Various explanations of the failure of the Fisher hypothesis when applied to the stock
market try to interpret empirical results in terms of spurious correlations and omitted variables. Some
studies have also addressed the issue on theoretical grounds.

Fama (1981) argued that the sign on inflation is due to the fact that inflation acts as a
proxy for omitted variables. Given that high inflation anticipates low growth and that there is a
positive relationship between expected economic growth and stock prices, there should be a negative
relationship between inflation and stock prices. According to Stulz (1986), an increase in expected
inflation leads to a fall in the real wealth of households, which in turn lowers the real interest rate and
the expected return on the market portfolio. Geske and Roll (1983) relate the high rates of inflation
during recessions to counter-cyclical monetary policy actions. The central bank responds counter-
cyclically to real activity shocks: a drop in real activity leads to a higher public deficit which, in turn,
induces an increase in money growth to the extent that the debt is monetised. An unanticipated drop in
stock prices signals this chain of events, with the counter-cyclical expansion of the money supply
reinforcing the “proxy” mechanisms proposed by Fama.

The perception of a clear link between stock prices and monetary and fiscal policy
induced Kaul (1987) to focus on the relationship between monetary regimes and the Fisher equation.
In particular, he showed how the counter-cyclical monetary policy regime in the post-war period
generated a strong negative relationship between stock returns and changes in expected inflation;
conversely, the relationship was positive under pro-cyclical monetary policy regime in the thirties.
Furthermore, Kaul (1990) found evidence that the negative relation between stock returns and
changes in expected inflation in the post-war years is particularly strong during interest rate regimes.
More recently, Balduzzi (1993) proposed a VAR decomposition that reinterprets the proxy
hypothesis, showing that both inflation and stock returns tend to anticipate future interest rate
changes, albeit in opposite directions. Groenwald et al. (1997) examine the matter within the
framework of a small macroeconomic model and find that the reduced form for the interest rate
equation is much more complex than that used by Fama and Schwert and requires a larger set of
variables to be explicitly taken into account. Though they propose and estimate a more refined
specification, they find that the negative sign of the correlation coefficient survives the extension to
the full model.

Soderlind (1997) uses a modified version of a model by Fuhrer and Moore (1995) to
show that the sign and size of the correlation between stock returns and inflation in a closed economy
depend on the objective function of the central bank. Suppose that (i) inflation is persistent but can be
controlled via a Phillips effect; (ii) output is negatively related to real interest rates through an IS-type
relation; (iii) the interest rate is set by the monetary authorities; and (iv) there are exogenous inflation
shocks. Under these assumptions, if the central bank wants to stabilise output, it will move the
nominal rate so as to keep the real interest rate constant: the nominal interest rate then entirely reflects
changes in expected inflation and the Fisher effect is complete. If the central bank targets inflation
instead, it will use the nominal rate in order to allow the real rate to move as much as is required to
stabilise expected and actual inflation. If this policy is successful, the nominal interest rate will be
mainly correlated with the real rate and the Fisher relation will not be satisfied.

Focusing on econometric issues, Evans and Lewis (1995) reformulate the Fisher puzzle
in terms of a time-varying model. They do not search for an economic rationale for the failure of the
Fisher hypothesis for bond rates, but try to explain it in terms of small sample biases induced by the
infrequency of shifts in the inflation process during the post-war period.

In sum, previous literature has pointed out that contemporaneous regressions of stock
returns on inflation expectations, while simple and useful, do not shed light on the channels through
which macroeconomic news affects asset prices. Moreover, the co-movements of inflation and stock
prices are clearly influenced by monetary policy and, more generally, by the policy environment.
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Concerning the first issue, the proxy hypothesis put forward by Fama can be interpreted as an attempt
to remove the influence of future output growth; similarly Geske and Roll try to neutralise the effects
of monetary policy by including money supply as an additional explanatory variable in simple
regressions of stock returns on expected inflation. More generally, Groenewold et al. stress that once
we interpret the Fisher relation as the reduced-form equation of a macroeconomic model, we must
allow for a large number of additional variables affecting stock returns in addition to the rate of
inflation, namely the exchange rate and government consumption. Regarding the second issue, Kaul
(1987, 1990) acknowledges that the correlation between stock returns and inflation is altered by
policy actions and suggests dividing the sample period according to shifts in the policy regime in
order to allow a proper evaluation of the Fisher effect. Finally, Soderlind claims that “the Fisher effect
[...] is probably not carved in stone, but is likely to depend on monetary policy”. As mentioned above,
if the central bank wants to stabilise output, movements in nominal rates will parallel movements in
inflation, while if it aims to preserve price stability the yield curve will not provide meaningful
information about inflation expectations.

A clear example of the shortcomings of reduced-form models of stock returns is provided
by Campbell and Ammer (1993). They cite the case of the reaction of the stock market to news about
industrial production. This association could reflect either a link with changing expectations about
future cash flows or some correlation with movements in future discount rates, perhaps because both
industrial production and stock prices respond to interest rate changes. The only way to distinguish
these channels is to deal explicitly with the relations linking stock prices to future dividends and
required returns. This is the approach adopted in this paper.

2, Asset returns and inflation: a first step in the empirical analysis

As a first step in the empirical analysis, we replicate the approach developed by Fama
and Schwert to draw a general picture of the relationship between asset returns and inflation in Italy.

The Fisher theory of interest assumes that the monetary and real sectors of the economy
are largely independent. Expected real returns are uncorrelated with expected inflation, being
determined by non-financial factors such as productivity of capital, time preferences and risk
aversion: expected asset returns therefore move one-to-one with expected inflation. However, in order
to assess whether financial assets provide a hedge against inflation, it is also necessary to analyse how
nominal returns react to unexpected inflation.

To address these issues in a consistent framework, Fama and Schwert begin with the
following equation (see equation (3) in Fama and Schwert (1977)):

E(Rjt Iq)t—l):E(ijt |¢t—1)+ E(Tct |¢t~1)+'Yj[nt _E(nt I¢t—1 )] (2-1)

where R, is the nominal return on asset j from time #-1 to time 7, ¢} is the information set at #-1, 7
is the inflation rate from time #-1 to time ¢ and iy, is the equilibrium real return.

On the basis of equation (2.1) and having a measure of the expected inflation rate,
E(m, 19, ), tests of the joint hypothesis that markets are efficient3 and expected real returns and

inflation are uncorrelated can be obtained from the following regression model:

Ry=0;+B;n; +v,;(m, —7]) +¢, 2.2)

3 Thatis, agents’ expectations are the best possible assessment of the expected value of random variables given available

information.
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where, for simplicity, ©¢ =E(r, 19,_; ). If the coefficient B is not significantly different from 1, then
the Fisher hypothesis cannot be rejected and the asset provides a complete hedge against expected
inflation; if y = 1, then the asset is a complete hedge against unexpected inflation; finally, if both 3
and y are not significantly different from 1, then the asset is a complete hedge against actual inflation,
and ex-post real returns and inflation are uncorrelated.

Fama and Schwert point out that the relation between nominal returns and unexpected
inflation is not the same for all assets: while it is generally believed that real estate, common stocks
and human capital* are hedges against both anticipated and unanticipated inflation, short-term
securities, with fixed nominal payments, are entirely exposed to nominal shocks.

Fama and Schwert estimate the regression (2.2) on monthly US data for the period
between January 1953 and July 1971. Building on previous work by Fama, the return on Treasury
bills with a residual maturity of one month is used as a proxy for the expected value of inflation. They
find that: (i) Treasury bills and bonds provide a hedge against expected inflation; (ii) private
residential real estate hedges against expected as well as unexpected inflation; and (iii) labour income
shows a weak correlation with inflation. The most striking result is obtained for common stocks,
whose nominal returns appear to be negatively related to expected and, probably, unexpected
inflation.

A crucial role in this kind of test is played by the measurement of expected inflation.
Santoni and Moehring (1994) claim that the puzzle shown by Fama for stock returns can be accounted
for once inflation expectations are properly measured. Three proxies for expected inflation have been
used in the literature:

1. the nominal return on Treasury bills (Fama and Schwert, Mishkin (1990), and Kaul (1990));>
2. survey data on inflation expectations (Bomberger and Frazer (1981));6

3. expected inflation defined on the basis of a set of previously specified variables. Balduzzi (1993),
for example, explicitly defines expected inflation by inverting a rational-expectations version of
the standard quantity theory equation.

We apply the approach suggested by Fama and Schwert to Italian data on five different
assets:” 3, 6 and 12-month Treasury bills; Treasury bonds;® and the value-weighted Milan stock
exchange index. With regard to inflation expectations, since none of the aforementioned approaches is
without shortcomings or is uniformly superior to the others, we try different alternatives. We use both
the Forum-ME survey data and the fitted values of the projection of inflation on its own lags and the
percentage changes in the exchange rate and industrial production; an additional attempt is made on

They adopt the rate of change in per capita labour income as a proxy for the nominal return on human capital (this does
not account for changes in capital values). If real labour income is to be independent of the price level, the measure must
reflect inflation rate movements.

This choice is based on two hypotheses: (i) the expected real return on the short-term bill is constant through time and (ii)
the market is efficient, so that the nominal return on the bill is equal to the constant expected real return plus the expected
inflation rate; that is, it coincides with expected inflation apart from a constant factor.

Some shortcomings are inherent in the use of survey data, the main one being that the sample may not be representative
of the whole economy. Also, it is certainly true that economists have better theories of how people take actions than they
do of how they answer questions on surveys. Finally, unlike in a market where the participants back up their statements
with money, it is less clear what it means when someone just expresses opinions about inflation or other variables.

The data used in the paper are described in Appendix 1.

Average yield on Treasury bonds with at least one year to maturity.
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quarterly data by using the 3-month Treasury bill rate. The period covered runs from February 1979 to
May 1997 for monthly data and from the second quarter of 1979 to the first quarter of 1997 for
quarterly data.

The results for monthly data are reported in Table 1a. For each asset, two regressions are
estimated according to the proxy considered for expected inflation. The estimated values of the
parameters and their standard errors are shown in the first three columns, while the probabilities that
B and y are equal to one are shown in the last two columns.

The hypothesis that these assets are hedges against expected inflation is rejected with
respect to Treasury bills and, to a lesser extent, Treasury bonds, but the estimated value of the
parameter [ is positive and markedly different from zero, suggesting that the assets provide at least a
partial hedge against expected inflation. Conversely, the parameters associated with unexpected
inflation are never significantly different from zero.

It is very important to observe that the test on B is actually a joint test of three
hypotheses: lack of correlation between the expected values of the real rate and inflation; market
efficiency; and the Fisher hypothesis. The above results must be interpreted with caution, because the
rejection of the null hypothesis could be due to the fact that a fully developed market for government
securities in Italy emerged only at the end of the eighties.®

A further warning is due because the effect of taxes on capital income has not been taken
into account. Since financial assets are usually taxed, a change in inflation that is fully transmitted to
nominal interest rates does not leave the lender with the same pre-inflationary real return: nominal
returns have to move more than proportionately to leave the after-tax real rate unaffected. A proper
treatment of this issue, which is complicated by the fact that tax incidence is not the same for all
investors and assets, is beyond the scope of this study. Note, however, that the coefficient on inflation
in equation (2.2) has to be greater than one if after-tax returns are to provide a complete hedge against
inflation.

When the inflation forecast is measured by survey data or by the fitted values of a time-
series model, the results obtained with quarterly data are very close to those found with monthly
figures (Table 1b). When possible, the regressions on quarterly data also make use of the 3-month
Treasury bill as a proxy for expected inflation. In this case, the hypothesis of a complete hedge
against expected inflation cannot be rejected at standard confidence levels, while the estimated value
for vy is still not consistent with the hypothesis of perfect coverage against unexpected inflation.

As regards stocks, in all models neither B nor y are significant at standard confidence
levels and the proportion of the variance of stock returns explained by the regression expectations is
very low (about 2%). However, the estimated effect of inflation forecasts on stock returns is positive,
as expected. This is an important difference with the results obtained on US data with similar
methodologies.

To check for instability in the coefficients and to see how the estimated relation between
nominal returns and expected inflation has moved through time, rolling regressions on a ten-year
window, spanning the whole sample period, have been run on quarterly data; stability analysis has
only been applied to the regressions that use the inflation forecasts of the Forum-ME survey. The
estimated values for [ and its confidence bands are plotted in Figure 1; the horizontal dashed line

A screen-based secondary market for government securities was introduced in May 1988 and grew quickly. The volume
of transactions -in Treasury bills on the secondary market has always been very thin. For this reason, the returns on
Treasury bills used in the paper are those determined through competitive auctions on the primary market. It must be
noted that until March 1989 the Treasury set a floor for the bid price, which often turned out to be binding; this
constraint lessened the link between the average yield at auction and agents’ expectations. In March 1989 the lower
bound for bids was removed for all maturities; Grande (1994) provides evidence that the ability of the primary Treasury
bills market to signal agents’ expectations improved since that date.
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indicates the points where the parameter is equal to 1: when the line is inside the confidence band, the
hypothesis of the asset being a complete hedge against expected inflation cannot be rejected. This
appears to be true for government securities since the eighties. However, the estimated P varies
considerably over the period, and its standard error clearly shows a tendency to widen. The rolling
estimates of the 3 parameter for stocks confirm the failure of this simple test of the Fisher hypothesis

for the Italian stock exchange.!0

Table 1a

Effects of expected and unexpected inflation on asset returns in Italy

Expected inflation o B Y R2 c Hy: B=1 Hy: y=1
proxy complete | complete
hedge hedge
against against
expected | unexpected
inflation inflation
(a) 3-month Treasury bills
Forum-ME survey 0.006 0.639 -0.045 0.608 0.002 0.00 -
(0.0003) (0.0357) (0.0335)
AR model 0.007 0.417 -0.072 0.552 0.002 0.00 -
(0.0002) (0.0254) (0.0409)
(b) 6-month Treasury bills
Forum-ME survey 0.006 0.637 -0.041 0.594 0.002 0.00 -
(0.0003) (0.0367) (0.0344)
AR model 0.007 0.420 -0.077 0.551 0.002 0.00 -
(0.0002) (0.0257) (0.0414)
(¢) 12-month Treasury bills
Forum-ME survey 0.006 0.616 -0.033 0.596 0.002 0.00 -
(0.0002) (0.0354) (0.0332)
AR model 0.007 0.407 -0.062 0.549 0.002 0.00 -
(0.0002) (0.0249) (0.0401)
(d) Treasury bonds
Forum-ME survey 0.007 0.586 -0.024 0.561 0.002 0.00 -
(0.0002) (0.0364) (0.0341)
AR model 0.008 0.393 -0.060 0.528 0.002 0.00 -
(0.0002) (0.0251) (0.0404)
(e) Stocks
Forum-ME survey -0.003 2.748 -0.130 0.006 0.069 - -
(0.0113) (1.576) (1.477)
AR model 0.001 2.093 -0.966 0.011 0.069 - -
(0.0085) (1.046) (1.684)

Notes: Equation (2.2) is run on monthly data for the period 1979:2-1997:5. The statistic R? is adjusted for the degrees of
freedom. ¢ is the standard error of the regression. Numbers in parenthesis are parameter standard errors. The last two
columns show the probabilities of being wrong in rejecting the indicated hypotheses; they are reported only for those cases in
which the estimated parameter is different from zero at a 5% confidence level. A description of the data is given in the

Appendix.

10 For almost the whole sample period, the hypothesis that the value of the parameter is equal to zero cannot be rejected.
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All in all, the results in Table 1 confirm the findings in Fama and Schwert, though there
is evidence that the relation between stock returns and expected inflation is positive in Italy as
expected. These results signal that the Fisher hypothesis is not well supported by the empirical
evidence, especially for stock returns.

In the rest of the paper we will try to model the relation between inflation and stock

returns more accurately, taking into account the role played by policy regimes.

Table 1b

Effects of expected and unexpected inflation on asset returns in Italy

Expected inflation o B Y R c Hy: B=1 Hy: y=1
proxy complete | complete
hedge hedge
against against
expected | unexpected
inflation inflation
(a) 6-month Treasury bills

3-month Treasury bill 0.003 0.944 0.141 0.847 0.003 25.71 0
(0.0016) | (0.0487) (0.0307)

Forum-ME survey 0.018 0.689 -0.124 0.576 0.005 1.06 -
(0.0016) | (0.0757) (0.1042)

AR model 0.022 0.458 -0.102 0.561 0.005 0.00 -
(0.0012) | (0.0480) (0.1060)

(b) 12-month Treasury bills

3-month Treasury bill 0.004 0.921 0.135 0.877 0.003 6.23 0
(0.0014) | (0.0419) (0.0264)

Forum-ME survey 0.018 0.661 -0.108 0.583 0.005 0.12 -
(0.0015) | (0.0719) (0.0989)

AR model 0.022 0.441 -0.081 0.565 0.005 0.00 -
(0.0011) | (0.0458) (0.1011)

(c) Treasury bonds

3-month Treasury bill 0.005 0.887 0.124 0.864 0.003 1.03 0
(0.0014) | (0.0426) (0.0269)

Forum-ME survey 0.020 0.614 -0.082 0.547 0.005 0.00 -
(0.0015) | (0.0726) (0.0999)

AR model 0.024 0.418 -0.066 0.537 0.005 0.00 -
(0.0011) | (0.0458) (0.1011)

(d) Stocks

3-month Treasury bill 0.032 1.194 2.248 0.019 0.128 - -
(0.0678) | (2.034) (1.281)

Forum-ME survey 0.015 1.427 2.754 0.018 0.128 - -
(0.0396) | (1.900) (2.615)

AR model -0.002 2.262 0.356 0.023 0.127 - -
(1.310) (1.181) (2.618)

Notes: Equation (2.2) is run on quarterly data for the period 1979:11-1997:1. The statistic R? is adjusted for the degrees of
freedom. © is the standard error of the regression. Numbers in parenthesis are parameter standard errors. The last two
columns show the probabilities of being wrong in rejecting the indicated hypotheses; they are reported only for those cases in
which the estimated parameter is different from zero at a 5% confidence level. A description of the data is given in the

Appendix.
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Figure 1

Assets as hedges against expected inflation
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Notes: Rolling regressions on a 10-year window running from 1979:11-1989:I to 1987:11-1997:1. The diagrams show the
parameter in equation (2.2) associated with expected inflation. The proxy used for the latter is the inflation forecast of the
Forum-ME survey.

3. Stock returns, inflation and monetary regimes in Italy

The model developed in this section builds on two considerations. First, the framework
suggested by Fama and Schwert is not adequate for testing the Fisher effect. Being a restricted version
of a reduced-form model, it does not provide any guidance on the selection of the relevant variables
and runs the risk of identifying spurious correlations. Second, being dependent on the reaction
function of the central bank, equation (2.2) is subject to structural instability. The literature surveyed
in Section 1 largely supports these two claims.

The analysis is carried out by splitting the return on a stock or portfolio into two
components: the riskless rate, proxied by the interest rate on 3-month Treasury bills, and the excess
return. To explain excess returns we rely on the CAPM, while we use the present value relation along
the lines suggested by Campbell and Shiller (1988a,b) to detect the channels through which
macroeconomic factors affect Bs and the market risk premia. This model has the advantage of relying
on a sound theoretical basis, because it relates asset prices to their fundamental components. In
particular, the decomposition by Campbell and Shiller allows us to express the innovation in the
excess return of the stock market as a function of revisions in the expectations on the future values of
dividends, excess returns, real interest rates and inflation.

In present value models a crucial role is played by assumptions about the way in which
market participants forecast these fundamental variables. We assume that market participants
approximate the evolution through time of the relevant state variables by means of a VAR process.

123



The effects of policy actions are accounted for by allowing the response of financial
markets to news to depend on their perception of how the central bank responds to shocks to the
economy. Unlike most studies, we do not explicitly define the monetary policy regimes themselves,
but rather we try to infer them from market behaviour assuming that regime shifts are governed by an
unobserved Markov process. That is, unlike Kaul (1990), we do not explicitly divide the sample
period according to the monetary regimes, but rather model the latter as a latent variable in a Markov-
switching model, thus allowing the data to speak for themselves. As long as we are able to
approximate the way in which financial markets process information, we should succeed in providing
a reasonable account of market expectations about policy actions. This is a standing feature of the
paper for at least two reasons: first, it enables us to avoid an arbitrary splitting of the sample period;
and second, since it does not require us to cluster the observations according to some pre-specified
criterion, it does not confine attention to monetary policy but encompasses more general issues, such
as credibility, changes in operating procedures and shifts in stance.

After having developed the VAR model with Markov-switching, we estimate the CAPM
relation for five portfolios of Italian industry (manufacturing, services, banks, finance and
insurance).!! We then divide the B of each industry portfolio into the components related to the
different state variables, following the methodology presented by Campbell and Mei (1993).

In this framework, risky assets provide a complete hedge against expected inflation if the
following three conditions are satisfied: the nominal returns on short-term riskless rates move one-to-
one with expected inflation; the B of a stock is not affected by anticipated changes in the price index;
and the expected component of the excess return on the market portfolio is not correlated with
expected inflation. These conditions also allow a test of the Fisher hypothesis, provided that it holds
for the riskless asset.

The empirical framework can also deal with a more general assumption, i.e. that the
Fisher hypothesis need not necessarily hold for the riskless asset. As will be shown in Section 3.2, the
effect of expected inflation on nominal returns is estimated for every asset and the degree of coverage
provided by stock returns could turn out to be different from that achieved on the short-term asset.

3.1 The Campbell and Shiller decomposition and the Markov-switching VAR

The model uses a log-linear approximation of the present value relation proposed by
Campbell and Shiller. The basic equation links the unexpected stock excess return to changes in the
rational expectation of future dividend growth, real interest rates, inflation and future excess returns.
If e, is the excess return on a stock held from the end of period ¢ to the end of period t+1, d,,; the
log real dividend paid during period #+1, r,,; the short-term riskless real interest rate and m,,; the

inflation rate, then the equation is:

oo oo

e —Ee =(E —E) zijdt+l+j - ijrz+1+j _zpjnt+1+j _ijet+1+j (3.1
=0 =0 =0 j=1

which can be also written in a more compact form as:

~

€it+l = €hirt1 ~ € g1 T Crpl ~ Coiptl (3.2)

Once the above asset return components have been computed, it is straightforward to
derive the Js between innovations in stock excess returns and the state variables. This means that the

11 panetta and Zautzik (1990) show that the CAPM fits Italian stock market data quite well and that there is not much to
gain in using a multi-factor model to explain excess returns on risky assets.
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latter are used as factors, as in Chen, Ross and Roll (1976) and Fearson (1990). From (3.2), it follows
that:

Cov(ey,ep,) Cov(e,,.e,,) Cov(ey,.e,,) Cov(é,,e,,)

Var(e,,,) Var(e,,,) Var(e,,,) Var(e, )

Bi,m = Bdi,m _Br,m _Bn,m _Bei,m (33)

If one is willing to assume that expectations of future returns are accurately described by
the CAPM, then it is possible to substitute out the last term in (3.3). The decomposition of the overall
B therefore becomes:

_ Bdi,m _Br,m _Bn,m

Bi,m 1+B

3.4

em.m

To become operational, the above formulae require a number of hypotheses about the
mechanism driving expectations formation. The solution adopted by Campbell and Shiller is to
assume that forecasts of excess returns can be approximated by a linear combination of a vector of
state variables, x,,!? and that the law of motion of these variables can be adequately described by a

VAR process.

We have made the further assumption that VAR coefficients are not constant throughout
the sample period but rather are subject to occasional discrete shifts; the probability law governing
these shifts is represented by a two-state Markov chain. In accordance with the literature surveyed
above, we assume that only two regimes are allowed.

The state-space representation of the Markov-switching VAR is the following:
x, =11 %, +X, (3.5)

& =F& ; +m, (3.6)

where s, is an unobserved random variable that takes the values 1 or 2 depending on in which regime
the process is at time #; £, is a two-element random vector, equal to [1, O] if 5, =1and [O,l] otherwise;
F E{Pg }i,j=1, , 1s the transition matrix and p;; is the probability that s, = j given that s5,_; =i. The

assumption of a first-order centred VAR is not at all restrictive, since (3.5) has to be interpreted as the
companion form representation of the process.!3

12 The VAR approximation of the mechanism of expectations formation faces at least two problems: first, expectations
concern variables which are realised only over long periods of time; second, investors may have information which is not
available to the econometrician or cannot be summarised by means of aggregated variables. The first problem can be
handled by using the VAR expressions for multi-period forecasts, while the second does create difficulties. The only case
where investors’ superior information does not distort the analysis occurs when only one component of an asset price is
time varying, since then the asset price itself contains all the relevant information about that component. In the general
case, the VAR results must be interpreted cautiously, conditional on whatever information is included in the system.

13 A tricky issue concerned with the analysis of the Bs is the proper evaluation of the precision of the estimate. The

approach suggested by Campbell is to treat the VAR coefficients and the elements of the covariance matrix of the

residuals as parameters to be jointly estimated by GMM. The GMM parameter estimates are numerically identical to OLS

ones, but GMM delivers a heteroskedastic-consistent covariance matrix V for the entire set of coefficients. Since the s

can be thought of as non-linear functions f{y) of the vector vy of parameters of the model, their variances turn out to be a

quadratic form in the first derivative of f{y) and V. In the present set-up, this procedure is clearly unfeasible: the vector of
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The use of a Markov process turns out to be useful on several grounds:

. As stressed forcefully by Sims (1982) and Cooley et al. (1984), it is at least doubtful whether
changes in the policy framework should be characterised as permanent changes in the
parameters of a reaction function, since genuine changes in regime are rare events. From past
experience, economic agents know the menu of choices available to the policymakers and form
expectations accordingly, taking into account all the possible outcomes. In other words, they
have a probability distribution ranging over all possible policy rules and use it to forecast the
behaviour of policymakers.

° A Markov-switching model is flexible enough to encompass once-and-for-all structural changes
as well as period-by-period time-varying models. The first case corresponds to each state being
a so-called absorbing state, which lasts forever once reached; the second can be approximated
by assuming that there exist a large number of states. Any intermediate case can be obtained by
appropriately choosing the parameters of the transition matrix.

. Finally, relying on a statistical procedure to split the sample period avoids arbitrary and
unnecessarily restrictive assumptions. Monetary policy, which in the literature is usually
considered responsible for regime shifts, may not be the only source of instability. Fiscal as
well as incomes policies may play a similar role, not to mention the effects deriving from
changes in the institutional framework within which economic agents operate. Focusing
attention on only one source of instability may be unduly restrictive and could strongly bias the
results. Using a statistical technique such as a Markov-switching model has the advantage of
allowing the data to speak for themselves; furthermore, the interpretation of the odds attributed
to a given regime in each time period provides a genuine test of the reliability of the method.

3.2 The results

The simple tests presented in Section 2 do not support the hypothesis that nominal yields
on short-term government securities fully incorporate agents’ inflation forecasts (Tables 1a and 1b); at
a 5% confidence level, the Fisher hypothesis (together with market efficiency and the null of no
correlation between expected inflation and the real rate) is almost always rejected. !4

However, short-term assets provide partial insurance against expected inflation: the
estimated effect on monthly data ranges between 0.41 and 0.64 and does not change significantly
either with the maturity of the short-term asset or with the frequency of the data. However, these
values are not stable throughout the estimation period.

The splitting of the sample period provided by the Markov-switching algorithm is shown
in Figure 2. It is apparent from the graph that the second regime becomes the dominant one in the last
quarter of 1988, after a two-year transition period. The interpretation of the change in regime can be
clearly related to policy actions and changes in the institutional framework:

. after the realignment of the lira in January 1987, the exchange rate commitment became more
credible and no other changes in the central parity of the Italian currency took place until the

estimated coefficients has more than 150 elements and the matrix of first derivatives has more than 20,000, not to
mention the fact that it is not at all easy to find and differentiate the function relating the Bs to the VAR parameters. The
solution adopted in this paper is to consider the problem as a special case of the general issue of efficiently and
consistently estimating second moments in a model with generated regressors (McKenzie and McAleer (1990) and Pagan
(1984)). It is well known that the application of OLS to models with generated regressors will generally be inefficient and
lead to inconsistent estimates of the standard errors of the regressor coefficients. A convenient way out of this problem,
which has been adopted in this paper, is to allow for non-spherical errors and to use a GLS-type estimator; a simpler
alternative is to compute the t-statistics by using a consistent estimate of the covariance matrix of the error term.

14 This result is robust to different measures of expected inflation and holds for both monthly and quarterly data.
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exit of the lira from the Exchange Rate Mechanism of the EMS in September 1992. Between
1987 and 1990, capital movements were progressively liberalised to comply with the
requirements set by the EC for the Single Market. The most important measure became
effective on October 1988, when all capital movements, except those involving monetary
instruments, were liberalised (see Passacantando (1996)). In January 1990, the fluctuation band
was narrowed from 6 to 2.25% and the remaining capital controls were completely abolished by
April of the same year;

in May 1988, a screen-based secondary market for government securities was introduced.
Between July of that year and March 1989, the floor price for Treasury bills in the primary
market was abolished for all maturities. In February 1990, a screen-based market for interbank
deposits was launched. In October, banks were allowed to mobilise part of their compulsory
reserves. All of these reforms contributed to shifting the conduct of monetary policy from
administrative controls to market-oriented procedures.

incomes policy can also be a factor in a regime change. In the first half of 1984, wage increases
were agreed on the basis of a planned rate of inflation rather than relying on a backward-
looking indexation mechanism. In 1986, the wage indexation mechanism was further modified
by reducing the overall degree of coverage and lowering the frequency of the adjustment (from
3 to 6 months).

Figure 2

Conditional probability of the Italian economy being in regime I
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The smoothed probabilities associated with the two regimes also indicate that a reversal

of the first occurred in the period 1987:11I-1988:1Il. This shift coincides to a large extent with the
reintroduction of controls on bank lending (from September 1987 to March 1988).

The estimates of the VAR model with Markov-switching are reported in Table 2. The

effects of past values of inflation on the stock excess return provide a measure of the relationship
between expected inflation and the premium requested on stocks. The coefficients indicate that past
inflation does not contribute to explaining movements in the overall risk premium; neither in the first
nor in the second regime does lagged inflation seem to affect the current excess return on the market
portfolio.
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Table 2
Double regime Markov-switching VAR model

Equation for market excess Equation for the short-term Equation for the dividend yield
returns real riskless rate
Regime I Regime Il Regime I Regime II Regime I Regime II
constant -0.3599 -0.0836 constant 0.01246 0.0032 constant 0.0023 0.0007
(0.1026) (0.0627) (0.0028) 0.0022) (0.0007) (0.0004)
ey| -0.0982 0.2178 e -0.0003 -0.0068 er 1 -0.0034 -0.0036
0.1121) 0.2123) (0.0028) (0.0063) (0.0014) (0.0017)
7o -9.5344 -1.2027 71 0.2084 0.7772 71 -0.0099 -0.0281
(3.8742) (6.2208) (0.1670) (0.1640) (0.0545) (0.0423)
dyr.q 0.3949 27.1170 dyi1 -0.7231 0.0560 dyi1 0.7999 0.7405
(48.9280) (55.8980) (0.6479) (1.2973) (0.2454) (0.2965)
Tl 2.7243 1.4835 1 -0.0047 -0.0484 | -0.0362 0.0090
(1.9078) (2.4867) (0.0479) (0.0687) (0.0242) 0.0129)
Aipy.q -2.0274 -1.1850 Aip r1 -0.0032 0.0183 Aipyq 0.0152 0.0052
(0.5814) (0.3925) (0.0221) (0.0161) (0.0059) (0.0036)
2 0.3669 0.2252 €. -0.0017 -0.0022 €0 -0.0004 -0.0011
(0.1142) (0.1264) (0.0025) (0.0043) (0.0010) (0.0012)
) 6.5005 7.2364 ) 0.3572 -0.2744 0 0.0060 -0.0156
(3.4563) (6.5171) (0.1024) (0.1528) (0.0409) (0.0325)
dyra 66.7410 -20.8520 dyr.o 02144 0.3691 dyr.p -0.1163 0.1116
(16.635) (35.8470) 0.6021) (1.1270) (0.2649) (0.2559)
T 0.7223 4.7145 T2 -0.0536 0.1040 o 0.0189 0.0474
(10.6239) (2.2791) 0.0412) 0.0722) (0.0143) (0.0126)
Aip 12 -0.3231 0.6242 Aip 12 0.0533 -0.0130 Aip 1 -0.0072 -0.0045
(0.8121) (0.4036) (0.0208) (0.0122) (0.0056) (0.0027)
Equation for the index of Equation for the rate of
industrial production inflation
RegimeI Regime II Regime I Regime Il
Constant 0.0401 0.0620 constant 0.0068 0.0081
(0.0271) (0.0278) (0.0065) (0.0032)
er 1 -0.0341 0.0943 er] 0.0025 -0.0047
(0.0292) (0.0704) (0.0108) (0.0105)
re -0.6866 3.9414 o1 0.2634 -0.5306
(0.9705) (1.8218) (0.359) (.3026)
dyr. -4.5008 -18.7210 dys.1 4.6364 1.6690
(3.8494) (12.6160) (1.8998) (2.0778)
Tl 0.9620 -0.9156 1 0.3537 0.1591
(0.3391) (0.6646) (0.1944) (0.0971)
Aip;.1 0.0959 -0.2467 Aipsq -0.2553 0.0539
(0.1354) (0.1561) (0.0378) (0.0215)
e 0.0508 -0.0534 e 0.0061 -0.0118
(0.0262) (0.0520) (0.0104) (0.0057)
e 0.1406 -6.0491 ren -0.7168 0.0644
(0.5458) (1.8904) (0.3204) (0.2291)
dysn 2.9878 13.8580 dy;o -3.8665 -0.4569
(3.1308) (12.0130) (1.8501) (1.9652)
mo -1.7657 1.0131 T2 0.3333 0.0482
(0.2922) (0.6461) 0.1615) (0.1012)
Aips o 0.0745 -0.2363 Aip;o -0.1055 0.0425
(0.1517) (0.1710) (0.0751) (0.02164)

Notes: The VAR model is estimated on quarterly data, for the period 1979:4-1997:1. Numbers in parentheses are coefficient
standard errors, calculated according to the formulas suggested in Hamilton (1996). The variables are defined as follows: ¢; is

the excess return on the market portfolio, r; the riskless short-term rate, dy; the dividend yield, n; is the rate of inflation, and
Aipy is the first difference of the logarithm of the index of industrial production.
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Table 3

Italian stock exchange sub-indexes:
Campbell and Shiller’s decomposition of the s with respect to the market portfolio

Manufacturing Services Credit Finance Insurance

Regime 1 Regime II Regime I Regime 11 Regime 1 Regime II Regime I Regime II Regime 1 Regime II
B dividends 1.6392 2.2592 1.6215 2.0408 1.6808 1.9176 1.8999 2.1656 1.9771 1.7804
(15.859) (48.784) (19.127) (20.718) (7.877) (16.386) (20.795) (42.875) (18.247) (20.464)

B real rate 0.89145 1.0185 0.89059 1.0185 0.88596 1.0184 0.88437 1.0183 0.87843 1.0180
(27.460) (40.603) (27.341) (40.612) (26.718) (40.494) (26.512) (40.241) (25.765) (39.284)

B inflation -0.00774 -0.01091 -0.00776 -0.01091 -0.00783 -0.01093 -0.00786 -0.01097 -0.00795 -0.01112
(-5.426) (-18.233) (-5.426) (-18.232) (-5.427) (-18.240) (-5.427) (-18.258) (-5.429) (-18.314)

B future excess returns -0.11964 0.06833 -0.17944 0.04022 -0.09882 0.00822 -0.13035 0.09012 -0.08024 -0.02533
(-4.455) (3.361) (-6.580) (-0.983) (-2.210) (-0.464) (-3.218) (5.328) (-2.108) (-0.593)

B total 0.87516 1.1833 0.91808 1.0735 0.9015 0.9183 1.1538 1.0681 1.1869 0.79889
(7.675) (22.629) (18.481) (13.055) (5.407) (7.819) (19.350) (17.819) (16.374) (13.769)

Notes: According to the present value relation, the B of a sub-index with respect to the market portfolio can be decomposed as follows (see equation (3.3)):

Btotal = Bdividend - Breal rate — Binﬂation - B future excess return Numbers in parentheses are t-statistics.




The two VAR models provide two sets of residuals, which have been used to compute
two sets of Bs for five industry portfolios, one for each regime (see the last row in Table 3); each B
has then been identified as the combination of four components: the real rate, inflation, dividends and
excess returns (see equation (3.3)).

Two general remarks on the interpretation of the Bs are in order. Since the five portfolios
sum up to the whole market and the [ for the market is one, the overall s, shown in the last row of
the table, increase in some cases and decrease in others when moving from one regime to another. A
further warning is due: since the VAR is not identified, innovations in the state variables are not
orthogonalised and the ceteris paribus clause cannot be applied in interpreting the Bs. This means that
the residuals of the VAR equations do not identify exogenous, idiosyncratic shocks to the state
variables, but rather represent the unexpected components in the state variables with respect to the
previous period information set.

The share of the B of a portfolio attributed to news about the future short-term real
interest rate measures the main channel whereby monetary policy affects stock prices, while the 3
related to inflation provides a quantitative assessment of the effect of inflation innovations on stock
excess returns: if the latter did not exert a significant influence on stock excess returns, the value of
would be very low and barely significant.

In most cases, all the Bs show the same sign across portfolios and the same ranking (in
absolute value) across regimes. Compared with the results in Campbell and Mei, all Bs show the
expected sign: positive for cash-flow and real rate and negative for inflation and future excess
return.!> The differences in the Ps across regimes are substantial and statistically significant,16
showing the existence of tight links between policy actions and market behaviour and supporting the
sample splitting induced as a Markovian latent variable.

The dividend component is positive and by far much larger than the other components. In
Campbell and Mei, by contrast, the cash-flow s are always smaller than those related to future excess
returns. The size of the dividend component may be overstated, because it is computed as a residual;
indeed, one might suspect that the harder portfolio returns are to forecast, the more important the
dividend component becomes. But this cannot be the whole story for at least two reasons. First, as is
observed by Cambell and Mei, there is no incontrovertible evidence that the fit of the regressions for
portfolios’ excess returns, as measured by the adjusted multiple correlation coefficient, is negatively
related to the size of the residual dividend component. Second, even if €, ,,, is large, there is no

guarantee whatsoever that B, is also large, since most of the variation in cash-flows could be
idiosyncratic.

It is worth stressing that B; changes dramatically between the two sub-samples. The
significant increase in the second regime may reflect factors peculiar to the Italian market. Until the
mid-eighties companies mostly raised funds by borrowing from banks, thanks to a cheap credit; only
rarely did bond or equity issues represent a significant source of financing. In the nineties, owing in
part to higher real interest rates and banks’ restructuring, an increasing number of companies turned to
the international capital markets and thus had an incentive to pursue a dividend policy more akin to
those in countries with more developed stock markets. As a result, dividends themselves have become
a binding constraint for companies, influencing their investment projects. Another event may have
strengthened this process. Starting in the late eighties, small and medium-sized firms have been listed
on the Milan stock exchange. Because their capacity to borrow in international capital markets is

15 However, only in few cases is the latter positive.

16 Two different tests have been computed: in the first case, it has been assumed that residuals are homoskedastic while, in
the second, time-varying second moments have been allowed.
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limited, they have been forced to pay a great deal of attention to dividend policy. At the same time,
two other developments may have altered the sensitivity of stock returns to cash-flow news: the
introduction of new financial intermediaries, namely mutual funds, and changes in the tax code.

The estimated values for the Bs associated with the real interest rate are positive and
increase between the first and the second regime;!” but the magnitude is greater than that computed on
US data. The sign of the correlation is as expected for two reasons. First, since stock prices are
forward-looking, they can react to information that is used by the-central bank for the conduct of
monetary policy. Second, changes in asset prices may have a direct impact on aggregate demand, via
both consumption and investment expenditure; whenever the central bank is not confident that this
appreciation is fully justified by changes in fundamentals, it may choose to intervene to avoid
excessive price and output variability. The increase in P, in the second regime reinforces this
interpretation, as the second half of the sample is characterised by a more restrictive monetary policy
stance; increased sensitivity of stock returns to real rates in a tighter monetary environment is also one
of the main implications of Séderlind’s model.

The estimated effects of news about inflation are negative. Although their size is of
second-order compared with the cash-flow and real rate components, they are all highly significant,
showing that unexpected inflation exerts some influence on the excess return required on stock
portfolios. This evidence is consistent with the Mundell-Tobin effect: upward revisions of agents’
inflation forecasts result in a rebalancing of portfolios from money to other assets. In moving from the
first to the second regime, the variance of inflation innovations decreases (as is to be expected when
monetary policy assigns more weight to inflation targets), while B, increases. This finding can be
related to the greater openness of the Italian economy in the nineties, which has increased the costs of
inflationary shocks for most of Italy’s listed companies.

The B component associated with future excess returns is generally small and in most
cases not statistically significant. This contrasts with the evidence presented by Campbell and Mei for
US data, in which, on average, this component is the largest. A possible explanation may be the weak
persistence of Italian stock returns, which stands in stark contrast to the US data.

These results provide a first clue about the influence of inflation on stock returns.
However, the assumption that portfolio sensitivity to systematic risk is constant within each regime
and not allowed to respond to changes in inflation may be unwarranted. This may introduce a bias in
the measure of the Fisher effect. In order to test time variation in the overall Bs, we have replicated
the analysis of Ferson and Schadt (1996) by regressing the innovation in each portfolio’s excess
returns on the innovation on the markets excess return and the cross products of the latter with each
element of the Campbell and Shiller decomposition.!® The results of the estimates tend to reject time
variation in the Bs, thus providing additional support to the previous findings.

All in all, the evidence supports the claim that in the last twenty years Italian stocks have
not provided a better hedge against inflation than government securities, even when the effects of
policy actions on market expectations are taken into account.

17 The sensitivity of the market return to inflation and real interest rate news is approximately the same for all portfolios:
marginal differences are due to the discount factor, which is related to the yield ratio. As equation (A.11) in Appendix 2
points out, only the parameter p is different across portfolios.

18 All variables, except the innovation on the excess return on the market portfolio, have been lagged once, in order to
ensure that they represent commonly available information.
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Summary and conclusions

This paper builds on two main ideas.

(1)  Testing the Fisher hypothesis by simple projections of nominal returns on expected inflation is
misleading, since those regressions are reduced-form models, powerfully affected by changes in
both policy actions and in the institutional framework. The sign and size of the parameter
associated with expected inflation can take any value, depending on which variables are added
among the regressors. Moreover, the menu of omitted variables is endless, since, in principle,
any variable appearing in a structural macro model can be relevant to changes in nominal
returns. A structural model is therefore the proper framework within which to analyse the
correlation between returns and inflation;

(i)  As is clearly pointed out in the literature on inflation and stock returns, monetary policy must
be dealt with to provide a proper account of the relevance of the Fisher hypothesis to the stock
market. However, given that the potential sources of instability in the relation between asset
returns and inflation are not limited to monetary policy but also include fiscal and income
policies as well as changes in the institutional environment, imposing the splitting of the sample
among different regimes on the grounds of a priori evaluations would not appear to be the
safest and most valuable modelling strategy. The alternative proposed in this paper is to model
regime shifts as a stochastic latent variable, with non-sample information not used in setting up
the model, but rather in interpreting the results. The advantage is that while no information is
discarded, results are not biased by untested assumptions and due attention can be paid not just
to monetary policy but to other policy factors.

As a first step in the empirical analysis, we run simple tests of the Fisher hypothesis for
Italian Treasury bills and bonds on a sample covering the last twenty years. We apply the same test to
equities, to check whether the negative relationships between inflation and stock yields found by
Fama and Schwert for US data applies to Italian data as well. In line with evidence for other countries,
we find that government securities provide only a partial hedge against expected inflation, while the
estimated relationship for common stocks proves inconclusive, due to instability in the parameters.

Within the framework of the CAPM and the log-linear present-value model suggested by
Campbell and Shiller, we then test for the influence of inflation on the excess returns required by
investors in equities, with a separate analysis of portfolio s and factor risk. To generate innovations
in the state variables, we assume that financial markets form expectations about the relevant
macroeconomic variables by means of a VAR model and that the parameters of the expectation
formation mechanism change across policy regimes. Finally, we compute Bs for a number of industry
portfolios and use this decomposition to make inferences about policy actions and the Fisher effect.

The main conclusions of this section are the following:

. sample evidence indicates a shift in the policy environment in the second half of the eighties,
when the exchange rate commitment became more binding, monetary control was definitively
based on market instruments, and incomes policies became stricter;

. the evidence on short-term assets does not support the Fisher hypothesis, but expected inflation
is widely incorporated in short-term interest rates;

) there is no evidence of an influence of inflation forecasts on the market excess return, though
the evidence is less clear-cut for the second regime;

. inflation does not seem to have a significant influence on stock excess returns and no time
variation in the Bs induced by movements in inflation was detected.

Once all the channels through which inflation affects stock returns are taken into account, it
turns out that in the last two decades stocks have not significantly outperformed government
securities as hedges against inflation.
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Appendix 1: Data description

Industrial production: the index of industrial production refers to manufacturing, marketable
services and energy. It is collected monthly and adjusted for the number of working days; seasonal
adjustment is by an X11-Arima filter.

Inflation: log of the first difference of the cost of living index, net of tobacco products. The index
uses a basket of 290 items, which refer to more than five hundred goods and services; data are
collected monthly in the capitals of the twenty Italian regions.

Forum-ME survey of inflation expectations: since 1952, the Italian magazine Mondo Economico
(ME) has conducted surveys on expectations of inflation. The respondents are selected within four
main categories of economic agents: managers and executives in industrial, financial and
commercial sectors, and business economists. The surveys are conducted by means of an
anonymous mail questionnaire and answers have to fall into one of a number of pre-selected
intervals (the lower and upper ones being of course open intervals). Until 1981, the survey was run
twice a year and covered a six-month forecasting horizon; thereafter, it has been quarterly, with a
corresponding shortening of the time frame.

Treasury bills: allotment rate at end-of-month auctions gross of withholding tax. Until June 1981, the
Bank of Italy was committed to act as residual buyer for unsubscribed bills. Competitive-bid
auctions replaced uniform price auctions in May 1983 for 3-month bills, in May 1984 for 6-month
bills and in February 1988 for 12-month bills; for competitive-bid auctions, the yield is the
weighted average allotment rate. A floor price for each auction was fixed by the Treasury until
June 1988 for 3-month bills and February 1989 for 6 and 12-month bills.

Treasury bonds: average yield of the BTPs with at least one year to maturity traded on the Italian
stock exchange, gross of withholding tax.

Dividend yield: total dividends paid over the previous year relative to the current stock price; the
latter is computed on the basis of end-of-month closing prices. Data refer to shares of Italian
companies listed on the Italian stock exchange.

Stock returns: holding period returns computed on the basis of value-weighted portfolio indexes;
Italian listed companies.
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Appendix 2: An approximate present-value model with a stochastic discount
factor

The model suggested by Campbell and Shiller is a modified version of the present value
equation in real terms, relating unexpected returns to changing expectations of future cash flows, real
interest rates and excess return.!® Since the model is derived from a dynamic accounting identity, it is
not conditional on any particular asset pricing model; but if one is willing to impose a theoretical
structure, it is possible to cancel future required returns and to relate unexpected excess returns to
future cash flows and real interest rates only.

The model is derived from the Gordon present value relation, by disposing of the
assumption concerning the constancy of the discount factor. Though the relaxation of this hypothesis
improves the accuracy of the model, it creates problems of its own, since time-variability of stock
returns introduces non-linearities. To overcome this, Campbell and Shiller propose taking logs and
linearising the present value relation. The approximate equation is then solved forward, imposing a
“no rational bubble” terminal condition.

Starting from the definition of gross stock returns and taking logs, we have:

log(l+ H, ;) =log(P,,; +D,,1)—log(P,)=log(P, )+ log[l +— 7 J log(P,)
t+1
= Pra — Py T1og(L+exp(d iy — Pry1)) (A1)

where H,,,D,,, and P, are, respectively, the real return, the dividend and the price of the stock or

portfolio we are considering (by the standard convention, logs of variables are denoted with lower-
case letters). The last term on the right-hand side is a nonlinear function of the log dividend-price
ratio, which can be approximated around the mean using a first-order Taylor expansion:

- _ d - _
log(l+exp(d,s; — pys1)) =log(l +exp(d — B)) + ﬂi(——”;[ R )|

1+exp(d
=—log(p)-(1-p) log[g - IW+ PPy +(—p)d, — D, (A2)
/
1 P L :
where p= = = ———(the bar indicates sample means). p is a number close to 1 and

l+expd—-p) P+D
plays the role of a weighting factor. The reason is intuitive: the dividend is much smaller than the
stock price, so a given percentage change in the dividend component must have a much smaller effect
than the same variation in the price. Substituting (A.2) into (A.1) and solving forward yields:

lo < i
Pr=- log®) —logl ——1 |+ zpj [(1 - p)dt+1+j - hz+1+j] (A3)
I-p P j=0

where the definition log(1+ H,,;) = h,; has been used. This equation is to be interpreted as a dynamic

accounting relation, obtained by approximating an identity; it holds ex post but also ex ante, once
future realisations of dividends and returns are replaced by their expected values:

19 A thorough treatment of the present-value relation can be found in Chapter 7 of Campbell et al. (1997).
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lo 1 < ]
P = ___1g(g) - log("; - 1]"' E, zpj [(1 - p)dt+1+j — g ] (A.4)
_ jors

Rearranging (A.1) so that the rate of return is the left-hand variable and substituting (A.4)
for both p, and p,,;, we can write asset returns as linear combinations of revisions in expectations:

ht+1 - Etht+1 = (Et+1 - Et) zijdt+1+j - zpjht+l+j (A-S)
j=0 =1

This equation links the unexpected real stock return in period 7+1 to changes in the
rational expectation of future dividend growth and future stock returns. Equation (A.5) must be
interpreted as a consistency condition for expectations; it states that if the unexpected stock return is
negative, then either expected future dividend growth must be lower or expected future stock returns
must be higher, or both. The discount factor p indicates that the further in the future the expectation of
a change in returns is, the smaller is the change in today’s stock price.

For many purposes it is convenient to work with excess stock returns. If the log real
interest rate on a riskless short-term security is r,,;, then the excess return is just e, =h, — 7.

Substituting this expression into (A.5) provides the following consistency condition:

e —Ee =(Epyy — Et)zijdHHj —(Ey — Et)zpjrt+l+j —(E.q —E, )ijet+l+j (A.6)
j=0 j=0 Jj=1

In this paper, we have used a slightly modified version of this equation, obtained by
taking a present value relation expressed in nominal rather than real terms as a starting point. In this
case, (A.6) becomes:

€1 —Ee, =(E —E) zijdt+l+j - zpjrt+1+j _zpjnt+1+j —ijet+l+j (A7)
=0 =0 =0 =i

which can also be written in a more compact form as:

€+l T Cdipl ~Crpvl T €rptl ~ Ceiptl (A.8)

(The meaning of these terms is evident, by comparing (A.8) with (A.7).)

The excess return on a portfolio is assumed to be predictable by means of a projection on
a vector of state variables x;:

(A.9)

€l A X Ty

where a; is a vector of projection coefficients and ¢,,; is the unexpected component of the excess
return.

To become operational, the above formulas require some hypotheses concerning the
mechanism that drives expectation formation. The solution adopted by Campbell and Shiller is to
assume that the law of motion of the state variables can be adequately described by a VAR process:
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.xt_H = th + "fl*‘l (A.IO)

where X,,; is the innovation in the state vector. To allow for higher order processes or deterministic
components, one must suitably augment the dimension of the vector of state variables. The first three
elements of x, are the excess return on the market, the real return on a short-term Treasury bill and the
rate of inflation; the other components are selected from variables that are known to the market by
time ¢ and that have been shown in the literature to have some explanatory power for future returns:20
for example, the dividend yield, the slope of the term structure and the default spread. Given the VAR
model, revisions in rational expectations of the state variables are provided by the expression:

(E.q—E, )xt+1+j =Hj;t+l (A.11)

Equation (A.11) enables us to compute the right-hand terms in (A.6) and (A.7). If i;
indicates the vector that picks the j-th component of X,,,, the following equations hold:

'Eem,t+1 =pa; (I - pn)_l Xi41

~

Coip+l = Pa;(l - PH)_lzm

& =i —pID ' %,

Cren =i —pID 7' X,

Caipe1 = € + iy +pa)I —pID) 7' %, (A.12)

The component associated with innovation in the path of dividend growth is computed as
a residual and is therefore likely to be overstated. However, the sign of the bias is uncertain, since it
will depend on the covariances between omitted and included variables.

Once the above asset return components have been computed, it is straightforward to
derive the Bs between innovations in stock excess returns and in the state variables. This means that
the latter are used as factors, as in Chen, Ross and Roll (1976) and Fearson (1990). From (A.7), it
follows that:

=C0V(Edi,t’gm,t) Cov(a,t’gm,t) Cov(gm’,t’gm,t) COV('é’ei’t,Em’t)

Var(e,,,) Var(e,,,) Var(e,,,) Var(e,,,)

Bi’"’ = Bdi,m - Br,m - Bn,m - Bei,m (A 13)

If one is willing to assume that expectations of future returns are well described by a
simple CAPM, then the last term in (A.13) can be substituted out. The decomposition of the overall 3
thus becomes:

Bj,m _ Bdi,m _Br,m _Bn,m (A14)
1+[3em,m

20 See for instance Fama (1988), Fama and French (1988) and Boldrin et al. (1995).
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Japanese share prices

Shuichi Uemura and Takeshi Kimura

Preface

The bubble of the late eighties burst in the early nineties, plunging Japanese share prices

into a prolonged slump that is in stark contrast to the rising share prices seen in other industrialised
countries (Figure 1). This paper verifies, in light of conditions in the Japanese stock market, the role
played by the information value of share prices, describes the distinguishing features of share price
formation in Japan and makes some observations about the most recent share price slump. Below, the
major points are summarised.

1))

2)

3)

4)

We begin by using Granger causality tests and time series correlations to verify the relationship
between share prices and major economic indicators, finding that share prices lead several real
economic indicators, including real GDP. We also use an econometric technique, called the
Probit method, to verify the potential for share prices to forecast an economic recession, finding
a certain degree of usefulness.

We next examine Japanese share price formation in the past, noting that a moving average of
the rate of share price change evinces almost exactly the same trends as the rate of land price
change. This indicates that there is a close relationship between share prices and land prices.
Share price levels (market capitalisation) have been consistent with corporate net asset values
when calculated in terms of reacquisition costs, and this trend held true even during the bubble
period of the late eighties. Rising land prices made a considerable contribution to the increase
in corporate net asset values during the late eighties, and it is likely that the unrealised profits
on land, which contained a bubble, were translated directly into share price formation. This is
consistent with the phenomenon seen in the nineties, when share prices have been slumping as
land prices dropped.

Additionally, we use the “dividend discount model”, one of the leading models for asset price
determination, as a framework to consider the factors behind the recent share price slump. In
the nineties, the difference between long-term interest rates and the earnings yield! — in other
words, the yield spread — has continued to decline. This is basically a reflection of the decline
in the expected growth rate of nominal earnings, but the expansion in the risk premium has also
played a part. We regressed risk premium changes with several explanatory variables and found
that the movements in the risk premium during the nineties can, for the most part, be explained
by an expansion in credit risk. What is more, it is likely that falling land prices are behind this
expansion in credit risk. Note that in recent years there has been a contrasting development in
share prices between sectors that are respectively less and more vulnerable to land price drops.

It appears that the basic factors behind the slump in Japanese share prices are lower expected
nominal growth rates and higher credit risks. Fundamentally, therefore, they are the after-
effects of the land bubble. During this period we have also witnessed signs of structural
changes in the stock market in the form of a less significant role being played by personal
investors, a greater role of foreign investors, an unwinding of share crossholding relationships,
and new emphasis on return on equity as an investment yardstick. It is not clear what influence
these developments have had on share prices nor is the pace of change expected to accelerate in

1

The inverse of the price/earnings ratio; note that this paper uses a price/earnings ratio adjusted for cyclical factors and
share crossholding relationships.

139



Figure 1

Share prices in industrialised countries
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5)

1.

the future. However, policy makers who are looking at share prices will need to be aware of the
influence that structural changes in the market may have on share price formation.

During the past year, share price movements have been unstable. The chief causes of this have
been greater uncertainty about the economic future caused by fiscal consolidation and an
expansion in credit risks as triggered by the after-effects of the bubble in the form of several
corporate bankruptcies. The low yield spread would indicate that there is little room to consider
Japanese shares as over-valued at current levels, but that does not mean the uncertainties over
share prices will be resolved any time soon. This paper concludes that for Japanese share prices
to recover in the future, four things will be required: recovery of the expected macroeconomic
growth rate; relief from the high credit risks brought by falling land prices; more emphasis on
shareholder values, such as the revision of dividend policies and improvement of return on
equity (for example, by buying back shares from the market); and enhancements to market
infrastructure, for example, better accounting and disclosure standards.

Share prices as an information variable

In this section, we use a number of statistical techniques to verify whether share price

movements in Japan contain information regarding future economic conditions to a significant degree.

Granger test

We began by testing for Granger causality? using a two-variable VAR for the period from

the first quarter 1970 to the second quarter 1997. Share prices and economic indicators served as the
variables (all measured as logarithmic four-term differences). We were unable to confirm a significant
leading relationship for general price levels except for the CPL3 In testing for relationships with the

Results of Granger tests between share price and other variables

Share prices --> Other variables Other variables --> Share prices

CPI * F value = 4.463 + F value = 1.001

WPI + F value = 2.152 + F value = 0.522

GDP deflator + F value = 2.442 + F value = 0.461

Real GDP ** F value = 2.678 + F value = 0.912

Real domestic private demand * F value = 4.218 + F value = 0.671

Real private-sector ** F value =3.119 + F value = 1.317
consumptive expenditures

Real private-sector capital ' * F value = 3.786 + F value = 0.176
investment

Note: * indicates significance at the level of 1%; ** indicates significance to the level of 5% and + no significance.

The Granger test was performed using a four-term lag model. The reason for selecting four terms (or, one year) was that

our purpose was to verify the usefulness of share prices as an information variable for policy administration. Too long of
a lead, even if it could be detected, would be of limited practical use. Obviously, however, it would be possible to arrive
at analytical findings that differ from ours were the lag period changed.

Since foreign exchange rates and oil prices have an enormous impact on Japanese prices, we also performed a three-

variable VAR Granger Test in which import prices, which directly reflect these movements, served as an exogenous
variable. The results were not, however, significantly different.
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real economy, we confirmed that share prices lead both real GDP and its component items (domestic
private demand, private-sector consumptive expenditures, private-sector capital investment, etc.).

Time correlations

We next examined time correlations between share prices and other variables. We
obtained the highest coefficient of correlation for real GDP and other real economic indicators for the
full sample period, at approximately 0.5 with a lead of one year or less. We also divided the sample
into smaller sub-periods (first quarter 1970 to fourth quarter 1974, first quarter 1975 to fourth quarter
1984, and first quarter 1985 to second quarter 1997). While the correlation was, for the most part, lost
for the second sample period, the sub-sample with the smallest rate of share price change as shown by
standard deviation, there is a clear correlation for the first and third sub-samples, both periods in
which the rate of share price change was large. We would note, however, that the lead period for
share prices differs considerably between the two sub-samples. Share prices, in other words, do lead
the real economy, but the extent of the lead is uncertain.

Coefficients of time correlation between share prices and other variables

1970Q1-97Q2 | 1970Q1-74Q4 | 1975Q1-84Q4 | 1985Q1-97Q2
CPI 0334 (t=-7) 0.920 t =-7) -0.040 (t =-7) 0.133 (t =-8)
WPI 0.398 (t = -6) 0.881 (t=-6) 0.143 (t=-6) 0.251 (t=-8)
GDP deflator 0.358 (t=-7) 0.887 (t=-6) -0.074 (t =-8) 0.219 (t=-8)
Real GDP 0.489 (t=-2) 0.777 (t=-1) 0.198 (t=-2) 0.737 (t =-8)
Real domestic demand 0.619 (t=-3) 0.794 (t =-2) 0.244 (t=-3) 0.705 t=-8)
Real private-sector consumptive 0.462 (t=-1) 0.782 (t=-1) 0.117 (t=-4) 0.647 (t=-8)
expenditures
Real private-sector capital investment 0.554 (t=-4) 0.954 (t=-3) 0.502 (t=-2) 0.781 (t=-8)
Standard deviation of rates of changes 22.02 32.17 9.59 23.80
of share prices

Note: The coefficient of correlation is the largest from the t = -8 period to the t = +8 period (t < O indicates that share prices
lead).

Using the Probit method to develop economic forecasts from share prices

We next used an econometric technique called the “Probit Method” to see if share prices
were able to forecast two values of economic orientation (expansion or recession) even assuming that
there is little set quantitative relationship between share prices and serial economic variables like
GDP. The Probit method regresses the existence of an event (in this case, economic recession) back to
a variable that is thought to have some relationship to the event (in this case, share prices), seeking the
probability of an event’s occurrence.* The results indicate some degree of usefulness (Figure 2) as
share prices accurately predicted the economic recession of the first half of the nineties.

4 Itis possible to consider the stock market as containing two kinds of participants, those who are “optimistic” about the

economic future and those who are “pessimistic”. Share prices reflect which group is stronger.
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Figure 2
Predictive power of share prices using the Probit method
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Method of calculation: First, we regress the variables (in this case, TOPIX) from period (f) to period (¢ + x), and forecast
period (f + x + k) based on this regression. Next, we regress again from period (¢) to period (¢ + x), and forecast period
(t + x + k + 1). We repeat the procedure by shifting the estimation period one term ahead at a time. The purpose of this test is
to confirm whether we can predict future recessions (out of sample period) by using the existing data (in the sample period).

Notes: The shaded areas show recessions based on the standard date of business cycles published by Economic Planning
Agency. Each value shows the probability of recession calculated from data up to a specific number of months (in this case,
seven) before the prediction period.

Source: Tokyo Stock Exchange.

2. Distinguishing characteristics of the formation of Japanese share prices

We have so far verified the usefulness of share prices as information variables for policy
makers. This section focuses on the relationship between share prices and land prices as one of the
distinguishing characteristics of past Japanese share price formation.

Relationship between market capitalisation and nominal GDP

We begin by looking at the long-term relationship between market capitalisation and
nominal GDP (Figure 3). During the late eighties, the ratio of market capitalisation to GDP rose well
beyond previous trend lines, but in the nineties it fell rapidly. This indicates the possibility that a
bubble, which cannot be explained by any change in fundamentals, boomed and busted at this time.
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Figure 3
The ratio of market capitalisation to nominal GDP
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Notes: Gross market capitalisation consists of firms listed on the First Sections of the Tokyo Stock Exchange. Based on
three-quarter moving average of end-month data. The lines indicate trends for each sample periods.

Sources: Tokyo Stock Exchange and Economic Planning Agency.

Relationship between the rate of share price change and the rate of land price change

The late eighties saw substantial increases in land prices, which indicate that the bubble
formed across asset prices as a whole. When the relationship between the rate of share price change
and the rate of land price change is considered over the short term, the two appear to move differently,
in part because of the large swings in the rate of share price change (Figure 4, top). Over the medium
to long term, however, their movements are similar. Indeed, the rate of land price change is virtually a
backward moving average’ of the rate of share price change (Figure 4, bottom). Theoretically, land
prices and share prices should be formed by common macroeconomic factors like nominal GDP and
interest rates, so it is rational that they would be linked. However, it appears that the correlations
between share prices and land prices are particularly strong in the case of Japan.

The reason for a “backward” rather than a “median” moving average is probably that land lacks liquidity and the land
market therefore tends to react more slowly to changes in the environment than the stock market. From a technical
standpoint, we would also note that there is an even longer lag required before prevailing market prices are reflected in
land price indexes.
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Figure 4

Changes in land and stock prices
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Notes: Urban land price index (six major cities, average of all uses) used for land prices. It is assumed that the trend change
in land prices in 1996H2 would continue in 1997. TOPIX used for stock prices. Figures for both land and stock prices are
six-month data for April-September and October-March.

Sources: Tokyo Stock Exchange and Japan Real Estate Institute.
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Relationship between corporate net asset values and market capitalisation

Japanese accounting standards do not use market values to appraise assets, so it is
difficult to measure corporate net asset values in terms of the reacquisition cost (the market price), but
a macroeconomic approximation can be made if a few assumptions are allowed (Figure 5, top). In the
late eighties, rising asset prices drove up the value of land and shares owned by companies, which in
turn caused a rapid increase in corporate net asset values. When this trend is overlaid on the trend
lines for market capitalisation, an almost exact match is discovered (Figure 5, bottom). This indicates
that the stock market of the late eighties valued the rise in corporate land and share assets (including
unrealised gains) virtually without modification. As long as the market price of corporate assets
provides an accurate reflection of the profitability of the asset — in other words, as long as it is close to
the discounted present value of the profits that the asset will produce in the future — then it is natural
that a change in the market price of an asset will be reflected in the market capitalisation of a
company holding the asset. It is possible, however, that the stock market of the late eighties was
valuing assets with the bubble that had formed in land prices.® We can assume that a mechanism then
took root in which share prices valued in terms of rising land prices further boosted the value of the
shares issued by companies that had extensive stock portfolios because of crossholding relationships.’
If that was indeed the case, when the bubble burst and land prices began a sustained decline in the
nineties, the reverse mechanism took root.%

The reasons behind strong ties between share prices and land prices

The discussion above should make it clear that the ties between share prices and land
prices in Japan are far stronger than what would be expected from a general price arbitrage
relationship between different classes of assets. That begs the question of why such linkage would
exist, a question that is difficult to answer quantitatively, but which can be qualitatively addressed by
the following points.

First, during the postwar reconstruction and high growth period, the price of both shares
and land kept rising and both assets were used as a means of diversifying investments. As a result,
there is a very strong arbitrage relationship between their prices. Although its profitability varied
significantly, land has, in general, been considered an advantageous asset to hold, in part because of

In addition, an increase in the unrealised gains that is unlikely to lead to an increase in future cash flows — say, unrealised
gains on land that the company is using for production activities or idle land that the company has no plans to use —
should not be reflected in the share price at all, except if the company is an M&A target (in which case, the unrealised
gains would be realised in the form of cash flow). During the late eighties, there were many attempts to justify share-price
levels using the “Q ratio” (Market capitalisation/Gross market valuation of the company’s assets — Gross liabilities) or
market priced PBR. With hindsight, these can only be termed misleading. Such justifications confuse the theoretical
breakup value of the company with its value as a going concern that produces revenues in the form of cash flow. By
rights, the only assets that should be counted for such valuations is capital equipment. Similarly, Tobin’s Q is an index of
corporate strength in relation to asset holdings that takes share prices as a given, not an evaluation of share prices
themselves (in other words, the idea has been reversed). Moreover, these theories and indexes have even less usefulness
in cases like those currently being debated in the United States in which software and other intangible assets are not
accurately measured in corporate accounts.

Taking the crossholding ratio as o, then a rise in the value of corporate assets other than shares (= 1) would have the
effect of increasing the market capitalisation of the sector asa whole by 1 + o+ o2+ o3 +...... =1/ -w).

However, the timing of the market’s downturn indicates that share prices were the leader. Share prices turned in 1990 and
land prices not until 1991. What probably happened was that the highly liquid stock market was quicker to react to the
increased risk of land price drops brought by changes in macroeconomic conditions (higher long-term interest rates), and
government moves to clamp down on land prices (the imposition of regulations on total lending to the real estate
industry).
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Figure 5
Assessment of the value of firms!

Value of firms in terms of replacement cost?

(¥ trillions)
400
350
300 ]
250 Value of firms (W) s Stockholdings
S)
200 3
2% e— Sind @
120 ; :— Fixed capital
0 stock (K)
: Inventories (Z)
50 HE 8585 gjé g\ Net liabilities
-100 F— T ' " Tk os

70 71 72 73 74 75 76 77 78 79 80 B1 82 83 84 85 86 87 B8 89 90 91 92 93 94 95 96

Value of firms in terms of replacement cost and market capitalisation
(¥ tillions)

400

350 o)

/N
0 AN
;:0 A/ ﬁ\
| A\

200 Value of firms (W) ;/ ST ]
150
100 s Market capitalization® (V)
50—
0 T T —

70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96

1 Figures are estimated by the Bank of Japan, based on firms listed on the First and Second Sections of the Tokyo Stock
Exchange excluding banking, insurance, securities and other financial services industries.

2 Value of firms in terms of replacement cost (W) = net asset value of firms =K + Z + L + FS + FA — B, where:

K = fixed capital stock - land value (at book value) (aggregate number of firms listed on the First and Second Sections of
the Tokyo Stock Exchange according to NEEDS),

Z = gross value of inventories (according to NEEDS),

L= value of land at market value. For 1995 and earlier figures, derived by multiplying the non-reproducible tangible
asset/cash and deposits ratio, in the “non-financial corporate enterprises” sector in Annual Reports on National Accounts, by
cash and deposits according to NEEDS. For 1996 figures, calculations based on year-to-year changes in the urban land price
index (six major cities, average of all uses),

F§ = total value of stockholdings at market value = stockholding at book value (securities holding (according to NEEDS) x
ratio of stock/securities (according to Financial Statements of Incorporated Business, Quarterly)) + unrealised gains on
securities held by firms (according to Shuyo Kigyo Keiei Bunseki and NEEDS) for 1994 figures. For 1993 figures and
earlier, calculations based on year-to-year changes in stockholdings at market value in the “non-financial corporate
enterprises” sector in Annual Reports on National Accounts. 1995 and 1996 figures based on year-to-year changes in Market
Capitalisation,

FA = financial assets (excluding stockholdings) = gross value of assets (according to NEEDS) - fixed capital stock (K) -
inventories (Z) - land (at book value) - stockholdings (at book value),

B = gross liabilities (according to NEEDS)
Net liabilities - gross liabilities (B) - financial assets (excluding stockholdings) (FA).

3 Market capitalisation = (gross value of stock of firms listed on the First and Second Sections of the Tokyo Stock Exchange
at market value - gross value of stocks of banking, insurance, securities and other financial services industries at market
value) / number of listed firms X number of sample firms in NEEDS.

Sources: Economic Planning Agency, Annual Reports on National Accounts, Ministry of Finance, Financial Statements of
Incorporated Business, Quarterly, Bank of Japan, Shuyo Kigyo Keiei Bunseki (Analysis of Financial Statements of Principal
Enterprises), and Nihon Keizai Shimbun, Inc., NEEDS (Nikkei Economic Electronic Databank System).
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regulatory factors (the tax code and land use regulations).? The result has been to obfuscate the price
formation standards for land and has kept land prices rising at the same rate as share prices.

Second, in the postwar period lending has generally been secured with real estate. This
has induced a process where rising land prices increase corporate fund-raising abilities, which in turn
spurs an expansion in capital investment and corporate profits and subsequently translates into higher
share prices.

Third, share crossholding arrangements between companies have reinforced the linkage
between land and share prices by encouraging the stock market to value companies in terms of their
net assets.

In Section 1 we confirmed the usefulness of share prices as a predictor of real economic
activities. As far as the Granger test results and time series correlations show, share prices lead
particularly strongly such component items in real GDP as domestic private sector demand and
private sector capital investment. Also, in another paper using Granger tests and time series
correlation analyses to verify the leading relationship of land prices to real economic indicators, we
obtained the same results as for the share prices.!0 Therefore, share prices and land prices have a
strong relationship and are probably both useful as an information variable for real economic
activities.!!

3. Share price valuation vsing the framework of a dividend discount
model

In Section 2 we worked from the assumption that the stock market assesses corporate net
asset values and went on to consider the formation of share prices since the bubble. In this section, we
analyse share price formation using the framework of a “dividend discount model”, which expresses
share prices as the present value of the dividends (or the profits that are their source) produced by the
company in the future. More specifically, we will use the fact that the yield spread (long-term interest
rates — earnings yield), which is often employed as a standard for valuing share prices in relation to
interest rates, is equal to the difference between the expected growth rate for nominal corporate
earnings minus the risk premium to examine the factors behind the recent share price slump in terms
of these two measures. Below is an outline of the framework used.

We will assume that current nominal earnings per share (£) increase year to year by a
fixed growth rate (g). We can therefore use the following formula to calculate the present value
(P, equal to the share price) of the stream of future earnings discounted for the rate of yield demanded
by investors ().

9 The effective rates of both the inheritance and the land-holding taxes were kept extremely low. In addition, land-use
regulations were often administered ambiguously, which allowed, for example, prices to form for agricuitural land on the
assumption that it could be converted to residential or commercial use. We must also note the influence of the postwar
“land myth” (that “you will never lose by owning land” or that “land is the most advantageous asset to invest in”).

10

The basis for share prices, corporate profitability, is strongly influenced by foreign demand, whereas the basis for land
prices, rent, is assumed to depend on private sector domestic demand. Therefore, it is natural that land prices are useful as
an information variable, leading, particularly, private sector domestic demand.

Asset prices lead the real economy not only because market expectations anticipate future changes in macroeconomic
conditions, but conceivably also because changes in share prices themselves exert a direct influence on demand and
spending through the wealth effect on households and changes in the cost and availability of corporate funding.
However, our purpose in this paper is not to discuss the transmission mechanism between share prices, land prices, and
real economic activities. Hence, we refrain from delving any further into these issues here.
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The rate of yield demanded by investors (8) will probably be the long-term interest rate
(r) plus a risk premium (p), so that:
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The price/earnings ratio and the yield spread

Price/earnings ratios since the late eighties show large upwards and downwards shifts,
with peaks coming in 1987 and 1994. Current levels are about average (Figure 6, top). Evaluations of
share price and price/earnings ratio levels must, however, take account of the correlations with
interest rates levels. The yield spread is the difference between long-term interest rates and the
earnings yield, which is the inverse of the price/earnings ratio. Trends show that an average line of
3.5% held until the early nineties, but since 1995 the yield spread has moved substantially downwards
and share prices would, superficially, appear to be “cheap” (Figure 6, bottom). As we have already
discussed, a contraction in the yield spread would, in theory, indicate a decline in expected earnings
growth rates or an expansion in the risk premium, or perhaps both. These factors must be taken into
account when evaluating current share price levels. In the pages that follow, we consider the
background to changes in the yield spread in some detail, but before doing that we must make two
adjustments to the price/earnings ratio in order to more accurately capture yield spread levels.

The first adjustment is to correct for the influence of share crossholding arrangements
(see Appendix A for the correction method). Share crossholdings have no direct impact on corporate
profitability and so, in theory, do not affect share prices.1? However, they are generally thought to
have the effect of raising the apparent price/earnings ratio.

The second adjustment is to correct for business cycles (see Appendix B for the
correction method). If we assume that near-term corporate profits will undergo large swings because
of the business cycle, but that the expected growth rate for nominal earnings remains constant, then
when the market predicts the stream of future earnings, the present value of earnings will differ from
actual earnings and will be closer to the trend line. Therefore, if the economy is currently in recession
and the markets expect corporate earnings to recover in the future, the price/earnings ratio will be on
the high side. Likewise, if the economy is currently robust but the markets expect corporate earnings
to decline in the future, then the price/earnings ratio will be on the low side.

12 Share crossholdings between companies have no impact on the actual value of a company because the increase in
dividend income that comes from the shares that a company holds will be offset by dividends paid out to companies that
hold its shares. This can be verified from a simple numerical example. However, crossholdings and their unwinding may
have a short-term impact on share prices via the supply and demand mechanism, and this will be more the case the
greater the incompleteness of the market and the asymmetry of information among participants.
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Figure 6
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Figure 7

Adjusted price/earnings ratio
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Method of calculations: PER after adjusting for the firms’ share crossholding factor = PER X (1 - ©) / (1 - D x 0), where 0
is the share crossholding ratio and D the payout ratio. PER after adjusting for the firms’ share crossholding factor and
business cycles factor = Coefficient for adjusting business cycles factor X PER after adjusting for the firms’ share
crossholding factor.

Notes: The data for “Banks” are excluded from 1996Q1 and Q2. PER is expected PER based on the survey by Daiwa
Research Institute. The payout ratio is from the National Conference of Stock Exchanges and the share crossholding ratio is
from Daiwa Research Institute. In adjusting for the business cycles factor, we used the GDP gap.
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When the price/earnings ratio is adjusted for both these factors, which levels appear
lower than unadjusted price/earnings ratiol3 (Figure 7, top). Similarly, the fluctuations seen since the
late eighties are smoothed out.

We are now ready to use the corrected price/earnings ratio to trace the yield spread
(Figure 7, bottom). One can see that it rose rapidly in the late eighties and declined rapidly after 1991.
This paints a much clearer picture of the changes in share price levels in relation to interest rate levels
during the formation and collapse of the bubble.l4

Expected growth rate of nominal earnings and the risk premium

We will calculate the risk premium using the yield spread and assuming a constant
expected growth rate for nominal earnings below. Being a remainder, the risk premium will obviously
change somewhat according to assumptions about the expected growth rate of nominal earnings, so
results must be viewed with a certain degree of latitude. Even so, attempts such as ours are useful in
viewing share price formation trends over the medium term.

For the expected growth rate of nominal earnings we use the medium-term real corporate
growth rate forecasts found in the Survey of Corporate Activities published by the Economic Planning
Agency.!> From this base we add an expected CPI inflation rate!® derived from an adaptive
expectations model, thus obtaining a closer approximation. The expected growth rate of nominal
earnings thus obtained was over 9% at the end of 1982, but during the eighties, it declined to the 3%
level before turning upwards again in the early nineties. At the end of 1991, it stood in the 6% range.
It has again undergone a decline and is currently in the 2% range (Figure 8, top).

The next step is to use the adjusted yield spread and the figures for the expected growth
rate of nominal earnings to derive the risk premium observed in the markets. Our findings indicate
that the risk premium declined rapidly in the late eighties and was at one point close to zero before
rising rapidly in the nineties, peaking in 1992, declining through 1994, and then turning upwards
again in 1995 (Figure 8, bottom). In as much as it is calculated after the fact based on the expected
growth rate of nominal earnings and several other assumptions, this risk premium should be viewed as
a “balance” in which are subsumed the swings in market expectations and mistakes in market
forecasts. It is hard to consider it an accurate measure of the risk premium included in the a priori rate
of return demanded by investors (this is the same as the discount rate in the dividend discount model).
In fact, it is likely that the rapid decline in the risk premium at the end of the eighties reflected the
stock price bubble (a stock price movement that departs from fundamentals).

13 Even the corrected levels show price/earnings multiples of about 35, which are high in comparison to the United States

(the S&P 500 has a multiple of about 20). When the price/earnings ratio is used to make international comparisons
between markets, differences in statutory reserve requirements, fixed asset depreciation, and other corporate accounting
practices must be taken into account above and beyond interest rate levels. One cannot simply conclude on the basis of
the price/earnings ratio that a market is “dear” or “cheap”. Other things being equal, the price/earnings ratio will be
higher the lower interest rate levels go. Some analyses also indicate that the price/earnings ratio of Japanese companies
would be considerably lower were US-style accounting practices used.

14 A bubble is a price movement that departs from fundamentals. When a price movement containing a bubble is later

explained in terms of a fundamentals model, the yield spread and the risk premium (discussed later) are likely to show

“excessive” swings.

15 Ideally, the expected growth rate would be a measure of investor expectations, which, if one assumes information to be

asymmetric, may not match the expected growth rate of the companies themselves. However, data constraints force us to

use the values from the corporate survey.

16 Approximated with a lagged eight-term moving average of term-to-term CPI growth.
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Figure 8

Expected growth rate of firms’ nominal earnings
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Figure 9

Theoretical risk premium in the stock market
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In other words, there are many problems in the estimation of the risk premium.
Nonetheless, we have regressed the risk premium that we calculated on other variables considered
likely to influence the risk premium. This was done because it provides a means for exploring the
factors behind share price formation using the framework of the fundamentals model (Figure 9, top).
As proxy variables for earnings and interest rate fluctuation risks, we used the CPI and industrial
production; as proxy variables for credit risk, we used the corporate bankruptcy rate and the CD-TB
rate spread, giving us a total of four variables.!7 Our estimates indicate that the decline in the inflation
(CP]) and default risks (corporate bankruptcy rate) contributed to the decline in the risk premium seen
in the late eighties (Figure 9, bottom). In the nineties, both of these variables rose, which caused the
risk premium to rise. Then in the mid-nineties, inflation risk again declined, but default risk remained
high and financial system risk (the CD-TB rate) rose, limiting the declines in the risk premium.

The current risk premium is in fact at lower levels than it was in the early eighties, which
could indicate that there is still room for the risk premium to rise (and therefore for share prices to
decline). Certainly, the bankruptcies of medium-sized constructors illustrate that as long as the
“negative” legacy from the bubble continues, there will be room for the premium against credit risk to
expand. Nonetheless, the expected inflation rate has vastly declined from what it was in the early
eighties, and if the markets interpret this as meaning that there is little risk of a large rise in long-term
interest rates, it would not necessarily be irrational for the risk premium as a whole to be lower than
the levels of the early eighties.

Factors in the Japanese share price slump

Let us turn once again to the dividend discount model and re-examine the factors at work
in share price formation.

1) In the early eighties both the price/earnings ratio and the yield spread were stable (when both
are adjusted for share crossholding and cyclical factors, and so throughout). During this period,
both the expected growth rate of nominal earnings and the risk premium declined.

2)  In the late eighties, both the price/earnings ratio and the yield spread rose. During this period,
the expected growth rate of nominal earnings rose, while the risk premium remained low.

3) In the nineties, the price/earnings ratio remained at roughly the average levels of the late
eighties, but the yield spread consistently declined. During this period, the expected growth rate
of nominal earnings declined and the risk premium rose.

The question is then how to view this analysis in light of the relationship between share
prices and land prices — the high probability that during the late eighties, the stock market valuation of
corporate net assets took at face value the rise in land prices, which itself contained a bubble.18

It can be said that the rapid decline in the risk premium during the late eighties
corresponded with the bubble portion of land price valuation. Indeed, if the risk premium is explained
in terms of a model that regresses all variables, then a bubble-inspired rise in land prices will be
observed as a decline in credit risk. In the late eighties, the default risk (corporate bankruptcy rate)

17 We added share-price volatility as an explanatory variable to serve as a proxy for price-fluctuation risks, but this had no
significance. Industrial production (standard deviation from the previous year) may be considered a proxy for price
fluctuation risk in this regression.

18 1n the late eighties, it was evident that low interest rates and high expected growth of nominal earnings acted to push up

both land and share prices. The issue here is how to comprehend, within the framework of Dividend Discount Model, the

fact that the stock market was influenced by the land price bubble which is thought to be included in the increase in the
value of firms’ net assets.
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Figure 10
Stock price index by industry
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declined sharply, and it is conceivable that a major part of this was the fact that rising land prices
produced a rise in the collateral value of corporate assets. In other words, if one can assume that land
prices will continue to rise or at least not decline, then it is probable that the stock market risk
premium declined. Coming into the nineties, however, the reverse phenomenon was observed as land
prices went into decline. Within the context of the dividend discount model, the decline in market
capitalisation (the decline in share prices) that occurred almost in parallel with the decline in
corporate net asset values caused by falling land prices can be captured as a rise in the risk premium
due to higher credit risks. Since the mid-nineties, the default risk, as measured by the corporate
bankruptcy rate, has been flat, but the financial system risk, as measured by the spread between the
CD and TB rates, has risen, which has caused credit risk as a whole to rise. Thus the basic factor in
the rapid decline in the yield spread during the nineties was the decline in the expected growth rate of
nominal earnings, though the increase in the credit risk premium caused by falling land prices also
played a role. This is what resulted in a slump in Japanese share prices in contrast to the booming
markets in other industrialised countries.

We would note in conjunction with this that while share prices as a whole have been
slumping in recent years, those for electric and precision equipment companies, which as far as
corporate earnings and the risk premium go are less vulnerable to the impact of falling land prices,
have been comparatively strong (Figure 10, top). Likewise, sectors like banking and construction that
are very vulnerable to the effects of land price drops have seen major declines in their share prices
(Figure 10, bottom). In other words, there has been contrasting developments among share prices.

4. Structural changes in the stock market

In the previous section we examined the factors behind the slump in Japanese share
prices that has prevailed through most of the nineties, finding that it matched trends in
macroeconomic factors, for example, the decline in the expected growth rate of nominal earnings and
the drop in land prices. During this period several phenomena were observed in the stock market
which seemed to augur changes in the market’s structure. While it is not clear at this point what
impact these phenomena have had on share prices, they do provide a wealth of hints about how to
observe the stock market and share prices in the future, so they are described briefly in this section.

Changes in investors

Among the most pronounced changes in the stock market is the increased weight of
foreign investors as players in the market. We divided investors into financial institutions, industrial
corporations, personal investors, and foreigners, and charted their share of trading (by value) for the
last ten years. In the late eighties, foreigners accounted for 11.5% of trading, but by the mid-nineties
their share had soared to 27.8%, and in the first half of 1997 they have been responsible for 34.4% of
trading, fully one-third of the money changing hands. On the other hand, the share of personal
investors fell by half (15.9% in the first half of 1997) from 31.2% in the late eighties. The personal
investors’ separation from the stock market was probably caused by the after-effects of losses suffered
when the bubble burst as well as the intensification of distrust in the stock market from repeated
scandals of security companies.

Turning to the percentage of shares owned by different sectors, we find that the weight of
personal investors declined between the end of 1985 (FY) and the end of 1990 (FY), while that of
financial institutions and industrial corporations rose. Between the end of 1990 (FY) and the end of
1996 (FY), the weight of personal investors was flat, that of financial institutions and industrial
corporations declined, and the weight of foreign investors rose sharply from 4.2 to 9.8%.
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Share of trading (by value; %)

1988-90 1991-93 1994-96 January-June 1997
Financial institutions 38.0 36.9 38.8 41.5
Industrial corporations 14.9 9.2 6.7 5.2
Personal investors 31.2 27.8 23.0 15.9
Foreigners 11.5 21.6 27.8 344
Others 4.4 4.5 3.7 3.0

Note: Totals for trading on the First and Second Sections of the Tokyo, Osaka, and Nagoya markets. Financial institutions

include investment trusts, pensions, life insurance companies and other institutional investors.

Breakdown of share ownership

End of FY 1985 End of FY 1990 End of FY 1996
Financial institutions 42.2 45.2 41.3
Industrial corporations 241 25.2 23.8
Personal investors 25.2 23.1 23.6
Foreigners 5.7 4.2 9.8
Others 2.8 23 1.5

Source: National Securities Exchange Council, Report on the Survey of Share Distribution.

Unwinding of share crossholding relationships

One of the reasons that ownership proportions have changed is probably the unwinding
of share crossholding arrangements. During the late eighties, the percentage of shares in the portfolios
of financial institutions and industrial corporations rose, in part because corporations and institutions
took advantage of the rising share prices of this period to increase their capital, and some of the new
shares issued were underwritten by other companies and institutions as part of crossholding
arrangements. In the nineties, this has changed. Companies are unwinding their crossholding
arrangements, and many of the shares involved are being picked up by foreigners, whose ownership
percentage has increased by a corresponding amount. It is not just foreigners who have bought the
shares being released; they are also going to pension funds, which are included among “financial
institutions” in our statistics. At the end of 1990 (FY), pension funds owned only 0.9% of the stock in
Japan, but by the end of 1996 (FY) their share had increased to 2.3%. This translates into a sharp
decline for financial institutions other than pension funds, from 44.3 to 39.0% of the total.

“Crossholding” is, of course, one of the features that most distinguished the postwar
Japanese economic structure, on par in importance with the main bank system, keiretsu, lifetime
employment, and company-specific trade unions. Several merits have been ascribed to this system.

1) Corporate governance perspectives

The more stable shareholders a company has, the less risk there is that it will be the
subject of a hostile takeover. Managers, who have usually been promoted from employees, are also
able to run the company from a long-term perspective that emphasises the interests of the employees.
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2)  Policy investment perspectives

Crossholding enables companies to build long-term, stable trading relationships, which
both reduces transaction costs and facilitates risk sharing. Shareholding arrangements between
industrial companies and financial institutions lead to a reduction in “agency costs”; the institution is
able to monitor corporate behaviour which reduces the credit risks, while the company is able to
reduce its borrowing costs and increase the availability of loans.

3)  Higher unrealised profits

The general rising trend for share prices gave shares in crossholding arrangements large
unrealised profits that managers could use as a risk buffer. In other words, should the company be hit
with an extraordinary loss that was difficult to cover out of recurring profits, it could realise the latent
profits in its portfolio by selling shares at market prices and then, to re-establish the long-term
relationships in its transactions, buying them back later on.

Figure 11

Market rate of return from stock and Government bond investment

Market Rate of Return from Stock
Investment (holding for 10 years)

Yield of Government Bonds (10Y) to subscribers
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Notes: The 1996 market rate of return on 10-year stock investment is the return/investment ratio when buying stocks at the
average price in 1986 and selling them at the average price in 1996. Corresponding to market rate of return from stock
investment, we used the average yield of 10-year Government bonds to subscribers in 1986 as the market rate of return from
Government bond investment in 1996. Market rate of return on stock investment is calculated as follows (not only dividend
but capital gain is added to the return from stock investment);

Dividend + Capital gain X100

Market rate of return from stock investment =
Investment

_ Dividend + (Selling price— Buying price)x 100
Buying price

Figures are calculated with a weighted average based on the aggregate market value of stocks listed on the First Sections of
the Tokyo Stock Exchange.

Source: Japan Securities Research Institute, Market Rate of Return from Stock Investment.

159



The burst of the bubble in the nineties has changed this. In some cases, shares in
crossholding arrangements have produced unrealised losses. In other cases, companies have had other
losses to cover or needed to improve their cash flow and have, therefore, been forced to sell off
crossheld shares for which there were still profits to be taken. From a macroeconomic perspective as
well, expected growth rates have been in decline, but companies have needed to improve their
earnings and meet the “structural adjustment” pressures, brought to bear by more intense international
competition. This is forcing many to re-examine their business and capital relationships in the name
of greater efficiency. We would point out that the prolonged share price slump has caused a
substantial decline in the market average rate of return on equity investments (dividends plus capital
gains divided by amount invested). Recently, equity investments held for a ten-year period have
produced smaller returns than government bonds, which are considered a safe investment (Figure 11).
These conditions will gradually force more and more companies to rethink their share crossholding
arrangements, if only from the perspective of better investment efficiency.!?

The internationalisation of investment yardsticks

In short, Japan is seeing its share crossholding arrangements unwind and a greater
percentage of its shares going to foreign investors and domestic institutions (pension funds and the
like), with signs of investment yardsticks moving in the direction of global standards. For example,
there is a new emphasis on “return on equity” (ROE). The ROE of Japanese manufacturers has been
in decline in the nineties because of the economic recession. Only recently has it bottomed out, but it
is still not back to the average levels of the eighties, and the gaps with American companies are as
wide as ever (Figure 12, top). Slumping ROE is basically a product of falling ROA (return on assets)
(Figure 12, bottom). Improvements in ROE will require better investment efficiency and corrections
to over-capitalisation. We would draw the reader’s attention to the years 1984 and 1996, when there
were roughly equal groupings of industries with rising and falling ROE. Compared with 1984, there
were greater contrasts in the share prices’ movements in 1996 (Figure 13). Obviously, there is no one
single interpretation that can be put on these results. The economic environment was different in these
two years and it is uncertain to what extent the markets had already discounted ROE in 1996, but it
would be natural to see this as an indication that ROE was exerting a greater influence as an
investment yardstick — not only were foreign investors emphasising ROE but domestic institutions
have also been advocating greater use of ROE. These conditions are causing a greater number of
corporate managers to explicitly list higher ROE among their business goals.

Another trend to be noted is the greater emphasis that institutional investors are putting
on income gains, which has caused companies to compete on “payout ratios” and to make their
dividends more elastic with respect to earnings levels. This represents an overhaul of traditional
Japanese dividend policies, which were to minimise the amount of profit flowing out of the company
and instead retaining profit inside for future investments, or to stabilise dividend amounts because
crossholding relationships had produced a large contingent of stable shareholders. In the past,
managers were content to let payout ratios swing widely over the business cycle.20

19" Nonetheless, it would be premature to think that crossholdings will immediately unwind. This is a practice that is deeply
entwined with corporate governance and other aspects of the economic and corporate structure and is unlikely to
disappear very rapidly or easily. Surveys indicate that many managers still see value in crossholdings. What will probably
happen, therefore, is that crossholdings will be gradually unwound as managers become more selective about whose
shares they hold.

20 As an illustration of the swings, the pay out ratio for all listed companies in Japan (2,267, including those in finance) was

30.3% in 1990, compared to 82.9% in 1994 and 60.8% in 1996.
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Figure 12
Rate of return on equity (Japan and the United States)
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Notes: For Japan: ROE = Current profits X (1 - Tax rate) | Own capital; for the United States: ROE = Profit for the current
term after tax [ Own capital.

Sources: For Japan, Ministry of Finance, Financial Statements of Incorporated Business, Annually and Quarterly; for the
United States, Department of Commerce, Quarterly Financial Report for Manufacturing, Mining and Trade Corporations.

Rate of return on assets (Japan)
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Notes: ROA = (Operating profit + Non-operating profit) [ Assets. The series is seasonally adjusted.

Source: Ministry of Finance, Financial Statements of Incorporated Business, Quarterly.

It is unclear to what extent these structural changes have really become established in the
stock market. What we would point out to policy makers, however, is that changes are taking place.
Hence, when they attempt to use share prices as an information variable, past experiences with the

market may not always be reliable.
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Figure 13
Changes in investment yardsticks (a new emphasis on ROE)

Contrasts in share price movements between groups of rising and falling ROE
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Notes: We classified the 30 industries (excluding banking, insurance, securities) into two groups, based on rising or falling
ROE. We averaged share prices of each groups to compare with the average of all industries, and looked at the contrast
between share prices in rising and falling ROE by plotting share prices of each groups from 12 months before the publication
of ROE. We selected 1984 (FY) and 1996 (FY) as samples because there were roughly equal number of industries in each
grouping. 1984: rising = 20 industries, falling = 10 industries; 1996: rising = 19 industries, falling = 11 industries.

Sources: Tokyo Stock Exchange; Nihon Keizai Shimbun, Inc., NEEDS (Nikkei Economic Electronic Databank System).

Conclusion

This paper has so far verified the usefulness of share prices as information variables for
policy makers and discussed the distinguishing characteristics of Japanese share price formation and
the factors behind the slump of the nineties, particularly the role played by land prices. We have also
touched on what appears to be signs of structural changes within the stock market during the nineties,
emphasising the unwinding of crossholding relationships.

During the past year, the Nikkei average dropped from a high of 21,556 points?! at the
end of September 1996. During the January-March 1997 period it was hovering in the 17,000-18,000
point range. It later recovered to about 20,000 points during the May-July period, but has been slack
since August. As of this writing in mid-September it was in the mid-17,000 point range. The major
factors pushing share prices down during this period were uncertainties over the economic outlook
caused by the fiscal austerity programme and a spate of corporate bankruptcies emerging in the

21 This represents nearly a peak for post-bubble share prices. The Nikkei bottomed at 14,309 points in August 1992,
Subsequent annual averages have been 19,100 for 1993, 19,935 for 1994, 17,329 for 1995, and 21,088 for 1996.
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aftermath of the bubble. The low yield spread would indicate that there is little room for considering
Japanese shares to be overvalued at current levels, but that does not mean the uncertainties over share
prices will be resolved any time soon. Our observations so far in this paper indicate that three things
will be required before share prices are able to begin a full-fledged recovery:

1)  Recovery in the expected macroeconomic growth rate;

2)  relief from the high credit risks brought by falling land prices — a cleanup of the negative
legacies from the bubble;22 and

(3) corporate behaviour emphasising shareholders values, such as the revision of dividend policies
and improvement of return on equity (for example, by buying back shares from the market).23

Additionally, steps should be taken to introduce market valuation of assets and enhance
disclosure requirements. During the boom and bust of the bubble, there were vast differences between
the book values of assets on corporate accounts and their actual market values, and this made it
difficult for investors to understand the assets and financial position of the companies they were
investing in, increasing the opaqueness of investments. Other than these changes in corporate
accounting, Japan also needs to improve its market infrastructure, for example, by establishing market
practices that are both fair and transparent, reconsidering its securities taxation, and using
deregulation to promote competition in the financial services sector. These realisations have inspired
the government to move forward with a series of financial reforms, dubbed the “Japanese Big Bang”.
There are also structural reform plans for areas other than finance, and if the markets agree that the
reforms will be effective, the consequent recovery in the expected growth rate should eventually be
reflected in share prices.

22 Recent land price movements in urban areas indicate that considerable progress has been made at the macro-level in
terms of the corrections required by the rupture of the bubble. Residential land appears to have stopped falling and
commercial land prices are polarising between levels which are holding steady and levels which continue to drop,
depending on the land’s profitability. Overall, therefore, the rate of decline is contracting (of course, there are large
differences among individual companies, including financial institutions, in the extent to which they have corrected their
balance sheets).

23 Until now, companies have rarely bought back their shares because of the *“assumed dividends tax”. This system was

frozen in 1995, albeit only for three years and this combined with amendments to the Commercial Code in 1994 to cause

a gradual increase in share buybacks. The amendments allow companies to buy their own shares if their shareholders

agree to a profit write-off or if shares are needed to provide employees with stock options. Since 1995, sixty-three listed

companies (Tokyo, Osaka, Nagoya) have bought back shares or have announced their intention to do so (as of 13th

September 1997).
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Appendix A: Correction for crossholding factors

The price/earnings ratio for the market as a whole is found by dividing market
capitalisation by total earnings. The price/earnings ratio corrected for crossholding factors deducts
cross-held shares from both market capitalisation and total earnings.

Adjusted market capitalisation = Apparent market capitalisation X (1 — Crossholding ratio)
Adjusted total earnings = Apparent total earnings —Total dividends receivable from crossheld shares
= Apparent total earnings —(Total dividends x Crossholding ratio)

= Apparent total earnings — (Apparent total earnings X Payout ratio X Crossholding ratio)
= Apparent total earnings X (1 — Payout ratio X Crossholding ratio)

Adjusted market capitalisation

Adjusted price earnings ratio = - -
Adjusted total earnings

Apparent market capitalisation X (1 — Crossholding ratio)

Apparent total earnings X (1— Payout ratio X Crossholding ratio)

1—-Crossholding ratio . . .
= - : — X Apparent price earnings ratio
1 - Crossholding ratio X Payout ratio

(Estimates by Daiwa Research Institute used for the crossholding ratio.)

Share crossholding ratio
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Notes: Crossholding ratio of listed companies = Ordinary bank shareholding ratio + Trust bank shareholding ratio +
Casualty insurance company shareholding ratio + Securities company shareholding ratio - Investment trust shareholding ratio
- Pension trust shareholding ratio - Public fund shareholding ratio - Tokkin and fund trust shareholding ratio + Other
corporate shareholding ratio * 0.7.

Estimates for the second quarter 1996 and beyond assume that unwinding proceeded at the same pace as during the 1995-96
fiscal years. First quarter figures for each year are from Daiwa Research Institute (other quarterly figures were as indicated by
the graph lines).
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Appendix B: Correction for cyclical factors

Short-term corporate earnings will undergo large swings because of business cycles, and
the earnings that the markets use to forecast the future stream of corporate earnings are based on the
assumption that the expected growth rate of nominal earnings is constant, and may differ from actual
earnings. In other words, if the economy is currently in recession but corporate earning are forecast to
recover in the future, then the price/earnings ratio will be upward biased, while if the economy is
currently in a boom but corporate earnings are forecast to decline, the opposite will be true.
Therefore, when assessing price/earnings ratios, it is necessary to eliminate these cyclical factors from
calculations of corporate earnings.

There are many techniques that could be used to correct for cyclical factors. The
technique we have used is to take the residual from a regression of forecast earnings on the GDP gap
(estimated), and to assume that there is a trend after elimination of cyclical factors. We then use the
residual from the previous calculation and substitute the average gap value during the estimation
period for the gap effect, thereby arriving at a forecast earnings trend corrected for cyclical factors. To
this we apply an HP filter (1 = 1,600) to smooth out the curve and eliminate noise. These values have
been used in this paper as “corporate earnings corrected for cyclical factors”.

Correction of corporate earnings for cyclical factors

(¥ trilion)
10 =
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44 .- 7 e Current after-tax profits

Current profits corrected for cyclical factors

Current profits after HP-filiering
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Estimation formulas:
(1) LN ((Current after-tax profits (real)) = 16.04 + 0.12 X GDP gap
(221.3) (6.5)( ) =t-value
Estimation period = 1982Q1-~1997Q1
Adjusted R-square = 0.404 S.E.=0.226 D.W. =0.340

(2)  Current after-tax profits (real; corrected for cyclical factors)

= EXP (16.04 + 0.12 X Average value for GDP gap during the estimation period) +e, where ¢ is the residual from
Equation (1).
(3) An HP-filter (I = 1,600) is applied to the values from Equation (2), and the results deemed current after-tax corporate
profits corrected for cyclical factors.
Notes: The seasonally adjusted GDP deflator was used to compute real values. The graph shows nominal current after-tax
profits.
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Asset prices and monetary policy in Sweden

Peter Sellin

Introduction

Up until 7th August 1997 the Swedish stock market had risen without a major correction
since Sweden abandoned the fixed exchange rate system in November 1992. The recent correction has
been around 8% as in most European stock markets. Figure 1 shows the Affirsvirlden’s General
Index (AFGX) for the period January 1985 to July 1997. During this period there have been three
major setbacks. The first was in 1987 when the market fell by 32% in just two months. The second
major reversal in stock prices came in 1990 when the market dropped by 36% between July and
November. The third correction occurred in 1992 with a 30% decrease from May to September.

Figure 1
AFGX monthly index 1985 to 1997
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Looking at this recent history it is only natural to wonder when (not if) the next major
correction will occur. However, this may not be correct. It could be that the 1980’s is an exceptional
period and that today’s stock prices actually reflect strong underlying fundamentals. We address this
question in Section 1 by adopting a longer perspective to model the underlying fundamentals in a
simple real asset-pricing framework. Substantial deviations from the fundamental price are found.
However, it is recognised that the deviations from fundamentals could be related to monetary policy.
In Section 2 we consider a model where monetary policy has real effects, and Section 3 investigates
whether various policy actions by Sveriges Riksbank have had any impact on the stock market.
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1. Do equity prices reflect fundamental values??

We use a simple exchange economy of the Lucas (1978) type with a representative agent
with constant relative risk aversion utility. Assuming a (real) dividend process of the form

D,,; = D%t (1)

where >0 and € =N (0,06%), this model can be shown to have as solution the following
fundamental price,

%

P, =pD, @)

where p is a constant (and a function of parameters of the dividend process and the utility function).

Hence, we get a very convenient solution, with the fundamental price as linear function of today’s
dividend.

We use an annual index of Swedish stock returns constructed by Frennberg and Hansson
(1992a, 1992b) and later updated. This is a value-weighted index that includes dividends. It is
constructed along the same principles as in the standard work by Ibbotson and Sinquefield (1989) and
spans the period from 1919 to 1996. A dividend series and an index of consumer prices, which are
also part of the Frennberg-Hansson data set, were also used, with the latter applied to compute real
returns and real dividends.

Using the average price-dividend ratio for the whole sample as a proxy for p we can
derive a fundamental price series. This series is plotted along with the actual price series in Figure 2.
The corresponding series in real terms are shown in Figure 3. Three distinct subperiods can be
distinguished. Up until a few years after the second world war the actual price was consistently below
the fundamental price. In the post-war period up until the early 1980s the actual price fluctuated
around the fundamental. In the 1980s and 1990s the actual price has been above the fundamental
price. There have been three partial collapses of the price bubble during this latter period. The third of
these almost brought the price back to its fundamental value. During 1992-93 the two price series
drastically part company when the fundamental price drops significantly while the actual price rises.
During the two previous episodes, when the fundamental price dropped dramatically in the early
1920s and early 1930s, the actual price followed the fundamental. This was not the case in 1992-93.
The explanation for this is the following. Between the summers of 1990 and 1993, GDP dropped by a
total of 6%, dealing a heavy blow to Swedish companies’ earnings and to the fundamental price.

During the currency turmoil in the autumn of 1992, Sweden had to abandon the fixed
exchange rate on 19th November. This resulted in an immediate de facto devaluation of 12% against
the dollar.2 This was, of course, expected to lead to an improved competitive situation for the export-
oriented Swedish manufacturing industry. This is one reason for the rising equity prices after
November 1992. Another reason is that Sveriges Riksbank started lowering interest rates. A third
reason is the abandonment of restrictions on foreign ownership of Swedish equity on 1st January
19933

1 This section draws on Nydahl and Sellin (1997). See also Sellin (1997a) for a similar analysis of the US stock market.
2 Close on 20th November compared to close on 19th November.

3 See Sellin (1996) on the effects of lifting these exchange controls.
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Figure 2

Actual and fundamental equity prices
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Figure 3
Real actual and fundamental equity prices
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Towards the end of the sample period there is a strong rebound in the fundamental price
but not a closing of the gap, since the actual price also rises quite significantly during this period.
However, it looks as if the fundamentals are on their way to catching up with the expectations driving
the actual price.

It seems unlikely that the stock market has been undervalued from 1919 to 1945. It is
more likely that we have overestimated the fundamental price up until 1945. The gap at the very end
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of the sample could likewise be due to the fundamental price being underestimated. A higher growth
rate or variance in the dividend process would imply a higher p and thereby a higher fundamental
price. Our model uses the same p for the whole sample period. These issues are discussed more fully
in Nydahl and Sellin (1997), where the model is also estimated. In that paper, to formally test for the
existence of bubbles we adapt a switching regime approach suggested by van Norden and Schaller
(1994). The results are somewhat mixed and most of the testable implications from our theoretical
model fail to find significant support in the data. There is some evidence of a bubble in equity prices
in the 1980s. From Figure 2 it looks as if the bubble economy has continued into the 1990s. However,
in a model where monetary policy has real effects a different interpretation could be given to the
deviations from the “fundamental price”. We examine this possibility in the next section.

2. Nominal asset pricing models*

Introducing money into a general equilibrium asset-pricing model is not a trivial
undertaking. We will follow Lucas (1980, 1982) and require that the agent has to meet a cash-in-
advance constraint for purchasing the consumption good.

The model is set up in the following way. The representative agent enters a period with
money and equity shares carried over from the previous period. He receives a helicopter drop of
money and the securities market opens for trading. The security market closes and the goods market
opens for trading. Goods must be bought with money (currency). The goods market closes and the
agent collects dividends in the form of currency, which is carried into the next period.

The agent’s problem is to choose consumption, ¢, money holdings, M, and equity shares,
z, given the price of the good, p, and the real price of equity, g, so as to maximise:

Eoiowc»

subject to a budget constraint,

M D, M, ,—p,_ic,.y M) ,—M’
—L 4+ g2, <[ g + Yy T gy L L >0,
t ¢ Py Py

and a cash-in-advance constraint,

M. 2p,c t20.

The restrictions will be binding at the optimum solution. In equilibrium we also require that for every
t20:

=y, z=1,and M,=M/,,.

Using the binding cash-in-advance constraint and substituting it and the equilibrium conditions into
the binding budget constraint, we can derive a theoretically determined price level:

4 This section draws on Sellin (1997b).
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Substituting this price level and the equilibrium condition for consumption into the Euler
equation for the equity price, we end up with the equilibrium price of equity:

9= BEt [M(%H + Va1 /My ):| s
u ()’t)

where W, =M, /M, is the growth rate of money. Assuming that the money supply process is
independent of the endowment process, we get

q: = BE,IZEI&LI“)CI;H:‘ + BEt|:u,(yt+l )yz+1i|Et|: 1 :\ .

w'(y,) u'(y,) Moo

From this equation it is clear that the effect of increased expectations of a (temporary)
monetary tightening will have a positive effect on the real equity price,

dgq

]

A monetary tightening is expected to lead to lower inflation and a higher purchasing power of the
dividend sum carried over to the next period.

>0.

Boyle (1990) gets the opposite result to the one derived above, for an agent with low
constant relative risk aversion.> For an agent with higher risk aversion the effect is ambiguous in
Boyle’s model. He uses a money-in-the-utility-function model with variable velocity of money.
Marshall (1992) derives a similar result in a model where money economises on transactions costs.
The intuition is the same in the two models. Expectations of monetary easing leads the agent to
substitute out of money and into equities, thus raising the real price of equity. Hence, whether
expectations of a monetary tightening/easing has a positive or negative effect on real equity prices is
an empirical question. We turn to this in the next section.

3. The impact of Swedish monetary policy on the stock market

There have been a number of studies of the impact of monetary policy on asset prices.
Most of these look at the ability of monetary policy to influence money market interest rates.® The
earlier literature is reviewed in Reichenstein (1987). More recent studies have been made using US
data (Cook and Hahn (1989), Tarhan (1995)), UK data (Dale(1993)), and data for the G10 countries
(BIS (1997)). However, there are few studies that have considered the impact of monetary policy on
equity prices. Tarhan (1995) considers the impact of Federal Reserve open market operations on
financial assets other than interest rates (in a study mainly focusing on interest rates). He finds no
evidence that the Fed influences stock prices. Thorbecke (1997), on the other hand, finds a significant
negative effect on the percentage change in the Dow Jones Industrial Average from policy-induced

5 ACRRA parameter of less than one.

6 For the Swedish case see Lindberg, Mitlid and Sellin (1997).
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changes in the federal funds rate. The different choice of policy instrument in these two studies follow
naturally from the choice of sample period.”

In this section we will focus on the impact of the Sveriges Riksbank policy instruments
on the stock market. We will consider a wider set of instruments than have been used in any previous
study. We start with a description of these instruments.

The Swedish system for the practical management of monetary policy was introduced in
June 1994. It provides one deposit and one lending facility. The deposit and lending rate are set by the
Governing Board of the Riksbank and form a corridor within which the repo rate — the Riksbank’s
primary instrurnental rate — is set by the Governor in accordance with monetary policy guidelines
established by the Governing Board. The interest rate corridor provides the Riksbank with a tool for
signalling its long-term intentions concerning the repo rate.

The repo rate is the rate at which, as a means of managing the liquidity of the banking
system, securities with a maturity of one week are bought or sold by the Riksbank under a repurchase
agreement. The repo rate may be interpreted as the Riksbank’s target for the level of the overnight
rate in the interbank market. Repos or reversed repos are placed by tender every Tuesday. Repos are
normally offered at a fixed rate, leaving the Riksbank’s counterparties to tender the volumes they are
interested in depositing or borrowing for one week at that rate.

Figure 4

Speeches and the repo rate
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7 Tarhan studies the period 2nd October 1979 to 31st December 1984 when the growth rate of money was the target.
Thorbecke focuses attention on periods when the federal funds rate was targeted. He uses Cook and Hahn’s (1989)
1974-79 fed funds data and adds a similarly constructed series for the period 11th August 1987 to 31st December 1994.
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The Riksbank’s intention has been to be transparent in its monetary policy considerations
since the explicit inflation target was introduced in January 1993. There are various ways in which a
central bank can influence expectations about monetary policy. The traditional channel of information
is speeches and lectures by the Governor and staff of the Riksbank. The Riksbank also issues an
inflation report four times a year to present its assessment of future inflation and the implications for
monetary policy to the financial markets and to the public. In this way, the markets get an indication
of the Riksbank’s intentions and changes in monetary policy will not come as a surprise.

We will be looking at any potential impact on the stock market from any of these
monetary policy instruments. In order to assess effects from inflation reports and speeches by the
governor and deputy governors of the Riksbank, these have been coded 1(-1) if the report/speech was
interpreted (by the author) as foreboding monetary tightening (easing) and the value zero if the
report/speech was neutral. These dummy variables are shown along with the repo rate in Figures 4-5.8
During the first phase of monetary easing the speeches seem to have served mostly as warnings that
the lowering of the repo rate may not proceed at the pace expected by the market. During the next two
phases the speeches seem to have served rather to prepare the market for coming repo rate changes.
The inflation reports in Figure 5 have also been in line with subsequent changes in the repo rate.

Figure 5

Inflation re ports and the repo rate
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When investigating whether monetary policy has an impact on the stock market, it may
be interesting to consider the impact on both returns and volatility. We can do this simultaneously by

The dates for the inflation reports and for announcing changes in the repo and lending rates can be found in the
Appendix.
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using a model of the ARCH family (see Engle, Chou and Kroner (1992) for an overview of these
types of models). Not only the conditional mean but also the conditional variance, #,, is modelled. The
latter is modelled as a function of lagged squared residuals, W It is also possible to include
exogenous or predetermined variables in both the mean and variance equations. We will include our
policy variables in the mean equation and the absolute values of the policy variables in the variance
equation.

Table 1

Policy impact on stock and bond markets

i AFGX SE
Variable R, Ar,

Mean equation intercept 0.081 (3.198) -0.006 (2.557)
Dependent variable (¢-1) 0.020 (0.731) 0.058 (1.791)
Dependent variable (¢-5) -0.099 (3.469)
RtS_f;SOO 0.420 (11.500)

Arff 0.091 (1.885)
AREPO, -1.195 (2.226) 0.081 (2.209)
AREPO, _, 0.072 (1.471)
ALEND, 0.197 (0.553) 0.055 (1.322)
SPEECH, 0.081 (0.533) 0.018 (1.143)
REPORT, -0.340 (1.118) -0.010 (0.328)
Variance equation intercept 0.042 (2.448) 0.001 (4.948)
ut2_1 0.055 (2.485) 0.201 (7.909)
h,_ 0.890 (23.270) 0.700 (22.220)
|AREPO, | 0.569 (1.668) 0.002 (0.457)
|ALEND | -0.385  (1.744) 0.010  (1.804)
|SPEECHtl -0.216 (2.979) 0.002 (1.273)
|REPORT,| 0.177 (0.918) 0.001 (0.516)
Ljung-Box Q(10) 11.719 [0.3043] 9.744 [0.4632]
Ljung-Box Q*(10) 4,618 [0.9152] 9.388 [0.4958]
Bera-Jarque 0.477 [0.7877] 164.5 [0.0000]

Notes:  t-values are reported within parentheses and probability values within square brackets.

The variable

REPORT/SPEECH is a dummy variable that takes the value 1 (-1) if the inflation report/speech was interpreted (by the
author) as foreboding monetary tightening (easing) and the value O if the report/speech was neutral. Ljung-Box tests for
autocorrelation in the standardised residuals Q and the squared standardised residuals Q* respectively. Bera-Jarque tests the
assumption that the standardised residuals are normally distributed.

In Table 1 we report the results from estimating a GARCH(1,1) model for the daily
return on the AFGX equity index, R As a comparison, the same type of model has also been
estimated for the change in the five-year government bond yield, Ar. The foreign influence has been
considered by including the lagged return on the S&P 500 index in the AFGX model and the change
in the German five-year government bond yield in the interest rate model. Both foreign influences are
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positive and significant as expected.” The Bera-Jarque statistic warns us that the standardised
residuals from the interest rate model are not normally distributed so we have to be a bit careful with
drawing strong conclusions with regard to the inference from this model.

We consider the effect on the conditional mean first. A change in the repo rate has the
expected negative effect on equity returns and positive effect on the interest rate. There is no evidence
of a lagged effect of the repo rate on stock returns, which is why the model was re-estimated without
the lagged repo variable. The lending rate and speeches have the wrong sign in the AFGX model but
are not statistically significant. The inflation report has the right sign but is not significant either.

Turning to the conditional variance, the GARCH parameters are highly significant and
volatility displays the high persistence, usually found in daily data (the sum of the parameters is close
to one). As expected, there is a positive effect on volatility from the announcement of a change in the
repo rate (significant at the 10% level). There is a significant negative effect from changes in the
lending rate and from speeches, while the inflation report has no effect. One way to interpret these
results is that both changes in the lending rate and speeches by the governor and deputy governors
remove uncertainty about the future path of monetary policy, which results in lower volatility in the
market. This interpretation, of course, begs the question as to why the effect on volatility is not the
same in the bond as in the stock market, though, as far as the speeches are concerned, only the effect
on stock market volatility is significant (1% level).

Conclusions

The Swedish stock market has risen in value with no major correction since November
1992. Our question is if we should expect to see a major decline in the near future and whether prices
still reflect fundamental values? In this paper, a measure of fundamental value was computed from a
simple asset-pricing model and compared with the actual prices. The actual price since 1992 has been
above the fundamental; but there has also been a strong increase in the fundamentals in the past few
years and the gap could be closing.

A follow-up question is if the central bank can influence the stock market. The impact on
the stock market from changes in the monetary policy instruments of Sveriges Riksbank was
examined. It was found that Sveriges Riksbank indeed influences the level of equity prices as well as
the volatility in the market. Whether it is desirable use these instruments to cool off the stock market,
in view of the uncertainty regarding the difference between fundamental and actual values, is a
different question.

9 For an analysis of US and German interest rate and volatility transmission to the Swedish money and bond markets see
Dahlquist, Hérdahl and Sellin (1997).
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Appendix: Changes in policy instruments, December 1992 to August 1997

No. Announcement Repo rate Repo rate Lending rate Inflation
Date change change report
code
1 1992-12-03 11.50 -1.00
2 1992-12-14 11.00 -0.50
3 1992-01-05 10.50 -0.50
4 1993-02-05 9.75 -0.75
5 1993-04-23 9.50 -0.25
6 1993-04-29 9.25 -0.25
7 1993-05-13 9.00 -0.25
8 1993-05-19 8.75 -0.25
9 1993-07-01 8.50 -0.25
10 1993-08-05 8.25 -0.25
11 1993-08-12 8.00 -0.25
12 1993-10-21 7.75 -0.25
13 1993-10-29 -1
14 1994-01-20 7.50 -0.25
15 1994-02-17 7.25 -0.25
16 1994-03-14 -1
17 1994-05-05 7.00 -0.25
18 1994-05-26 6.95 -0.05
19 1994-06-14 6.92 -0.03 0
20 1994-08-11 7.20 0.28 0.50
21 1994-10-18 1
22 1994-11-01 7.40 0.20
23 1994-12-13 7.60 0.20
24 1995-02-09 7.80 0.20 0.50
25 1995-02-21 7.83 0.03
26 1995-02-28 7.90 0.07 1
27 1995-03-07 8.05 0.15
28 1995-03-14 8.10 0.05
29 1995-03-21 8.15 0.05
30 1995-03-28 8.20 0.05
31 1995-04-04 8.27 0.07
32 1995-04-11 8.34 0.07
33 1995-04-12 0.50
34 1995-04-18 8.41 0.07
35 1995-06-06 8.66 0.25
36 1995-06-20 1
37 1995-06-29 0.50
38 1995-07-04 8.91 0.25
39 1995-11-16 0
40 1996-01-09 8.66 -0.25
41 1996-01-30 8.45 -0.21
42 1996-02-13 8.30 -0.15
43 1996-02-22 8.05 -0.25 -0.50
44 1996-03-04 -1
45 1996-03-05 7.85 -0.20
46 1996-03-19 7.60 -0.25
47 1996-03-21 -0.75
48 1996-03-26 7.40 -0.20
49 1996-04-09 7.15 -0.25
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No. Announcement Repo rate Repo rate Lending rate Inflation

Date change change report
code
50 1996-04-23 6.90 -0.25
51 1996-04-25 -0.75
52 1996-05-07 6.70 -0.20
53 1996-05-21 6.50 -0.20
54 1996-06-04 6.30 -0.20
55 1996-06-05 -1
56 1996-06-18 6.10 -0.20
57 1996-06-20 -0.75
58 1996-07-02 5.90 -0.20
59 1996-07-16 5.70 -0.20
60 1996-07-30 5.55 -0.15
61 1996-08-13 5.40 -0.15
62 1996-08-15 -0.50
63 1996-08-27 5.25 -0.15
64 1996-09-10 5.15 -0.10
65 1996-09-24 5.05 -0.10 -1
66 1996-10-08 4.95 -0.10 -
67 1996-10-22 4.85 -0.10
68 1996-10-24 4.60 -0.25 -0.50
69 1996-11-26 4.35 -0.25
70 1996-12-05 -0.50
71 1996-12-17 -1
72 1996-12-18 4.10 -0.25
73 1997-03-20 0
74 1997-06-05 0

Notes: The change in the deposit rate has been the same as for the lending rate except on two occasions. On 11th August
1994 the deposit rate was not changed and on 12th April 1995 it was raised by twice as much. The inflation report code takes
the value 1 (-1) if the report was interpreted (by the author) as foreboding monetary tightening (easing) and the value zero if
the report was neutral. The same procedure was used in coding the speeches by the governor and deputy governors of
Sveriges Riksbank (not reported here).
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Equities: what can they tell us about the real economy?

Simon Hayes, Chris Salmon and Sanjay Yadav

Introduction

A feature of most industrialised countries in the recent past has been the strong growth in
equity prices. This posesﬁmany questions to policymakers, chief amongst which are: what has led to
the increase in equity prices, and what are the implications of significantly higher equity prices for the
rest of the economy? This article draws together several disparate strands of research that attempt to
address these issues and that are on-going at the Bank of England.

The next two sections focus on explanations of the increase in UK equity valuations. We
first discuss the equity risk premium, with a view to finding out whether it has fallen in recent years
compared to its long-run average. The main alternative explanation for higher equity prices is that
expectations of future dividend growth have increased, and we discuss evidence relating to this
hypothesis in Section 2-!

Thereafter we focus on the possible implications of the rise in equity prices. Monetary
authorities may care about developments in equity prices for a variety of reasons. At the simplest
level, equities may act as leading indicators for developments elsewhere in the economy. A priori this
is a plausible supposition, given that a fundamental determinant of equity prices is expected future
corporate earnings. An increase in equity prices, for example, driven by an upwards re-assessment of
future corporate earnings might provide early evidence of a positive demand or supply shock. Or more
structurally, as discussed in Section 3, changes in equity prices may themselves form part of the
transmission mechanism of monetary policy. Changes in equity prices will change the net worth of
both consumers and corporates, and such changes may have additional direct effects upon both
consumption and investment, over and above those arising from the change in the cost of capital.

The maintained assumption throughout these three sections is that equity prices reflect
fundamentals. We do not consider the possibility and implications of price bubbles, but focus on “no
bubbles™ analysis, that we think in general more instructive.2
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