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Introduction

The second meeting of Central Bank Model Builders was held at the BIS on 16th-17th
January, 1997. Following the suggestions of participants in the first meeting, the broad agenda was:

Monetary policy and the inflation process

On the basis of suggestions of individual central banks and the papers submitted, three
sub-themes emerged which were discussed in separate sessions. The first dealt with Estimates of
potential output, the NAIRU and inflation, a theme which was addressed in five papers. The second
session looked more closely on The modelling of the wage and price formation process, a sub-theme
addressed by another five papers. The final session dealt with Modelling monetary policy: responses,
influences and effects and contained a broader range of subjects, including, among others, the impact
of inflation on growth, lags in the transmission from changes in monetary policy to output, the
modelling of credibility effects and estimating money demand equations based on European-wide
measures of monetary aggregates. The contributions (including discussants' comments) are reproduced
in the order in which they were presented; the remainder of this introduction provides a summary of
each paper, with the last section attempting to derive some broad conclusions.

1st Session: Estimates of potential output, the NAIRU and inflation

The paper by P. St-Amant and S. van Norden (Bank of Canada) reviews various
methodologies for estimating potential output and the output gap that have recently been studied at
the Bank of Canada, including applications to Canadian data.

The authors first discuss the Hodrick-Prescott (HP) filter which is often used to measure
the output gap on the grounds that it extracts business cycle frequencies and can estimate an
unobserved cyclical component. It is noted, however, that the filter is unlikely to do well for series
such as real output, whose spectrum has the typical Granger shape; in addition it will often fail to
adequately measure cyclical components. These problems are accentuated at the end of samples which
is the period most relevant to policy makers. Finally, univariate filters will only provide information
about the current output gap if the gap is Granger-caused by output growth which is not the case when
potential output is exogenous.

Various extensions to the HP filter have incorporated additional information derived from
economic relationships. These "hybrid" methods are driven by a desire to estimate output gaps that are
not only conditioned by structural information but are "smooth" as well. However, they are hard to
estimate, may not be robust to alternative calibrations and do not allow easy calculations of
confidence intervals. Furthermore, one of the methods tested at the Bank does not perform as well as
the simple HP filter in terms of isolating fluctuations of output originating from business cycle
frequencies. Another approach discussed in the paper replaces the smoothness assumption with an
unrestricted but linear filter.

The paper finally turns to multivariate filtering methods based on VARs incorporating
long-run restrictions. Unlike univariate filters, such methods do not suffer from end-of-sample
problems and can project values for the output gap. One advantage of the VAR-method using long-
run restrictions over other multivariate methods, such as that of Beveridge and Nelson, is that it does
not restrict the dynamics of potential output a priori. The paper investigates the implications of long-
run restrictions for real output alone and for real output as well as inflation, arguing that the latter
should be of interest to policymakers who focus on movements in real output associated with
movements of trend inflation. Unfortunately, the applications considered involve rather wide
confidence intervals, though using VARMAs instead of VARs may reduce that uncertainty.



In their paper on the link between the output gap and inflation in France, J. Baude and
G. Cette (Bank of France) first discuss various reasons for analysing the cyclical position of an
economy, including the identification of growth potential, inflationary pressures and the structural
budget balance. The paper focuses on the second in deriving the relationship between the rate of
inflation and the cyclical position of the economy, with the latter determined using various measures
of the output gap that are all chosen to satisfy three criteria: easy to use, reproducible and rapid
implementation.

The output gaps proposed range from measures based on single variables to a multi-
variate approach including a structural component. The results obtained are mutually consistent and
also consistent with those of other studies. As a novel feature, the paper defines equilibrium
unemployment as the rate at which firms' short-term profit shares are stable and calculates the
equilibrium rate by relating wage pressures to assumed pressures in the labour marker, with the latter
proxied by the difference between the actual and the equilibrium unemployment rate. This definition
also enables the authors to identify the influence of changes in firms' net interest payments on their
profit share and the NAIRU. Like other indicators in this area, those derived in this paper are
conditional on a wide range of assumptions, some of which may be open to question. In its empirical
part, the paper, shows that the output gap and the rate of capacity utilisation influence price inflation
with broadly similar amplitudes. Moreover, the response pattern is stable and does not seem to depend
on whether inflation is high or low.

P.G. Fisher, L. Mahadeva and J.D. Whitley (Bank of England) start by pointing out that,
even though the concept of an output gap is relatively straightforward and its importance for
understanding inflationary pressures is quite clear, it is difficult to measure accurately. Different
measures of the output gap are illustrated for the United Kingdom and, in the face of this wide
dispersion of estimates, the paper argues that it is preferable to adopt a procedure which has an
economic theory content. Hence it uses a two-factor production function approach which also lends
itself to deriving a statistical measure of uncertainty around the point estimates. The paper further
argues that, while the output gap is extremely useful in describing the inflationary transmission
mechanism, its practical relevance depends on how robust and well-defined is the empirical
relationship between inflation and measures of the output gap.

Against this background, the authors derive an explicit measure of inflation expectations
and, by incorporating this into the model, show that their preferred measure of the output gap based
on quarterly data is a reasonably good indicator of inflation, in contrast to measures based on annual
data. It is further shown that there is little evidence of changes in labour market flexibility but some
signs of a mild asymmetry and of sectoral bottlenecks. The main finding, however, is one of a
reasonably robust relationship between the output gap and inflation which, after allowing for supply-
side shocks, does not depend critically on particular point estimates of the output gap. In this way, the
output gap can provide a useful adjunct to other approaches used in the Bank's forecasting process.
However, a complete evaluation needs to allow for the endogeneity of the output gap concept itself
since it can be considered part of a wider system and not as a reduced form of the whole system.

In his paper on output gap and inflation in Japan, T. Watanabe (Bank of Japan) first
estimates potential GDP, for which a Cobb-Douglas function with constant returns to scale is used.
For total factor productivity an upward shift for the "bubble" period is identified but the 1990s pose a
problem because of the end-point problem discussed in the paper by St-Amant and van Norden; in the
end, Watanabe imposes a return to pre-bubble productivity growth. Potential input of labour is
calculated using trend changes in participation rates for various age groups, the maximum number of
overtime hours and a trend decline in the length of the normal work week. While the paper notes that
"structural changes" are likely to have occurred in the labour market, these are not taken into account.
Potential capital input is calculated taking the total capital stock for manufacturing times the
maximum utilisation rate. Capital stock data for other sectors are not available and a constant
utilisation rate has to be assumed, though the author recognises that this assumption could be a source
of error. When this measure of potential output is compared with actual output, it appears that the
output gap started to increase in the early 1990s and peaked at about 7% in 1995. Moreover, when
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changes in the gap are disaggregated into a final demand and an import component, the latter
dominates recent changes due to the marked rise in import penetration of products from East Asian
countries.

The paper then turns to the relationship between various measures of output slack and the
rate of inflation and first looks at which of three possible Phillips-curve models best describes
developments in Japan: a downward-sloping curve with a stable trade-off; a natural-rate or NAIRU
model; or a relationship whereby changes in the gap is the principal determinant of inflation.
Graphical analysis as well as econometric tests clearly support the first model. It very much appears as
if the Phillips curve is downward-sloping for Japan and has been stable since the early 1980s. The last
section of the paper discusses the costs of disinflation or, more particularly, whether the monetary
authorities should aim for moderate or zero inflation. By comparing the 1990s with the 1980s, the
paper concludes that the fall in the rate of inflation has been accompanied by a marked rise in real
wages relative to productivity which is suggestive of a high degree of nominal rigidity. Although the
author fails to find strong evidence that the sacrifice ratio increases as inflation approaches zero, it is
recognised that, in view of the mixed evidence, these impressions are very preliminary and that the
issue needs further research.

F. Fritzer and H. Gliick (Austrian National Bank) apply a system approach to estimating
the NAIRU, the output gap and wage and price equations for Austria. More specifically, they use a
model, previously estimated by Coe and Krueger on German data, with three main features: first,
because wages are determined in levels by the target real wage hypothesis, deviations of actual from
equilibrium unemployment do not cause a continuous acceleration or deceleration of nominal wage
changes; second, because of a trend rise in unemployment since the early 1980s, the unemployment
rate equation is estimated in first differences; and third, output prices seem to dominate consumer
prices in determining wages.

The five equations of the model are first estimated as single equations using OLS and
then as a system, including cross-equation parameter constraints. While some parameters do change
when moving to a system approach, the essential features of the model remain intact. These include a
high degree of real wage flexibility, a low influence of foreign prices on domestic prices compared
with the openness of the Austrian economy, and a trend rise in equilibrium unemployment which is
largely attributed to a decline in the number of apprentices.

2nd Session: The modelling of the wage and price formation process

Because the rate of inflation is a stationary I(0) process in Switzerland while the rate of
unemployment is non-stationary (I(1)), the two variables are statistically nonconforming. This is one
of the reasons why F. Ettlin (National Bank of Switzerland) specifies and estimates his price
adjustment equation for Switzerland as a relationship where the rate of inflation is mainly tied to
current and lagged changes in import prices, the difference in productivity growth between the mainly
goods-producing tradable sector and the mainly service-producing nontradable sector! and changes in
the rate of unemployment.

Initially, a simple version of this model is estimated for comparison with a corresponding
Phillips-curve specification and the empirical results support the model chosen by the author. In
particular, while changes in unemployment are significant, the level is not only insignificant but also
has the wrong sign. Subsequently, the model is estimated by a two-stage cointegration and error
correction procedure, which further strengthens the support of the model chosen. Finally, by

I The price equation is essentially derived from the Scandinavian model of inflation which is driven by price changes in

the sectors exposed to international competition and by the typically large differential in productivity developments
between the exposed and the sheltered sectors.
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decomposing inflation in Switzerland since the mid-1970s, the paper documents that changes in
import prices were the dominant cyclical influence and the second most important contributor to
inflation. The largest part is attributed to the substantial difference in sectoral productivity growth. In
contrast, the contribution of changes in unemployment is relatively modest.

In their model of the wage and price formation in Belgium, M. Dombrecht and P. Moés
(National Bank of Belgium) rely on the Layard-Nickell approach but with the important addition that
producers' demand is driven by an "Almost Ideal Demand System". This extension implies a non-
constant own price elasticity of demand and a mark-up which depends on the real effective exchange
rate. It further implies that the real exchange rate also affects the wage bargaining process, not because
of myopia on the part of wage earners but via the link between the price elasticity of demand and the
exchange rate.

Following the derivation of the theoretical model and the specifications, the empirical
results are presented, including short-run wage and price equations as well as a steady-state reduced-
form price equation. Among the findings in the paper, it is worth highlighting that even though the
estimated equilibrium rate of unemployment seems to have fluctuated around 8% since the late
1970s, the wage and price equations do not validate the NAIRU model. Indeed, because of the link to
the real effective exchange rate, the equilibrium level of unemployment depends on the degree of
competitiveness, a result that is also typical for several other smaller economies. The exchange rate
link also means that foreign prices have had a dominating influence on inflation in Belgium while the
most important domestic influences on steady-state inflation are the growth of the per capita capital
stock and the slowdown in total factor productivity growth since the mid-1970s.

The principal aim of the paper by S. Fabiani, A. Locarno and P. Sestito (Bank of Italy)
and G. Oneto (ISCO) is to investigate, by a number of econometric tests, whether the recent incomes
policy measures in Italy have reduced the NAIRU as well as the costs of bringing down inflation to
the level of other European countries. Given the comprehensive nature of the measures, a complete
answer to this question would require a rather broad framework, including the effects of incomes
policies on the future bargaining structure and on the implementation of fiscal consolidation.
However, due to the rather short time horizon and several unsettled issues about the bargaining
structure, the authors limit their analysis to the narrower questions of the NAIRU and the costs of
disinflation.

Following a short summary of the history of wage indexation in Italy, the paper turns to
the various factors leading up to the dismantling of wage indexation as well as the introduction of two
new elements in the 1993 agreement: better coordination and a pivotal role for future inflation in
shaping nominal wage changes. In theory, these measures are likely to reduce the short-run response
of nominal wages to prices? and thus increase the degree of nominal rigidity in the system. In contrast,
possible effects on the NAIRU and on the degree of relative wage flexibility (notably between
different regions) are more uncertain.

Essentially, the paper presents three separate empirical tests. First, a traditional Phillips
curve is estimated and tested for parameter stability and out-of-sample forecasting ability. There are
no signs of overall parameter instability. Moreover, even though the estimates are consistent with a
fall in the NAIRU, the wide confidence interval precludes precise judgements. In contrast, there is
significant evidence of a slower response of nominal wages to prices; the one-step ahead forecast
errors, while not too large on statistical grounds, show a systematic time pattern, with a pronounced
slowing of wage dynamics immediately after the agreements followed by a significant catch-up later
on.

The paper next presents estimates of a two-regime Phillips curve and these further
support the hypothesis of a significant shift in the adjustment of nominal wages to prices even though

2 It is stressed, however, that the price response could merely be delayed to the next renegotiations.
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some of the parameters of the post-agreement regime are higher than expected. The third test consists
of ex post and counter-factual simulations on the Bank's quarterly model (summarised in an Annex to
the paper) for the period 1993-97. The simulations are generated by using residuals from the wage
equations (the time pattern of which is indicative of a temporary wage moderation episode) as shocks
to baseline developments. Three different scenarios are presented (Table 4), with each characterised
by the response of the central bank to the absence of wage moderation. All in all, the simulations
suggest that wage moderation significantly helped disinflation by limiting the associated output and
employment costs, notably in conditions when the fiscal situation did not allow any compensatory
measures.

One feature of the current US expansion is the absence of any acceleration in inflation,
despite rapid output growth and a rate of unemployment well below previous estimates of the
NAIRU. Against this background, the paper by C. S. Lown and R. W. Rich (Federal Reserve Bank of
New York) analyses whether the apparent "inflation puzzle" reflects a fundamental shift in the
inflation process or whether forecasters have simply been wrong, thereby creating a perception of a
puzzle which does not exist.

The paper first reviews the recent behaviour of prices, including factors that have helped
to mute the rate of inflation, and then specifies and estimates a price-inflation Phillips curve. After
subjecting the estimated equation to various stability tests, the authors conclude that there is little
evidence of any fundamental shifts. The paper then turns to some of the underlying determinants to
see if they have behaved abnormally. In this context a Phillips curve for compensation is estimated
and this reveals some evidence of a temporary shortfall in the growth of unit labour costs, related to
the behaviour of compensation over the period 1992-94. To understand the sources of this shortfall,
Lown and Rich look at a number of additional variables as well as various hypotheses concerning
possible changes in labour market behaviour. Only one series (job leavers as a percentage of the
civilian labour force) seem to have played a role but, since its contribution to explaining the shortfall
is rather modest, the slowdown in compensation growth remains a topic for further research.

Taking the history of disinflation in the United States and the uniquely low costs
associated with the Volcker disinflation episode of the early 1980s as a starting point, A. Bomfim,
R. Tetlow, P. von zur Muehlen and J. Williams (Board of Governors of the Federal Reserve System)
more generally address the costs of disinflation, based on simulations of the Board's new quarterly
macroeconometric model (FRB/US). More specifically, they attempt to find the sources of costly
inflation adjustment and how they depend on the formation of expectations of inflation, the speed
with which agents learn of a change in the inflation target set by the central bank, and the way in
which monetary policy changes are implemented.

The authors begin by briefly describing the new model, focusing on those aspects and
features that are pertinent to the issue at hand. One novel feature is the introduction of polynomial
adjustment costs which disentangle intrinsic dynamics of the model from expectational dynamics due
to errors in the formation of expectations and the process of learning. The paper then discusses wage
and price dynamics and the formation of expectations which may be either model consistent or, in a
limited information version, based on a simple VAR. Moreover, both may be combined with various
speeds of agents' learning of changes in monetary policy targets (Table 5). Monetary policy is
modelled by a reaction function for the Federal funds rate and, among the options available, the paper
focuses on two rules, distinguished by their degree of aggressiveness, one of which is the well-known
Taylor rule.

Among the many and interesting empirical findings reported in the paper, two seem
particularly relevant. First, on the choice between a gradual and a "cold shower" approach to
disinflation, the paper finds that the latter has the smallest costs when expectations are adjusted
sluggishly whereas, in the case of model consistent expectations and fast learning, a gradual approach
seems the least costly. However, given the myriad of learning rules that might be adopted, the authors
conclude that it is still an open question which choice is optimal. Secondly, an attempt to calibrate the
model so that it produces sacrifice ratios of around 2-2'% (which appears to be the consensus view)



shows that only few combinations of expectation formation methods and rules satisfy this criterion. In
fact, even though the aggressive post-1970 rule includes the Volcker episode, most combinations
produce sacrifice ratios of 3 or higher. It is possible, however, that sacrifice ratios in the literature, are
calculated for periods that are too short to capture all the costs of disinflation.

3rd Session: Modelling monetary policy: responses, influences and effects

This session started with the paper by J. Andrés, R. Mestre and J. Vallés (Bank of Spain)
which simulates the effects of various changes in monetary policy using an aggregate macroeconomic
model. The paper first reviews the various transmission channels of monetary policy, starting with a
change in a monetary aggregate and then turning to changes in interest rates, highlighting three
principal differences: a permanent reduction in monetary aggregate growth is equivalent to a
temporary increase in interest rates; to emulate the effects of a reduction in monetary growth, the
equivalent change in interest rates requires an initial increase, followed by a reduction later on; and
contrary to an intermediate aggregate target, a framework based on interest rate control lacks a
nominal anchor (further explored in Annex B of the paper).

The paper next presents the model (the corresponding empirical estimates given in Annex
A) which is constructed so as to reflect the main features of the transmission mechanism, with
monetary policy defined as a short-term interest rate path aimed at achieving the Bank's inflation
target. Using the model, the authors simulate various strategies to achieve a permanent reduction in
the rate of inflation to that of Spain's major trading partners. Judging by the results, the most credible
and least costly way to lower inflation is by temporarily increasing interest rates, whereby an
appreciation of the exchange rate reinforces the process of disinflation by reducing expectations of
inflation. Indeed, even though all strategies produce identical long-run effects, the time path of
inflation and output depends crucially on changes in competitiveness as the exchange rate emerges as
a principal component of the transmission mechanism. However, because the response of the
exchange rate to changes in the short-term interest rate had to be imposed, the authors also recognise
that further analysis of this issue constitutes an important area of future research.

The length of the transmission from changes in monetary policy to output is a key issue
to central banks and has been the subject of much research over the years. However, there are serious
problems in isolating the lags with any precision. The paper by D. Gruen, J. Romalis and N. Chandra
(Reserve Bank of Australia) analyses this problem in the case of Australia, using a simple model for
output growth to estimate the lag and then examining possible sources of estimation biases.

The paper first describes the model which has, as one of its main features, a cointegrating
relationship between Australian and US GDP. It then presents the estimates, which show that a 1
percentage point rise in the real short-term interest rate will reduce the growth of real GDP by about
one-third of a point in both the first and the second year, followed by a minor reduction in the third
year. However, a potentially important source of bias is the fact that, because monetary policy is
forward-looking, OLS estimates of the GDP response to changes in the real interest rate will be
understated. Moreover, most of this understatement is likely to be found in the first-year effect,
because information relating to future years is more uncertain. The paper illustrates the size of the
bias, using assumed correlations between current real interest rates and residuals of the estimated
equation, and then introduces the novel idea of instrumenting the real interest rates, through a policy
reaction function for two different regimes. Although the estimates tend to confirm the priors of the
authors, the instrumental method suffers from the problem that the standard error rises compared with
the OLS estimates.

The final section of the paper attempts to evaluate whether the lags of the transmission
mechanism have remained stable over time and finds no evidence that the policy changes in the 1990s
have led to any shortening of the lags. The estimation results are also compared with those of other
models for Australia and for the US as well. Overall, it appears that all estimates from Australian
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models are "within the same ballpark” while those for the United States differ somewhat, depending
on which model is used.

The paper by W. Jahnke and B. Landau (Deutsche Bundesbank) applies the Bank's multi-
country model to assess the macroeconomic effects of the transition to a common monetary policy in
EMU based on two alternative simulations: one where short-term interest rates converge towards
German rates and a second one in which short-term interest rates converge towards an average
European rate. Section [ gives a brief review of the model while sections II and III present the
principal results of the two alternative simulations. The main findings are that convergence towards
the German interest rate will be accompanied by an expansionary effect on output in all countries,
both directly and indirectly through exports, and inflation accelerates. In contrast, if interest rates
converge towards an average European rate, output will expand in some countries (mainly those with
high initial interest rates) but contract in others and inflation will fall, even in countries that already
have a low rate. Although the precise response depends on how expectations are formed, it appears
that structural differences and different initial conditions cause the transition to a common monetary
policy in EMU to have divergent effects in the participating countries. In other words, national fiscal
and structural policies have to ensure that monetary convergence is accompanied by convergence of
output and prices.

The paper by H. Dillén, T. Karlsson and J. Nilsson (Bank of Sweden) uses a forward-
looking macroeconomic model for Sweden to evaluate possible credibility effects during the period of
disinflation and following Sweden's adoption of an inflation target. After a brief discussion of the
nature of credibility, or lack of credibility, in the two policy regimes, the paper makes a distinction
between exogenous credibility shocks and endogenous changes in credibility. This is further
developed by relating credibility shocks respectively to expected depreciations and the long-term
interest rate differential against Germany. It is noted that the risk premia in the latter case is 4-8 times
higher than in the former case, a ratio which is confirmed later on.

Section 2 of the paper presents a clear and concise description of the model and its two
sub-models: a steady-state component and a dynamic component, The speed of adjustment in the
latter depends on structural factors (notably, slow adjustment in labour and product markets compared
with financial markets) as well as on the nature of the expectation formation process and the policy
reaction function. The paper then presents the simulation results, starting with the base case, followed
by two alternatives characterised by different degrees of credibility. However, the authors note that the
results may be subject to an upward bias because the simulations start from a long-run equilibrium
situation which was not the case for Sweden in 1992. Subject to this caveat, a main conclusion of the
paper is that credibility shocks affecting the nominal exchange rate cause substantial real effects,
possibly as high as 2% of GDP. Moreover, such credibility shocks seem to go a long way in
explaining the positive correlation between the exchange rate and interest rates in Sweden, notably
during the early 1990s.

M. M. G. Fase and C. C. A. Winder (Netherlands Bank) address a key issue of monetary
economics; viz. that of using econometric methods in estimating and testing money demand
functions. However, they do so within a new institutional and constitutional framework by looking at
money demand functions for the European Union as a whole. Moreover, one of the issues their paper
addresses is how and why a sharp rise in broad money aggregates could coincide with falling
inflation, a puzzle they solve by including net financial wealth in the money demand equation.

Following a brief description of the construction of the data (further explained in an
Annex) and a preliminary graphical analysis of the relation between liquidity ratios and
wealth/income ratios, the paper discusses the specification of the money demand equations and the
restrictions imposed, with estimation results presented in Tables 1 and 2. There is clear evidence of a
substantial impact of wealth on the demand for M2 and M3, whereas no influence on the demand for
M1 is found. This result may explain the remarkable increase of the broad money aggregates over the
last decade and also means that after taking the growth of wealth into account, recorded monetary
expansion could be judged fairly modest. A similar conclusion follows from an analysis of Divisia
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aggregates, confirming that the strong growth of M2 and M3 should be attributed to portfolio
investment considerations rather than to an expansionary monetary policy.

In a second paper from the Bank of Spain, J. Andrés and I. Hernando address a problem
of principal interest to central bankers; viz. the long-run effects of inflation on growth. Although there
is a general consensus among policy makers that inflation reduces long-run growth, empirical
evidence in support of this view has not been very conclusive. Noting that one problem is the absence
of a theoretical framework for analysing the effects of inflation, the authors choose the convergence
equation as the basis for their empirical estimates. This approach allows for a variety of effects of
inflation on growth, including those which reduce accumulation rates as well as those that undermine
the efficiency with which productive factors are being used. It also allows inflation to affect both the
level of per capita real income and its rate of growth and, given the fact that the direction of causality
is not unambiguous, it lends itself naturally to testing the presumed inflation-growth link.

Following a brief discussion of the various costs of inflation and the theoretical model
used, the paper presents the empirical estimates, based on 4-year averages for 24 OECD countries
spanning the period 1960-95. The results suggest two channels by which inflation influences growth:
a reduction in both the propensity to invest and the efficiency with which inputs are used. The
estimates further indicate that the negative effect of inflation impinges upon the level of per capita
income but not on the sustainable real rate of growth. The authors also test for non-linear inflation
effects; using two alternative and equally plausible methods, they find that the elasticities of growth
with respect to inflation are largely independent of the level of inflation. Finally, they address the
problem that the inflation coefficients obtained in most growth equations are likely to be biased
because a demand-induced rise in growth has a positive effect on inflation. However, extensive
causality tests mostly confirm that the negative impact of inflation on growth is robust as long as the
evaluation is confined to the sign, whereas the size of the coefficients differs across specifications and
samples.

Overall, the authors find that, even though the estimated coefficients are not always
significant and vary in size, the negative effect of inflation on growth "survives" in most
specifications, including the inclusion of additional regressors and country-specific effects. They do
not find a permanent growth rate effect. However, due to the long convergence period, their "ballpark”
estimate that 1 percentage point more inflation reduces the long-run per capita real income level by
about 2% implies that annual growth will be about 0.07% lower for an extended period.

Similar to the paper by Jahnke and Landau, D. Bowman and J. H. Rogers (Board of
Governors of the Federal Reserve System) relies on simulations in analysing the macroeconomic
effects of transition towards EMU. More specifically, they use the Federal Reserve Board's global
model to investigate three major fiscal policy issues: achieving budget balance through either
spending cuts or tax increases; a permanent reduction in the debt/GDP ratio; and imperfect credibility
of announced fiscal measures. The paper also analyses the effects of two alternative monetary policy
rules and a fiscal scenario motivated by pending future developments.

The main results of the simulations can be summarised in four points: first, fiscal
consolidation through spending cuts is accompanied by larger macroeconomic effects than
consolidation through tax increases; second, a permanent reduction in the debt/GDP ratio has a
recessionary effect, depending on the size of the reduction and the speed with which it is
implemented; third; the monetary policy response needed to offset the recessionary effects of fiscal
consolidation is larger the less credible is the fiscal programme; and fourth, monetary policy in several
countries is sufficient to completely offset the effects of fiscal measures implemented to satisfy deficit
and debt criteria required for participation in EMU.
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Concluding observations

About two-thirds of the papers presented at the meeting dealt with problems concerning
the estimation and interpretation of output gaps or the NAIRU, which many central banks consider an
important diagnostic tool in deciding whether the current state of the economy calls for changes in
monetary policy. These concluding observations start with this issue and then turn to problems less
directly related to this debate.

As a starting point, consider the following two equations:
i) dp;=a(u-u*)+bdp¢+cz,+¢ ,witha<0andb<1
(i) dp;=a" (-y*)+b'dp¢+c'zy+€, witha'20and b'< 1

where p denotes prices (in logs), u the rate of unemployment, u* the NAIRU3, y real output (in logs),
y* potential output (in logs), z and z’ variables affecting inflation independently of the cycle, € and €'
error terms, d the first differénce operator and superscript ‘e’ expectations.

A first question is which of the above specifications is more consistent with the data,
given the dynamic behaviour of dp, on the one hand, and u - u* and y - y*, on the other. By
construction, y - y* is stationary whereas for dp and u - u* the question is more difficult to answer. u*
is usually unknown and has to be determined from (i) and the behaviour of u.# Moreover, except for
the United States, and even for sample periods of 30-40 years, only a few countries satisfy the
condition that u returns to a stable equilibrium after being shocked, which implies that u is best
approximated by a non-stationary I(1) process.® As regards dp, some recent studies have found
evidence of weak mean reversion or "fractional integration” for samples covering the post-war period®
and most empirical work assumes that dp can be approximated by an I(0) process. Consequently, the
better specification would seem to require that dp be related to du and (y - y*) which is the approach
adopted in the Swiss and Austrian papers. In the former, this choice is based on the time series
properties of the variables and in the latter it is justified by a target real wage equation. Other papers
(see below) do not estimate equation (i) but derive ©#* from estimates of (ii) and find a trend rise in u*
since the early 1980s. This is, of course, observationally equivalent to finding a relationship between

Note that the NAIRU, proposed in Modigliani, F. and L. Papademos (19975): "Targets for monetary policy in the
coming year", Brookings Papers on Economic Activity, pp. 141-63, is an empirical concept and may not be identical
to the equilibrium or natural rate of unemployment as defined in Friedman, M. (1968): "The role of monetary Policy",
American Economic Review, pp. 1-17 and Phelps, E. (1968): "Money wage dynamics and labour market equilibrium",
Journal of Political Economy, pp. 678-711.

In some studies u* is estimated independently and subsequently inserted into equations such (i). The finding in the
Austrian paper that the rise in #* can be attributed to a fall in the number of apprentices relative to the labour force
can be interpreted in this light.

When estimating the equation u, = au,, + bu,, for the post-war period, a+b is, for most non-US countries,
insignificantly different from unity. In the very long run, u is, of course, stationary as it is limited to the range 0-1.
However, for shorter periods, it is difficult to say whether the large autoregressive component reflects weak mean
reversion (i.e. high degree of persistence) or complete hysteresis. Some have attempted to overcome this problem by
distinguishing between a "shock free" NAIRU and a "shock-inclusive "NAIRU, with the former being far more stable
than the latter. The estimates in Elmeskov, J. (1993): "High and persistent unemployment: assessment of the problem
and its causes", OECD Working Paper, No. 132 may be considered examples of a shock-inclusive NAIRU.

For further discussion of this issue, see Gagnon, J. (1997): "Inflation regimes and inflation expectations", Board of
Governors of the Federal Reserve System, International Finance Discussion Paper, No. 581.
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dp and du (or to the hysteresis assumption of u* = u, ;). In contrast, changes in ¥* do not seem to have
been the source of the US inflation "puzzle" (New York Federal Reserve Bank).”

A second question is whether developments in z and z’ cause only temporary disturbances
or rather permanent shifts in the trade-off between inflation and "gaps". Several papers (Austria,
Belgium, Switzerland, Japan and France) include import prices in explaining domestic price
developments on the assumption that, in open economies, changes in foreign prices and in the
exchange rate can have an important effect. In fact, in the case of Belgium, the NAIRU is not unique
but depends on the real exchange rate. For most other countries, import prices are significant but with
a coefficient well below the share of imports in domestic demand, implicitly suggesting that
movements in foreign prices or in the exchange rate are either not fully passed through into domestic
prices or that the pass-through process takes longer than the specification assumes.

Foreign price developments are not, however, the only source of permanent changes in z
and z'. Fiscal policies, such as changes in "tax wedges", incomes policies and changes in the target for
monetary policy, may also have permanent effects. While none of the papers explicitly discuss the
influence of tax wedges, the possible effect of incomes policies on u* and the degree of nominal
rigidity (as measured by ¢ and ¢’ above) is at the core of the Italian paper. Similarly, the analysis of
possible credibility effects, associated with the move to an inflation target in the Swedish paper and
the simulations of a faster learning process (A. Bomfim et al., Federal Reserve Board), may be
interpreted as attempts to determine whether such changes increase ¢ and ¢’ and thereby lower the
costs of reducing inflation.?

A third question has to do with the nature of the long-run Phillips curve. While a
consensus view among policy makers and most analysts is that the long-run Phillips curve is vertical,
the existence of a long-run trade-off cannot be rejected in the case of Japan. In other countries,
employees' real wage target (Austria) or the central bank's exchange rate target (Belgium) also implies
that deviations of # from «* do not lead to continuous decelerations or accelerations of inflation.

A fourth issue addressed by many papers concerns the proper measurement of #* and y*
and thus the reliability of u - * and y - y* as diagnostic tools. Given that #* and y* are not known,
the above equations are usually estimated with intercept terms, denoted by e an e’ respectively. If it is
further assumed that ¢ and ¢’ = 1 and that z and z' involve only temporary shocks, u* and y*, defined
as the levels of u and y respectively where dp = dp?, can, in principle, be derived from equations (i)
and (ii) as u* = -e/a and y* = e'/a’. However, the preferred method in most papers was to estimate y*
separately and then either ignore u* (United Kingdom and Canada) or link # - 4* to y - y* via an
Okun-equation (A. Bomfim et al.) or by some other method (France). A number of different methods
for estimating y* were discussed, notably in the Canadian and UK papers, but all of them were found
to suffer from measurement problems of various kinds. Among these, the end-point problem seems to
be the most serious because it affects precisely that period which is most important for the conduct of
policies. At the same time, when faced with several more or less good indicators of the output gap,
one way of selecting the most policy relevant measure is to incorporate it into equation (ii) above and
tests its ability to explain and predict inflation (Canada and the United Kingdom).

However, even for the United States and assuming that the error term in (i) is normally distributed, estimates of »* are
not very precise. For instance, Staiger, D., J. Stock and M. Watson (1996): "How precise are estimates of the natural
rate of unemployment?" NBER Working Paper, No. 5477 estimate u* at 6.2 with a 95% confidence band of 5.1 to 7.7.
Moreover, if the assumption of normality is dropped the band widens to 4.7-8.3 (see R. Chang (1997): "Is low
unemployment inflationary?" Federal Reserve Bank of Atlanta, Economic Review, pp. 4-13. There is also some
evidence of a gradual change in u* for the United States; see Gordon, R. (1997): "The time-varying NAIRU and its
implications for monetary policy", Journal of Economic Perspectives, pp. 11-32.

As explained in both the Italian and the Swedish papers, it may be more appropriate to analyse policy changes as
regime shifts rather than as changes in z and z’ or in ¢ and ¢". In the simulation results reported by A. Bomfim et al., ¢
and ¢’ may be broadly interpreted as reduced-form parameters of the wage-price bloc in the new FRB/US model.



A fifth question is implicit in the one discussed above. Can wu* and y* move
independently of each other and, if so, should u - u* or y - y* be the preferred indicator for policy
makers. Except for the United States, where the Okun-equation appears to have been stable, most
countries have experienced a marked rise in #* independently of product market developments. As a
consequence, several papers (Canada, France and the United Kingdom) indicated a preference for the
output gap as the principal diagnostic tool for policy advice even though it was clearly recognised that
the output gap was only one endogenous factor within a broader system.

A final problem is whether the relationship between inflation and either the output gap or
the NAIRU is both log linear and symmetric as is assumed in (i) and (ii) above. The new Federal
Reserve Board model is largely linear so that (except for sign) excess demand and excess supply have
similar effects on the rate of inflation. It also appears that the Phillips curve is largely linear in Japan
and that the costs of disinflation do not rise when inflation is already very low.’ In contrast, the UK
paper uncovers two sources of non-linearities. First, a positive output gap seems to increase inflation
by more than a negative gap of the same size reduces inflation. This implies that actual output has to
be held below potential if inflation is to be kept stable over time and that reducing inflation is less
costly if done gradually. Secondly, in the United Kingdom excess demand pressures and associated
inflationary risks appear to vary across sectors, with the services sector being particularly prone to
inflation.

Despite the uncertainties and measurement issues discussed above, there will be
occasions when policy actions are required to counter potential inflationary pressures or to reduce
inflation to a more acceptable level. This raises another set of issues that were mostly discussed in the
last session of the meeting: what are the principal transmission channels of changes in monetary
policy; how quickly do such changes affect inflation and output; what are the costs (sacrifice ratios) in
terms of lost output and employment; and do the gains from lower inflation exceed the costs
associated with reducing inflation?

As noted above, foreign prices play an important role in the determination of domestic
prices in small and open economies. Similarly, the response of the exchange rate to changes in
monetary instruments is an important element in the transmission of monetary policy, not only with
respect to the speed with which inflation is affected but also as regards the associated output costs
(Spain and Sweden). In addition (A. Bomfim et al.), sacrifice ratios will be affected by the formation
of expectations of inflation and the process by which agents learn of a change in monetary policy with
respect to the inflation target. In this context, a change in the monetary policy regime can also
influence the transmission process as a higher degree of credibility or a more rapid speed of learning
will reduce the sacrifice ratio (Sweden and Bomfim et al.).!°

In a subsequent working paper from the Bank of Japan, Kimura and Ueda find that nominal wages in Japan decline in
response to a worsening of aggregate labour market conditions, even when inflation is very low. In contrast, faced
with negative micro shocks, firms prefer to adjust overtime hours rather than to reduce nominal wages or the number
of employees.

10 1t is interesting to note that cross-country regressions relating sacrifice ratios to central bank independence and other
factors usually find that the countries with the most independent central banks tend to have the highest sacrifice ratios.
There are, however, several ways in which a move towards a higher degree of independence may affect sacrifice
ratios. On the one hand, if such a change leads to a faster learning process because monetary policy is regarded as
more credible, ¢ and ¢’ in the above equations will rise and this reduces the sacrifice ratio (A. Bomfim et al.). On the
other hand, a higher degree of credibility may also reduce nominal contracting, facilitate signal extraction or reduce
the frequency with which firms adjust prices and such influences will reduce a and a’ and thus increase the sacrifice
ratio. For further discussion, see Hutchison, M. and C. Walsh (1996): "Central bank institutional design and the output
cost of disinflation: did the 1989 New Zealand Reserve Bank Act affect the inflation-output trade-off?" Reserve Bank
of New Zealand Discussion Paper, No. 96/6.
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Monetary policy affects inflation via changes in output as well but this channel is subject
to longer lags than the transmission through exchange rate changes. Determining the length of the lags
is, however, subject to several problems, including the fact that the estimated coefficient on the policy
instrument will be biased if policies are forward looking and policy decisions are based on expected
output changes (Australia).

Whatever the transmission channel and the lags, monetary policy changes aimed at
reducing inflation, or pre-empting a future rise, will, in general, induce some costs. This raises the
question whether a lower rate of inflation leads to a net rise in discounted real output. Even though the
gains from lower inflation are usually assumed to be permanent, and the costs are only temporary if
the long-run Phillips curve is vertical, the empirical evidence on this issue is not very conclusive.
However, when an appropriate analytical framework is adopted, it does appear that the gains exceed
the costs, as inflation seems to have a negative effect on real income levels. This is clear from the
empirical evidence even when a number of additional factors are included and the dual causality
between inflation and output is taken into account (Spain, second paper).

One important conclusion emerging from the many papers addressing the issue of
estimating NAIRU and the output gap and their developments over time is the large influence
attributed to institutional and country-specific factors. This is the case, not only in papers which
compared the United States with Europe but also when comparisons were made between European
countries. Emphasis on such differences was a feature of two of the papers that discussed various
aspects of the transition towards EMU. For instance, the convergence towards a common rate of
interest for monetary policy in Europe (Germany) could be accompanied by a divergence of real
growth and inflation due to institutional and country-specific factors as well as different initial
conditions. Similarly, fiscal measures adopted to meet the Maastricht criteria would lead to real
divergences and, to the extent that these differences were to be neutralised by monetary policy, the
changes required would differ across countries (Bowman and Rogers, Federal Reserve Board). In
contrast, despite institutional and country-specific factors, and notwithstanding that money demand
has become unstable in a large number of countries, it appears that money demand equations based on
EU aggregates have remained largely stable (Netherlands). Moreover, once the significant rise in
wealth is taken into account, the acceleration in the growth of broad monetary aggregates in recent
years can be interpreted as a portfolio shift rather than a more expansionary monetary policy.
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Measurement of the output gap:
a discussion of recent research at the Bank of Canada

Pierre St-Amant and Simon van Norden!

Introduction

Most macroeconomic models that are used for forecasting and policy analysis require an
estimate of potential output. For example, at the Bank of Canada, estimates of potential output are
important inputs in different "Phillips curve" models and in the staff's Quarterly Projection Model,
where the gap between actual and potential output is a key variable determining the evolution of
prices and wages. A level of real GDP above potential (a positive output gap) will often be seen as a
source of inflationary pressures and a signal that monetary authorities interested in avoiding an
acceleration of inflation should tighten monetary conditions. A level of real GDP below potential (a
negative output gap) will have the opposite implication.

The output gap can thus be defined as the component of real output that is associated
with changes in inflation.? Note that gaps could be calculated in markets other than that for goods and
services. For example, gaps in the labour market have frequently been calculated and authors such as
Hendry (1995) present "money gaps."

Unfortunately, measuring the output gap is not an easy task. Different sets of
assumptions can be used together with different econometric techniques to provide different measures
of the output gap. One common assumption is that the output gap is some part of the transitory
(cyclical) component of real output. The methods discussed in this paper make that assumption.

The first group of methods we consider are those which simply use some (implicit or
explicit) assumptions about the dynamics of real output to identify the output gap. For example, if one
believed that real output was composed of a stationary component and a simple log-linear trend, the
output gap could be measured as the residuals of a regression of log output on a linear time trend.
Unfortunately, such a simple model does not adequately describe the behaviour of output, and
measuring the temporary component in more complex models is problematic.

In this paper, we will assume that real output is I(1); that is, that the level of output is
subject to permanent shocks so there is no deterministic trend towards which output tends to revert.3

The authors wish to thank Chantal Dupasquier, Paul Fenton, Gabriele Galati, Alain Guay, Seamus Hogan, Irene Ip,
Robert Lafrance, René Lalonde, David Longworth, Tiff Macklem, John Murray and Brian O'Reilly for useful
comments and discussions. They also thank Jennifer Page and Rebecca Szetto for their excellent research assistance.
Of course, since the authors are solely responsible for the paper's content, none of the aforementioned are responsible
for any remaining errors. The views expressed in this study are those of the authors and do not necessarily represent
those of the Bank of Canada.

To be more precise, we should take into account expected inflation, and therefore define the output gap with respect to
changes in unexpected inflation. Some models also imply a relationship between the change in the gap and inflation.

This is the most common assumption in modern applied macroeconomics and is consistent with the view that real
output can be permanently affected by shocks, such as technological innovations. An alternative view is that output is
stationary around a time trend, but that this time trend is subject to occasional random changes in its slope and
intercept. Evidence for such a view is discussed by Perron (1989) and Weber (1995). As detecting changes in the slope
or intercept near the end of a sample is quite difficult, such models imply that one cannot reliably measure the current



Many approaches have been proposed to identify the permanent and cyclical components of real
output in such models, such as those proposed by Hodrick and Prescott (1997), Watson (1986) or by
Beveridge-Nelson (1981). The problem is that the measured cyclical component may differ
considerably from method to method. Quah (1992) argues that this is an intrinsic problem and that
"...without additional ad hoc restrictions those (univariate) characterizations are completely
uninformative..."

These problems have not prevented the widespread use of Hodrick and Prescott's filter to
identify the cyclical component of output.* Arguments commonly made to justify its use are that:

o it extracts the relevant business-cycle frequencies of output;
L] it closely approximates the cyclical component implied by reasonable time-series models of
output.

We examine these arguments in Sections 1.2 and 1.3. We also note that, unlike much of
the literature on "detrending", the focus of the problem confronting policymakers is to estimate the
deviation from trend at the end rather than the middle of a data sample.> We conclude that such
methods are unlikely to be suitable for use in a policy context, and we discuss economic factors which
limit our ability to estimate the current output gap.

combine their assumptions with information from assumed or "structural” relationships between the
output gap and other economic variables, such as a Phillips Curve or Okun's Law. We examine some
of these in Sectioh 2. Among them are the multivariate HP filters (MHPF) proposed by Laxton and
Tetlow (1992) and Butler (1996), which is the general approach currently used in the staff economic
projection of the Canadlan economy at the Bank of Canada. In Section 2, we note that calibration of
the MHPF methods has been problematic and that despite the inclusion of structural information, their
estimates of the q>utput gap have wide confidence intervals. Spectral analysis of the Canadian output
gap resulting fropx the application of the MHPH method also gives the "disturbing" result that it
includes a very large proportion of cycles much longer than what is usually defined as being business
cycles. A reaction to these methods is the "Trivial Optimal Filter that may be Useful" (TOFU)
approach suggested by van Norden (1995), which replaces the HP smoothing problem with the
simpler restriction of a constant linear filter. The TOFU approach has yet to be shown to be workable.

An ilsz)portant class of alternatives to these univariate dynamic methods are those which

The third and final class of methods we consider uses multivariate rather than univariate
dynamic relationships, often in combination with structural relationships from economic theory, to
estimate output gaps as a particular transitory component of real output. Some of these are examined
in Section 3. One example is the decomposition method suggested by Cochrane (CO, 1994). This
method is based on the permanent income hypothesis and uses consumption to define the permanent
component of output which can then be used as a measure of potential output. Multivariate extensions
of the Beveridge-Nelson decomposition method (MBN) have also been proposed to identify the

deviations from trend. As we argue below that this is what policymakers wish to measure, adoption of the
"breaking-trend" model per se is not a solution to the problems of measuring output gaps which we discuss below.

4 We will henceforth refer to this method as the HP filter, although Hodrick and Prescott note that their method is due
to Whittaker (1923) and Henderson (1924). Also, although the Hodrick and Prescott article is to be published in 1997,
their working paper dates from 1981.

This is an oversimplification. More accurately, policymakers will usually be most interested in expected future values
of the output gap, particularly when these expectations are conditioned on specific policy actions. This is more
demanding than simply estimating the output gap at the end of sample, so our discussion of the additional difficulties
introduced by end-of-sample problems underestimates the true difficulty of the policy problem. For that reason, we
think good end-of-sample performance is a necessary rather than a sufficient condition for reliable estimation of the
deviation from trend.



permanent component of output (Evans and Reichlin, 1994). A major restriction, used by both the CO
and the MBN methods, is that the permanent component of real output is a random walk.

Section 3.1 of this paper, which draws heavily from Dupasquier, Guay and St-Amant
(1996), discusses the CO and MBN methodologies and compares them with a structural vector
autoregression methodology based on long-run restrictions imposed on output (LRRO.) This method
was proposed by Blanchard and Quah (1989), Shapiro and Watson (1988), and King et al. (1991).
One characteristic of the LRRO approach is that it does not impose restrictions on the dynamics of the
permanent component of output. Instead, it allows for a permanent component comprising an
estimated diffusion process for permanent shocks that can differ from a random walk. The output gap
then corresponds to the cyclical component of output excluding the diffusion process of permanent
shocks which is instead assigned to potential output. Instead, it allows for a permanent component
comprising an estimated diffusion process of permanent shocks which is instead assigned to potential
output. Section 3.2 presents an application of the LRRO method to Canadian data.

In Section 3.3 (which draws from Lalonde, Page and St-Amant (forthcoming)) we present
another methodology based on long-run restrictions imposed on a VAR that associates restrictions
imposed to real output and inflation. The output gap is then a part of the cyclical component of real
output that is consistent with changes in the trend of inflation.6

The final section concludes with some directions for future research.

1. The HP filter

In recent years, mechanical filters have frequently been used to identify permanent and
cyclical components of time series. The most popular of these mechanical filters is that proposed by
Hodrick and Prescott (1997). This section evaluates the basic Hodrick-Prescott (HP) filter's ability to
provide a useful estimate of the output gap. Section 2 then discusses some extensions and alternatives
to the basic HP filter that have recently been proposed.

Guay and St-Amant (1996) show that the HP filter does a poor job in terms of extracting
business cycle frequencies from macroeconomic time series. As a consequence, it is not an adequate
approach to estimating an output gap constrained to correspond to the business-cycle frequencies of
real GDP. This is discussed in Section 1.2, where we further argue that constraining the output gap in
that way is not very attractive in any case. Guay and St-Amant also show that the HP filter is likely to
do a poor job in terms of extracting an output gap assumed to correspond to the unobserved cyclical
component of real GDP. This is discussed in Section 1.3. In Section 1.4, we focus explicitly on the
HP filter's end-of-sample problems and conclude that these raise further doubts about the
appropriateness of using the HP filter to estimate the output gap. Finally, Section 1.5 investigates
what economic theory has to say about the possible usefulness of filters for estimating output gaps at
the end of sample.

Most of the arguments in this section of the paper are drawn from Guay and St-Amant
(1996) and van Norden (1995). Note that Guay and St-Amant show that the main conclusions that
they reach concerning the HP filter also apply to the band-pass filter proposed by Baxter and King
(1995).

1.1 The optimization problem

The HP filter decomposes a time series y, into additive components, a cyclical

6 Lalonde, Page and St-Amant also present a method associating the output gap with changes in the trend of inflation
but which does not impose that the output gap is stationary.



component y,” and a growth component y#,

v, =y +y/ (1)

Applying the HP filter involves minimizing the variance of y,* subject to a penalty for the
variation in the second difference of y®. This is expressed in the following equation:
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where A, the smoothness parameter, penalizes the variability in the growth component. The larger the
value of A, the smoother the growth component. As A approaches infinity, the growth component
corresponds to a linear time trend. For quarterly data, Hodrick and Prescott propose setting A equal to
1,600. King and Rebelo (1993) show that the HP filter can render stationary any integrated process of
up to the fourth order.

1.2 How well does the HP filter extract business cycle frequencies?

Authors such as Singleton (1988) have shown that the HP filter can provide an adequate
approximation of a high-pass filter when it is applied to stationary time series. Here we need to
introduce some elements of spectral analysis. A zero-mean stationary process has a Cramer
representation such as:

yo=[" £ dz(w) 3)

where dz(®) is a complex value of orthogonal increments, i is the imaginary number (-1)”> and ® is
frequency measured in radians, i.e. -T<®<n (see Priestley (1981), chapter 4). In turn, filtered time
series can be expressed as:

ytf = fn Oc(u))eimtdz((x)), with 4
k —iwh
o) = h;ghe Q)

Equation (5) is the frequency response (Fourier transform) of the filter. That is, o)
indicates the extent to which ytf responds to y; at frequency ® and can be seen as the weight attached

to the periodic component eiwtdz(co). In the case of symmetric filters, the Fourier transform is also
called the gain of the filter.

An ideal high-pass filter would remove low-frequency, or long-cycle, components and
allow high-frequency, or short-cycle, components to pass through so that ow)=0 for |®| < ®’, where
0¥ has some predetermined value and o(w)=1 for || > @”. Figure 1 shows the squared gain of the HP
filter. Very high frequencies are left aside because we want to focus on business-cycle frequencies as
defined by NBER researchers since Burns and Mitchell (1946); i.e. cycles lasting no less than 6 and
no more than 32 quarters. We see that the squared gain is 0 at zero frequency and is close to 1 from
around frequency 7/10 (6 quarters) and up. On the basis of Figure 1, the HP filter would appear to be
and adequate approximation of a high-pass filter in that it removes most low frequencies and passes
through most higher frequencies including business-cycle frequencies.
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One could associate the output gap with business cycle frequency plus higher frequency
volatility in the data. Figure 1 would then suggest that the HP filter is an adequate measure of the
output gap. One problem with this is that most macroeconomic time series are either integrated or
highly persistent processes. In their study, Guay and St-Amant (1996) conduct a systematic
investigation of the HP filter's ability to capture business-cycle frequencies; i.e. the area delimited by
the spectrum of an original series at frequencies between 6 and 32 quarters. Their main finding is that,
when the peak of a series is at zero frequency and the bulk of the variance is located in low
frequencies, which is the shape described by Granger as typical for macroeconomic time series, the
HP filter cannot capture business cycle frequencies adequately. This is illustrated by Figure 2, which
shows the spectrum of an autoregressive process having its peak at zero frequency and that of the
cyclical component resulting from the application of the HP filter.

In Figure 2, the spectrum of the cyclical component resulting from the application of the
HP filter is very different from that of the original series. This comes as no surprise since the filter is
designed to extract low frequencies from the data. However, we can see that business cycle
frequencies are not left intact. In particular, the HP filter induces a peak inside business-cycle
frequencies even though it is absent from the original series. Moreover, it fails to capture a significant
fraction of the variance contained in business-cycle frequencies but captures some variance originating
outside these frequencies. Guay and St-Amant (1996) show that this is typical of time series having
the typical Granger shape; i.e. most macroeconomic series. Indeed, the unfiltered spectrum shown in
Figure 2 is a parametric estimate of the spectrum of US real GDP.

The intuition behind this result is simple. Figure 1 shows that the gain of the HP filter at
low business-cycle frequencies is smaller than that of the ideal filter. Indeed, the squared gain of the
HP filter is 0.49 at frequencies corresponding to 32-quarter cycles and does not reach 0.95 before
frequency /8 (cycles of 16 quarters). Note also that the squared gain does not fall immediately to
zero at lower frequencies. The problem is that a large fraction of the power of typical macroeconomic
time series is concentrated in the band where the squared gain of the HP filter differs from that of an
ideal filter. Also, the shape of the squared gain of the HP filter is such that when it is applied to
typical macroeconomic time series a peak in the spectrum of the cyclical component is induced. In
short, applying the HP filter to series dominated by low frequencies results in the extraction of a
cyclical component that does not capture an important fraction of the variance contained in
business-cycle frequencies of the original series captures an important part of the variance situated at
lower frequencies than business-cycle frequencies but induces spurious dynamic properties.

An additional problem is that associating the output gap with the business-cycle
frequencies in the data might not be a good idea in the first place. Note in particular that part of the
variance associated with business-cycle frequencies could reflect the dynamics of shocks to potential
output. As noted by King et al. (1991), "productivity shocks set off transitional dynamics, as capital is
accumulated and the economy moves towards a new steady-state". To the extent that such dynamics
reflect the evolution of potential output itself, one might prefer to use a different approach to identify
potential output and the output gap. Section 3 of the paper provides a more detailed discussion of this
point.

1.3 How well does the HP filter extract the cyclical component?

In the previous section, we have seen that the HP filter does not have spectral properties
good enough to be able to isolate accurately the component of a series due to fluctuations at business
cycle frequencies. As discussed by King and Rebelo (1993), another justification for the use of the HP
filter is that in some cases it will be the optimal filter for identifying the cyclical component of a
series. However, (King and Rebelo op. cit., and Harvey and Jaeger (1993)) these are cases when, in
particular, the series is 1(2), there are identical propagation mechanisms for innovations in the growth
rate and in the cycle (or the transitory component is white noise), and the smoothing parameter A is
known. These conditions are rarely met in practice.



Of course, the fact that the HP filter is not an optimal filter does not necessarily mean
that it will not be a good approximation of the optimal filter. We therefore tum to consider whether
the HP filter can reliably isolate the cyclical component of a variety of time series.

It is often argued that macroeconomic time series are really comprised of a permanent
component and a cyclical component. The permanent component could be driven by an I(1)
technological process with drift, while monetary shocks, among others, could generate the cyclical
component. In order to assess the HP filter's ability to extract such a cyclical component, consider the
following DGP:

¥y, = W, + ¢, where (6)
W, = W,y + & (7
¢ = G161 + 065 + M, and (®)
e, ~ NiD(0,62), n, ~ niD(0, 6 ©)

Equation (6) defines y; as the sum of a permanent component, y,, which in this case

corresponds to a random walk, and a cyclical component, ¢,.” The dynamics of the cyclical component
are specified as a second order autoregressive process so that the peak of the spectrum could be at zero
frequency or at business-cycle frequencies. We assume that €, and 1, are uncorrelated.

Data are generated from equation (6) with ¢, set at 1.2 and different values for ¢, to
control the location of the peak in the spectrum of the cyclical component. We also vary the
standard-etror ratio for the disturbances 6./0;, to change the relative importance of each component.
We follow the standard practice of giving the value 1,600 to A, the HP filter smoothness parameter.
We also follow Baxter and King's (1995) suggestion of dropping 12 observations at the beginning and
at the end of the sample which should favour the filter considerably by abstracting partly from its
end-of-sample problems (see Section 1.4). The resulting series contains 150 observations, a standard
size for quarterly macroeconomic data. The number of replications is 500.

The performance of the HP filter is assessed by comparing the autocorrelation function of
the cyclical component of the true process with that obtained from the filtered data. We also calculate
the correlation between the true cyclical component and the filtered cyclical component and report

their relative standard deviations (G, / O'c). Table | presents the results and illustrates that the HP

filter performs particularly poorly when there is an important permanent component. Indeed, in most
cases, for high o./0, ratios, the correlation between the true and the filtered components is not
significantly different from zero. The estimated autocorrelation function is invariant to the change in
the cyclical component in these cases (the values of the true autocorrelation functions are given in
parentheses.) When the ratio 6¢/0y, is equal to 0.5 or 1 and the peak of the cyclical component is
located at zero frequency (¢, <-0.43), the dynamic properties of the true and the filtered cyclical
components are significantly different, as indicated by the estimated parameter values. In general, the
HP filter adequately characterizes the series' dynamics when the peak of the spectrum is at
business-cycle frequencies and the ratio 6¢/Gy is small. However, even when the ratio of standard
deviations is equal to 0.01 (i.e. the permanent component is almost absent), the filter performs poorly
when the peak of the spectrum of the cyclical component is at zero frequency. Indeed, for ¢, =-0.25,
the dynamic properties of the filtered component differ significantly from those of the true cyclical
component, the correlation is only equal to 0.66, and the standard deviation of the filtered cyclical
component is half that of the true cyclical component.

7 This is Watson's (1986) specification for real GDP in the United States.



Table 1
Simulation results for the HP filter

GDP Estimated values
Autocorrelations
C/Cy O O 1 2 3 correlation (6(; /Gc)
10 0 0 0.71[0] 0.46[0] 0.26[0] 0.08 12.96
(0.59,0.80) | (0.30,0.60) | (0.08,0.43) | (-0.07,0.21) [10.57,15.90)
10 1.2 -0.25 0.71[0.96] 0.47[0.90] 0.27[0.84] 0.08 4.19
(0.61, 0.80) | (0.31,0.61) | (0.08,0.44) {(-0.11,0.28) | (2.7, 6.01)
10 1.2 -0.40 0.71[0.86] | 0.46[0.63] | 0.26[0.41] 0.13 6.34
(0.60, 0.80) | (0.30,0.60) | (0.08,0.44) ((-0.12,0.36) | (4.82,8.07)
10 1.2 -0.55 0.71[0.77] 0.46[0.38] 0.26[0.03] 0.14 6.93
(0.60,0.80) | (0.29,0.60) | (0.06,0.43) |(-0.08,0.33) | (5.36,8.70)
10 1.2 -0.75 0.71 [0.69] 0.46[0.27] 0.25[-0.19] 0.15 6.37
(0.60,0.78) | (0.30,0.59) | (0.07,0.41) | (-0.01,0.31) | (4.79,7.95)
5 0 0 0.69[0] 0.45[0] 0.26[0] 0.15 6.5
(0.58,0.78) | (0.30,0.58) | (0.09,0.41) | (0.02,0.27) | (5.28, 7.85)
5 1.2 -0.25 0.71[0.96] | 0.46[0.90] | 0.26[0.84] 0.16 2.11
(0.61,0.80) | (0.32,0.61) | (0.08,0.43) [(-0.01,0.36) | (1.43,3.04)
5 1.2 -0.40 0.72[0.86] 0.46[0.63] 0.25[0.41] 0.23 3.26
(0.61,0.80) | (0.31,0.60) | (0.08,0.42) | (-0.01,0.45) | (2.47,4.15)
5 1.2 -0.55 0.71[0.77] 0.46[0.38] 0.24[0.03] 0.24 3.60
(0.61,0.80) | (0.30,0.59) | (0.06,0.41) | (0.01,0.44) | (2.83,4.52)
5 1.2 -0.75 0.70[0.69] | 0.43[0.27] | 0.20[-0.19] 0.29 33
(0.61,0.79) | (0.26,0.57) | (0.00,0.38) | (0.11,0.44) | 2.53,4.17)
1 0 0 0.43[0] 0.28[0] 0.20[0] 0.59 1.61
(0.27,0.57) | (0.11,0.42) | (-0.02,0.31) | (0.49,0.70) | (1.41,1.85)
1 1.2 -0.25 0.76[0.96] 0.51[0.90] 0.29[0.84] 0.51 0.66
(0.67,0.83) | (0.37,0.62) | (0.11,0.44) [ (0.33,0.68) | (0.44,0.91)
1 1.2 -0.40 0.75[0.86] | 0.44[0.63] | 0.16[0.41] 0.71 1.02
(0.67,0.81) | (0.28,0.55) | (-0.03,0.33) | (0.56,0.82) | (0.83,1.22)
1 1.2 -0.55 0.72[0.77] 0.34[0.38] 0.0170.03] 0.76 1.15
(0.66,0.78) | (0.21,0.47) [(-0.17,0.19) (0.56,0.82) | (0.83,1.22)
1 1.2 -0.75 0.68[0.69] 0.15[0.27] | -0.27[-0.19] 0.83 1.16
(0.63,0.72) | (0.04,0.27) | (-0.44,0.10) | (0.75,0.89) | (1.04,1.29)
0.5 0 0 0.16[0] 0.10[0] 0.04[0] 0.82 1.16
(0.01, 0.32) | (-0.04,0.24) |(-0.10,0.18) | (0.75,0.88) | (1.07,1.27)
0.5 1.2 -0.25 0.79[0.96] 0.53[0.90] 0.30[0.84] 0.61 0.55
(0.71,0.85) | (0.38,0.65) | (0.11,0.46) | (0.41,0.79) | (0.37,0.76)
0.5 1.2 -0.40 0.77[0.86] 0.43[0.63] 0.13[0.41] 0.84 0.87
(0.69, 0.81) | (0.29,0.54) | (-0.05,0.29) | (0.73,0.92) | (0.74, 0.99)
0.5 1.2 -0.55 0.72[0.77] 0.28[0.38] -0.10[0.03] 0.89 0.98
(0.67,0.78) | (0.17,0.39) | (-0.25,0.06) | (0.83,0.94) | (0.89,1.07)
0.5 1.2 -0.75 0.67[0.69] 0.07[0.27] | -0.42[-0.19] 0.94 1.02
(0.63,0.71) | (-0.03,0.18) (-0.57,-0.27) | (0.90,0.96) | (0.97, 1.08)
0.01 0 0 -0.08[0] -0.06[0] -0.06[0] 0.98 0.97
(-0.21,0.06) | (-0.21, 0.06) | (-0.19,0.06) | (0.96,0.99) | (0.94, 0.99)
0.01 1.2 -0.25 0.80[0.96] 0.54[0.90] 0.30[0.84] 0.66 0.51
(0.72,0.86) | (0.38,0.67) | (0.11,0.48) | (0.45,0.83) | (0.34, 0.69)
0.01 1.2 -0.40 0.78[0.86] | 0.43[0.63] 12[0.41] 0.90 0.81
(0.72,0.83) | (0.30,0.55) |(-0.05,0.28) | (0.82,0.96) | (0.71, 0.90)
0.01 1.2 -0.55 0.73[0.77] | 0.26[0.38] | -0.14[0.03] 0.96 0.92
(0.67,0.77) | (0.15,0.37) | (-0.30,0.01) |, (0.91,0.99) | (0.86,0.96)
0.01 1.2 -0.75 0.67[0.69] 0.02[0.27] | -0.50[-0.19] | 0.99 0.97
(0.62,0.71) | (-0.08,0.13) K-0.61,-0.35) | (0.97,1.0) | (0.95,0.99)




It is interesting to note that the HP filter does relatively well when the ratio /0y, is equal
to 1, 0.5, or 0.01 and the spectrum of the original series has a peak at zero frequency and at
business-cycle frequencies (i.e. the latter frequencies contain a significant part of the variance of the
series). Consequently, the conditions required to adequately identify the cyclical component with the
HP filter can be expressed in the following way: the spectrum of the original series must have a peak
located at business-cycle frequencies, which must account for an important part of the variance of the
series. If the variance of the series is dominated by low frequencies, which is the case for most
macroeconomic series in levels, including real output, the HP filter does a poor job of extracting an
output gap associated with the cyclical component of real output.

1.4 The HP filter at the end of samples

In examining the performance of the HP filter in the last two sections, we have looked at
how well it isolates particular business cycle frequencies or the cyclical component of the series. Both
cases implicitly looked at the performance of the HP filter over the available sample of data as a
whole. However, it is useful to remember that the focus for policy advice is on estimating the current
output gap. This is a more difficult task since future information will presumably be useful in
determining whether recent changes in output are persistent or transitory. We should therefore
consider how the conclusions from the two previous sections might be altered by this added
complication.®

To understand how the HP filter behaves at the end of sample, recall that the optimization
problem it solves trades off the size of deviations from trend with the smoothness of that trend. In the
face of a transitory shock, the filter is therefore reluctant to change the trend very much since this
implies raising the trend before the shock and lowering it afterwards. However, the latter penalty is
absent, implying that the optimal trend will be more responsive to transitory shocks than in
mid-sample.

We can show this difference in several ways. Figure 3 shows the HP filter trend
expressed as a moving average of the unfiltered data. The weights in this moving average change as
we move from the mid-sample towards the end of sample. The former gives us a smooth 2-sided
average in which no observation receives more than 6% of the weight. However, the latter gives a
1-sided average where the last observation alone accounts for 20% of the weight. Not surprisingly,
this makes the HP trend more variable at the end of sample. Figure 4 shows that the deviations from
the HP trend result in different frequency responses. In particular, the 1-sided, or end-of-sample,
filtered deviations from trend capture less of the variation at business cycle frequencies (indicated by
the dotted vertical lines).?

Figure 5 and Figure 6 show how the deviations from the HP trend differ depending on
whether we are at the end-of-sample or mid-sample. The solid line in Figure 5 shows the usual
deviation from the HP trend for Canadian GDP. The dashed line then shows the estimate we get from
the same if we only use data available up to that point in time (i.e. the corresponding end-of-sample
estimate). Although the two series tend to move together, there are some important differences in size
and timing. Comparing Figure 5 with Figure 6, we see that while deviations from trend are usually
less than 3% of GDP, the difference between its mid-sample and end-of-sample estimates is often as
large as 2% of GDP. If we accept that the difference between these two measures is just one

8 This problem has been mentioned in other studies as well. Much of the analysis we present can also be found in Butler

(1996).

The squared-gains of the two HP trends also look quite different. At the frequency corresponding to cycles of 32
quarters, the end-of-sample filter has a squared-gain of about 1 while the mid-sample filter has a squared-gain of
about 0.1. This is precisely the frequency at which an optimal filter would have a gain of zero.



Figure 3

MA representation of the HP filter as a function of sample position (128 observations, A = 1,600)
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Squared gain of the HP filter (128 observations, A = 1,600)
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HP detrended real GDP (Canada, A = 1,600)
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HP detrended real GDP mid-sample — end-of-sample (Canada, A = 1,600)
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Figure 7
Spectrum of series with typical Granger shape (128 observations, A = 1,600)
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component of the measurement error of end-of-sample estimates, then the measurement errors of the
latter must be roughly as large as the estimates themselves.!? Hence, end-of-sample estimates cannot
be very reliable estimates of deviations from trend.

Figure 7 applies the HP filter to the "typical Granger Shape" series we considered
previously. At the end-of-sample, even less of the variance of the deviations from the HP trend is due
to variations at business cycle frequencies and more is due to "leakage" from lower frequencies. This
suggests that the results we obtained in Section 1.2 probably overstate the reliability of the HP filter
for identifying an output gap associated with business cycle frequencies. This is consistent with the
results of Laxton and Tetlow (1992) and Butler (1996), who note that related filters also seem to
perform worse at the end of samples. We turn to these related filters in Section 2.

1.5 Limits to 1-sided filtering

Part of the end-of-sample problem discussed in Section 1.4 reflects the fact that the HP
filter behaves differently at the end-of-sample and at mid-sample, as shown in Figure 3. This suggests
that other univariate filters might be able to measure output gaps more reliably. In this section, we
consider one intrinsic limit to the ability of univariate filters to measure the current output gap, and
show how this in turn will relate to beliefs about the economic relationships between actual and
potential output. We show that models in which potential output is exogenous with respect to actual

10 We reach the same conclusion if we look at the range of the series, or at their standard deviations. The range
(maximum - minimum) of the 1-sided estimate is 8.7% of GDP while the range of the difference between the 1 and
2-sided estimates is 7.5%; the comparable standard errors are 1.8% and 1.8%. These comparisons are only
approximate; small sample problems in the 1-sided estimate at the beginning of the sample may make their difference
appear excessively volatile, while constraining the two estimates to be identical at the end of the sample will tend to
understate the volatility of their difference.
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output and the output gap imply that univariate filters will never be able to give much information
about contemporaneous output gaps.!!

Suppose that potential output can be expressed as a linear filter of actual output, so that:

g = A(L).y +& (10)
where ¢, is (the log of) potential output, y, is (the log of) actual output, & is an innovations process
that is uncorrelated with y, at all leads and lags, and A(L) is a two-sided polynomial in the lag operator
(i.e. it takes a weighted sum of leads, lags and contemporaneous values of y;). A sufficient but not
necessary condition for such a representation to exist is that output y, has a unit root and that the
output gap g, — y; is stationary.

We typically think of y, as being non-stationary in mean, since it tends to drift upwards
over time. To ensure that g, and y, move together in the long run (so that the gap is stationary), we
will further assume that:

A(1) =1 (11)
which simply means that the weights in A(L) must sum to one. This in turn implies that:

A(L) =1 = (1- L). A(L), and therefore that: (12)
g~y = A(L). by, + ¢ (13)

Therefore, we should be able to express the output gap as the weighted sum of past,
present and future output growth. The difference between equation (13) and the HP filter

representation of the output gap is that the HP filter implies a particular set of restrictions on ;I(L)
that vary with the position in the sample. Let:

E(g - »|H,) = A(L). &y, and (14)

V((qt - yt) - E(qt - yt’Hy)) = ¢ (15)
where H v is the set of all past, present and future values of y,.

So far, we have assumed that A(L) is two-sided, whereas its use for policy purposes

requires that it be one-sided. To understand how such a restriction on ;1( L) will affect the accuracy of
our estimate, note that the law of iterated expectations and equation (14) imply:

H; ) (16)

E(qt - yt!H;) = E(E(% - yI‘Hy‘)H;) = E(;I(L)-AJ’:

where H, is the set of all past values of y,. If we define:

A(L) = A (L) + 4*(L) (17)
where 4~ (L) has only positive powers of L and 4" (L) only non-positive powers, then equation (16)
implies:

Elg - y|m;) = E(4(1). &, |1 ) + E( 37 (1). 9, |13 (18)

H‘) = 4A(L). py,

- m
= A (L). Ay, + Za;.E(Ay,+j y

J=1

1" This section draws heavily on van Norden (1995).
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where a}r is simply the coefficient on L’ in /~1+(L). Similarly, we can show that

Vg - n|i;) = V(e - nla,) + v{A(L). o) = & + V(3 (1) a9, 7)) (19)
where V( X IQ) is the variance of the error in forecasting X given the information set Q.

Equations (18) and (19) have an intuitive interpretation. The extent to which the 1-sided
filter 4 (L) is less informative than A(L) will depend on the weight which 4( L) puts on current and

future values of Ay, and the extent to which those future values can be predicted from current and past

values. The former will in turn depend on the Granger causal relationship between g, —y, and Ay,
while the latter will depend on the degree to which output growth is serially correlated.

For most industrialized nations, 12 lags of quarterly output growth predicts only 20-40%
of the variance of current output growth and much of this explanatory power seems to come from the
first few lags. This suggest that since predictability can be low, the extent of Granger-causality will
play an important role in determining how accurately the one-sided univariate filter can estimate the
current output gap. For simplicity, we will discuss the role Granger-causality plays under the
assumption that the past history of output growth is of no use in predicting present and future output
growth.

From equation (18) we can see that 4 (L) will tell us as much about the output gap as

,:l(L) when A" (L) = 0, which in turn implies that ¢, — y; does not Granger-cause Ay;. Van Norden

(1995) shows that the latter condition in turn implies that ¢, does not Granger-cause y,. If y, and g, are
cointegrated, this would imply that there is unidirectional causality from y; to g, In other words,
exogenous shocks to potential output would have no subsequent effect on actual output, but persistent
shocks to actual output would eventually be followed by a similar change in potential. Such behaviour
could describe a particularly severe form of hysteresis; one where output has no tendency to return to -
potential and, instead. potential output is driven in the long run only by previous variations in actual
output. In this kind of world, univariate filters can hope to be as effective in estimating the current
output gap as they are in estimating past output gaps.

The latter will not be the case when g, — y; Granger-causes Ay, Therefore, so long as
output growth appears to respond to some degree to past changes in the output gap, then univariate
methods will estimate the current output gap less accurately than past output gaps. The intuition
behind this result should be clear. Since future output growth will reflect the influence of the current
output gap, one can gain information about the current gap by observing future growth.

Univariate methods will be of no use in estimating the current output gap when Ay, not
Granger cause g; — y..1? In other words, if faster, or slower, than normal output growth tends to have
no subsequent effect on the size of the output gap, then time series estimates of the current gap will be
as uninformative as possible. The intuition is similar to that above. Past output growth is the only
information about the gap that we have; if it tells us nothing about the current gap, then our estimates
will be unilluminating.

It is more difficult to say what kind of economic model will generate this kind of resuit
since Granger-causality from Ay, to g, — y; does not directly correspond to any statement about

12 Again, this conclusion assumes that past output growth is of no use in predicting future variations in output growth.
As was mentioned earlier, the data show that there is some serial correlation in output growth, so time series methods
would still have some explanatory power even in this case.

14



Granger-causality between y, and ¢,.!> However, it is possible to give examples in which this result
would hold. One simple case would be where:

Ay, = a()’z—l - %—1) +u and g, =g, + v, (20)

Potential output follows a random walk that is independent of the behaviour of output.
Actual output in turn is generated by a simple error-correction model, which ensures that actual and
potential output move together in the long run. Such a model precisely satisfies the condition for no
Granger causality from Ay, to ¢;— y;.

Clearly, there is a range of models in which univariate time-series methods will be of
little use at the end of sample. Furthermore, it is the short-run dynamics of potential and actual output
which are critical in determining whether models belong to this class. This is not an empirically
testable question since we cannot directly observe potential. However, we can try to ensure that our
views on the determination of potential are consistent with the methods we use to measure it.

2. Extensions of the HP filter

The Bank of Canada has used various extensions of the HP filter to obtain measures of
the output gap and help guide policy. These "hybrid" methods were developed in the 1990s to try to
balance strengths and weakness of "structural" and "astructural" approaches to measuring the output
gap for policy makers. The key papers explaining the justification and implementation of this
approach are Laxton and Tetlow (1992) and Butler (1996). Work in a similar spirit has been pursued
both at some of the Federal Reserve Banks (such as Kuttner (1994)) and at the OECD (see Giorno et
al. (1995)).

To understand the contribution of these methods, one needs to appreciate the problems
that these authors were trying to avoid. Laxton and Tetlow argue that there is insufficient knowledge
about the true structural determinants of the supply side of the economy to make the purely structural
approach practicable. At the same time, for policy purposes we need to distinguish between
movements in output caused by supply shocks and those caused by demand shocks, whereas most
astructural (time-series) models attempt to distinguish permanent and transitory components of
output. As an alternative, they suggest a way of combining the two approaches which we refer to as
the multivariate HP filter.14

As we explain in Section 2.1, this methodology consists of adding the residuals of a
structural economic relationship to the minimization problem that the HP filter is seeking to solve.
Section 2.2 discusses the production function variant of this methodology. In Section 2.3, we examine
additional modifications introduced to the filter to improve its performance at the end of the sample.
Section 2.4 looks at these approaches from a different perspective and relates them to both the
methods of Section 1 and other methods that use additional structural relationships.

13" See van Norden (1995).

14" Laxton and Tetlow refer to their specific filter as "The Multivariate Filter (MVF)" and Butler refers to his as "The
Extended Multivariate Filter (EMVF)". In this paper, we broadly refer to all multivariate extensions of the univariate
Hodrick-Prescott filter as Multivariate HP Filters (MHPF), which include the MVF and EMVF as special cases. The
method currently used to estimate Canadian potential output for the Bank's staff projection will also be referred to as
the EMVF. The latter differs somewhat from the implementation described in Butler (1996), but is conceptually the
same.

15



2.1 A multivariate HP filter

As noted previously, the original HP filter chooses the trend as the solution to:

}T+1 >

i}, 7 = argmin il(yt - f) (g ) e

where A?'y;g+1 =A.Ay,,, and Ay, =y, -y, . The HP filter adds a term,

T+ 1 -z 2 , . V2 ,
{ytg}t _0= argman(y,—ytg) +kg(Aytg+l) + A€ (22)
= =1

where &, =z, — y¥, x;). z,is some other economic variable of interest, and f{.) models z, as a function
of both some explanatory variables x; and the unobserved trend y£. The new term in g has the effect
of choosing the trend to simultaneously minimize deviations of output from trend, minimize changes
in the trend's growth rate, and maximize the ability of the trend to fit some structural economic
relationship fl.). A, and A, reflect the relative weights of these different objectives.

The key to implementing the multivariate HP filter for the purpose of estimating potential
output (or an output gap) is to specify (z, fiyf, x;)) in such a way as to capture some structural
relationship that depends on either potential output or the output gap. For example, one could specify
a Phillips curve equation that relates observed inflation to a measure of inflation expectations, the
output gap, and perhaps additional explanatory variables (such as oil prices). € would then be the
residual from this Phillips curve equation and trend output would be chosen in part to improve the
explanatory power of the output gap for inflation. Alternatively, one could use an Okun's Law
relationship to link the rate of unemployment to the output gap and various structural variables
determining the natural rate of unemployment. The trend of output would then be influenced by the
evolution of the unemployment rate and its structural determinants.

Of course, there is no reason for restricting ourselves to a single structural relationship.
Equation (22) can be generalized to include an arbitrary number » of structural relationships with a
common trend y#, giving

T+1 . T 2 2 n
{ytg}t e argmin 3 (3, — v&) + A (a%,) + (2 7»5,.85} 23)
= r=1 i=1
The original Laxton and Tetlow (1992) paper used information from both a Phillips curve
and an Okun's Law relationship and Butler (1996) also uses multiple structural relationships
simultaneously.

The usefulness of the multivariate HP filter depends on several factors. Obviously, the
extent to which it improves upon the original HP filter will depend on the reliability and information
content of the structural relationship(s) with which it is combined. These potentially offer a way of
mitigating the problems of HP filters noted in Section 1. However, given the importance of obtaining
good end-of-sample estimates of output gaps, we require structural relationships that can give good
contemporaneous information.!>

For the particular DGP they examine, Laxton and Tetlow find that the degree to which
their filter does better than the univariate HP filter at estimating the output gap increases with the
relative importance of demand shocks to supply shocks. While the improvement produced by the

15" In that respect, there may be limitations to the information we can expect to gain from Phillips curve relationships if
we believe that inflation responds to output gaps with a lag.
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MHPF can be large, they find that there is still substantial uncertainty in their point estimates of the
output gap and that this uncertainty is larger at the end of sample. In their base case, they find that the
95% confidence interval for the output gap at the end of sample is about 4%, which implies that
policymakers would rarely observe statistically significant output gaps.

Another factor of key importance to the success of the multivariate HP filter is
calibration. Instead of having a single A parameter with a consensus value of 1,600, we now have

vectors of parameters A, . without a clear guide as to their appropriate values. In addition, we also

g,€
need to estimate the form of the structural relationships involving potential output or the output gap. If
we attempt to do this before calculating {y#}, then we will be estimating a structural relationship
which may be inconsistent with the values of {y#f} the MHPF produces. Furthermore, theory will
often not be a sufficient guide to allow us to tightly calibrate such a relationship. The approach used
by Laxton and Tetlow (1992) and Butler (1996) is to experiment with alternative weightings to see
which produce reasonable results and how sensitive the outcomes are to these choices.

Figure 8

Comparison of 3 different measures of the Canadian output gap
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An alternative explored by Harvey and Jaeger (1993) and C6té and Hostland (1994) is to

estimate the structural relationship simultaneously with {y#} and {Xg , Xs }Via maximum likelihood

methods.!¢ Coté and Hostland found that the results can be sensitive to the specification of the

16 Butler (1996) mentions that a direct maximum likelihood estimation was attempted, but that this did not produce
reasonable results for the A's.
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structural relationships,!? that the usefulness of the structural information vanishes when one
considers only end-of-sample performance,!8 that the structural parameters cannot be estimated with
much accuracy, and that maximization of the likelihood function was problematic.

To give some idea of how such filters perform in practice, Figure 8 compares three
different estimates of the output (GDP) gap. The first is that produced by the Butler (1996) filter
(labelled EMVF).1® The others are those produced by a 1-sided HP (1600) filter and by the LRRO
filter (which we introduce below, in Section 3). We can see from that figure that all three methods
produce gaps of roughly the same amplitude, and that there is a tendency for the three series to rise
and fall at similar times. While all three series show negative output gaps (i.e. excess supply) in the
early 1990s, the LRRO and the HP show the economy returning to potential after a few years, while
the EMVF shows large output gaps remaining through the end of the sample (1996Q3.) However, as
we see in the next section, this last difference is more a reflection of the differences in the structural
information used.

2.2 The production function approach

Another important feature of the EMVF filter is that rather than directly filtering output,
output is decomposed into a number of components which are then individually filtered. This allows
for a more direct link to sources of structural information as well as for an easier interpretation of the
source of changes in the gap or potential.

The decomposition is based on an aggregate Cobb-Douglas constant-returns-to-scale
production function:

Y = ON°K'™ (24)

where Q is total factor productivity, N is labour, K the capital stock, and o is the labour-output
elasticity (as well as labour’s share of income). With some algebra, we can show that:

W=dY /N =0aY /N=>y=n+pu—-o (25)

where lower-cases letter are the logs of the upper-case counterparts. This means that to estimating the
trend in output, we instead estimate the trends in employment, the marginal product of labour and the
labour-output elasticity and then sum them. One nice feature of the decomposition in equation (25)
rather than equation (24) is that it allows us to avoid the problem of trying to estimate reliably the
capital stock. We can then use the further decomposition that the log of total employment # is given
by:

n = Pop+ p+log(l- u) (26)

where Pop is the log of the working-age population, p is the log ofithe participation rate and u is the
rate of unemployment.

17 They find that specifying the dynamic relationship in levels or first differences has a large effect on the estimated
values of A .

Coté and Hostland approximate the behaviour of the 1-sided filter by using only the lags from the mid-sample
representation of the HP filter. They also obtain much more useful results when they apply the 2-sided filter at the
end-of-sample using forecast values for the required leads in the filter.

The details of the filter used for the Bank's staff projection of the Canadian economy evolve over time in response to

ongoing research and may therefore, as noted in footnote 14, differ slightly from the exposition in Butler (1996). The
EMVF gaps shown in the figure reflect the specification used in the staff's December 1996 Economic Projection.
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Within this framework, the level of potential output is defined to be the level of output
consistent with existing population, trend rates of unemployment and participation and trend levels of
the marginal product of labour and the output share of labour. In practice, the trend levels of the
participation rate and the output share of labour are determined by a combination of judgement,
demographic factors and univariate HP smoothing. Separate MHPF systems are then used to identify
trend levels of the marginal product of labour and unemployment. The trend rate for unemployment is
estimated with the help of a long-run structural equation due to C6té and Hostland (1996) as well as a
price-unemployment Phillips Curve described in Laxton, Rose and Tetlow (1993). Perhaps more
novel is the use of a long-run relationship between the marginal product of labour and producer wages
as well as an Okun's Law relationship to identify the trend income share of labour.

Analysis of the performance of the EMVF in Butler (1996) shows that this method has its
own strengths and weaknesses. On the one hand, he notes that the rolling and full-sample estimates of
the NAIRU and the equilibrium marginal product of labour are quite similar, and that the labour
market gaps are highly correlated with inflation. On the other hand, he also notes that there is
significant correlation in the errors across structural equations, suggesting that there may be further
efficiency gains to be had.

Figure 9
Decomposition of the EMVF output gap
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To understand the source of the persistent output gap the EMVF produces in the 1990s,
we can decompose the output gap into its three components, as shown by the dotted lines in Figure 9.
This shows that the filter gives an unemployment rate gap and a marginal product of labour gap that
are roughly zero at the start of 1996. Instead, the aggregate output gap largely reflects a deviation of
the participation rate from its structural trend level. (Again, note that the participation rate gap is not
filtered before it is added to the other components.) However, it would be wrong to attribute the
aggregate gap entirely to structural information, as we can see by comparing the filtered output gap
(top-right corner, dotted line) with its unfiltered, or "raw", counterpart (same graph, solid line). This
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shows that the effects of filtering over the most recent period has tended to increase the estimated size
of the output gap by 1-2% of GDP. Since the filtered unemployment rate gap is very close to its
unfiltered counterpart, this implies that most of the difference between the filtered and unfiltered
output gap is due to the effects of the filter on the marginal product of labour gap.

2.3 The end-of-sample problem

Having seen that both the filter and the structural information play important roles in the
EMVF's estimate of recent output gaps, nothing discussed to this point address the end-of-sample
problems of HP filters noted in Section 1.4. However, the EMVF contains two novel features intended
to modify its end-of-sample behaviour.

First, the EMVF contains an additional growth-rate restriction. If we temporarily ignore
the structural information for expositional simplicity, the modified filter solves the problem:

1) Tl g min[(i (7, - y,g)2 + %g(Azyfﬂ)z] + i A (AT, — ) 27)
t=1

t=0 t=T—j

where L, is a constant equal to the steady-state growth rate of potential output and A is the weight
put on the growth rate restriction. The key feature is that Ay only penalizes deviations from the
steady-state growth rate in the last j periods of the sample, effectively "stiffening" the filter. This
restriction assumes that the growth rate of potential reverts toward a constant, whereas the theoretical
justification for HP filters as optimal filters (noted in Section 1) assumes that this growth rate contains
a stochastic trend and therefore will not show any such reversion. Whether such a restriction leads to
more accurate estimates of the output gap depends on the accuracy with which one can determine the
appropriate value of L.

The second novel feature of the EMVF's treatment of end-of-sample problems is the
introduction of a recursive updating restriction. This simply adds an additional term to equation (27),
giving:

{yzg}T+1

t=90

t

i S g 2 2.¢ g g\ o
= arg min 2 (yt - yt ) + ;‘g(A yt+1) + ;\‘pr(yt —pry; ) + 2 )\’SS(ATl - }’lss) (28)
t=1 =T—j

. T . : . .
where p,y;g is the #th element of {y*} o This means that filter is restricted to choose {y/#} while

minimizing the degree to which new observations modify estimates of j* based on shorter spans of
observations. Perhaps not surprisingly, Butler (1996) shows that this gives a 1-sided estimate of the
output gap that behaves more like the subsequent 2-sided estimate. While this makes estimates of the
output gap behave in a more "orderly" fashion at the end of sample, the net effect on the accuracy of
the estimated output gap is unclear.

One way to better understand the effects of these two changes at the end of samples is to
compare the resulting 1-sided filter to the 1- and 2-sided HP filters examined in section 1.2° As shown
in Figure 10, these modifications cause the EMVF to put much less weight on the last few
observations of the sample than the 1-sided HP filter, and overall make its weights more closely
resemble those of the 2-sided HP filter. If we look in the frequency domain, however, we see that this
change causes the 1-sided EMVF to pass more of the undesired low-frequency or "trend" components
than either of the HP filters. In fact, Figure 11 shows that the squared-gain of the filter is greater than
0.2 for all frequencies.

20 The remainder of this section expands the analysis of the EMVF filter properties presented in Butler (1996) to include
the effects of the recursive updating restriction.
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Figure 10
MA representation of the EMV & HP (A = 1,600) filters (as a function of sample position)
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Spectrum of the EMVF gap and its components (Ar (3) fit for 1954Q4 - 1996Q4)
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The result of this is clearly shown in Figure 12, where we see that both the EMVF output
gap and each of its three components appear to be dominated by low-frequency movements not
normally associated with business cycles. Compared with Figure 7, it appears that the end-of-sample
modifications of the EMVF make the filter much less able to isolate fluctuations at business-cycle
frequencies than its simple HP filter counterpart. One way to quantify this effect is to use the
estimated spectrum to calculate the correlation of the "measured” EMVF gap with that of an "ideally
filtered" gap which perfectly isolated the business cycle frequencies. The result is that the measured
EMVF output gap has a correlation with the "ideally filtered" gap of 31.4%, while its two filtered
components have correlations of 24.9% (employment gap) and 44.0% (labour productivity gap).

Another implication of the differences in weights between the 1-sided HP and the 1-sided
EMVF filter is that, since relatively more of its weight comes from observations with greater lags, the
EMVF must have a greater phase shift than the HP filter at the end of sample. This in turn implies
that the measured EMVF output gap will tend to lag the true output gap by more than the measured
HP output gap. The extent of this difference depends on the frequency of the data series as shown in
Figure 13. For all but the lowest of the business-cycle and the sub-business-cycle frequencies, the
difference between the two is small and is roughly constant at a lag of about 2 quarters. For lower
frequencies, however, the phase shift of HP falls to zero and then becomes negative, while that of the
EMVF reaches 5 quarters by the lower bound of the business cycle frequencies and increases rapidly
thereafter. If we weight these different phase shift by the relative importance of the different
frequencies in measured output gaps, we obtain a weighted average measure of the overall phase lag
for these different measures. This gives an overall phase lag of roughly 0 for the 1-sided HP filter,
compared to a lag of 3.3 quarters for the EMVF output gap, 3.8 for the EMVF employment rate gap
and 2.1 for the EMVF labour productivity gap.

24 TOFU

In Section 1, we looked at how well a time-series method (in this case, the HP filter)
measured output gaps, and we concluded that by itself it did not produce very reliable estimates for
policy makers. In Section 2 so far, we have looked at how adding sources of structural information to
HP and related filters could improve the situation. One of the strengths of the MHPF approach is that
it clearly states the problem which the resulting estimate of the output gap solves. However, some
components of that optimization problem may be easier to accept than others. It seems reasonable to
us that the estimated output gap be as consistent as possible with one or more structural economic
relationships. The justification for the smoothing portion of the filter is more difficult, as was noted in
Section 1, and it is unclear how helpful the particular assumptions of the HP filter are in identifying
output gaps in the presence of structural information. Furthermore, as the complexity of the filter
increases, the question of how to choose the parameters controlling the filter's behaviour becomes
more difficult. While it is conceptually straightforward to estimate the filter parameters jointly with
the structural relationships (as in C6té and Hostland (1994)) this can be quite difficult to implement.
Accordingly, it would be uscful to restate the optimization problem in a way that allows for easier
estimation and has a filtering interpretation that is easier to justify.?! This leads to an alternative to the
HP filter which we refer to as TOFU.

From equation (13) we see that we can estimate the output gap in terms of the observable

variable Ay, if we can identify /~1(L). Presumably, if we know of an economic relationship that

involves the output gap, we could use this to define an optimal estimate of A(L), call it zzl(L) For
example, we might consider a Phillips curve of the form:

21 This section draws heavily on van Norden (1995).
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n,o=og+Y(g - )+ B(L).7_; + C(L). 2 + ¢ (29)

where z, is a vector of additional observable variables, e, is an i.i.d. mean zero error term and B(L),
C(L) are one-sided polynomials in non-negative powers of L. We could substitute equation (13) into
equation (29) to get:

n, = o + y(A(L). Ay,) + B(L).m,_, + C(L).2, + &, (30)
where é, = e, + Yeg,. Equation (30) can now be estimated by conventional methods to obtain optimal
estimates of A(L), since it is now specified entirely in terms of observable variables. This would
allow us to estimate ﬁ(L) Ay, and use equation (13) to estimate the output gap.??

We refer to this estimator of the output gap as TOFU; a Trivial Optimal Filter that may
be Useful. It is optimal in the sense that estimation by maximum likelihood is straightforward, so our

estimates of ;I(L) will be efficient. The estimator imposes quite general assumptions on the time

series properties of the series involved, so the restrictions are hopefully reasonable. It incorporates a
simple structural relationship in order to identify the output gap. Furthermore, if we wished to

estimate the output gap at the end-of-sample, we can simply replace ;I(L) with 4(L) (i.e. use only

lagged values of Ay,). This estimator therefore potentially avoids some of the problem mentioned at
the outset of this section.

Of course, the TOFU estimate of the output gap is related to the estimate which would be
obtained by "inverting" the structural relationships. The difference is simply that inversion calculates
the implicit value of the output gap which would exactly fit the structural relationship. TOFU is
therefore a half-way house between such methods and the MHPF methods of Section 2.1. The HP
methods are optimal filters only for quite special cases whereas the TOFU methods gives us the
optimal linear filter estimate of the output. TOFU offers less smoothing than MHPF methods but
more than simple inversion of the structural equations.

Unfortunately, the information gained from structural relationships is contaminated by
considerable "noise". Inversion of structural equations is therefore rarely used as a guide to policy,
since the resulting estimates of the output gap are usually considered to be too volatile to be of
practical use. Whether estimated TOFU filters can reduce this noise enough to be a useful tool for
policymakers remains to be seen. If so, they may offer a tractable alternative to the MHPF methods. If
not, it suggests that MHPF estimates may be dominated by the arbitrary assumptions they impose on
the dynamics of the output gap rather than on the information coming from structural relationships.
This suggests looking for other sources of information on these dynamics, which we turn to in the
next section.

22 We should note two minor caveats. First, equation (30) identifies ;I(L).Ayt only up to the scaling factor v. Strictly

speaking, therefore, we only recover an index of the output gap. This should be reasonable for the purpose of, say,
deciding whether interest rates should be higher or lower to achieve a given target, since the current value of the index
can be readily compared to its historical values. Second, consistent estimation of this relationship requires an implicit

assumption. OLS estimation requires cov(et Ay, j) =0 Vj for consistency. If this condition is not satisfied, then

instruments for Ay will be required for estimation. Consistent IV estimation in turn will depend on the assumption
that the chosen instruments are valid. This estimator can be extended in a number of ways. If the output gap were to
enter the structural equation in a non-linear fashion, we could estimate the system via GMM rather than least-squares
techniques. If we had a series of structural equations involving the output gap, we could estimate them simultaneously

subject to cross-equation restriction on the coefficients of Ay,.
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3. Using long-run restrictions to estimate the output gap

In this section, we discuss approaches based on long-run restrictions imposed on a VAR.
These approaches allow the identification of structural shocks and structural components on the basis
of a limited number of economic restrictions imposed on an estimated VAR. The chosen restrictions
can be ones that are widely agreed upon in the literature. No arbitrary mechanical filter has to be
imposed on the data. Other characteristics distinguishing the methods discussed in this section from
those based on mechanical filters are that they do not suffer from obvious end-of-sample problems
and that they provide forecasted values of the output gap.

In Section 3.1, we discuss the method based on long-run restrictions imposed on output
(LRRO) put forward by Blanchard and Quah (1989), Shapiro and Watson (1988), and King et al.
(1991). This method is compared with two VAR-based alternatives: the multivariate
Beveridge-Nelson method (MBN) and Cochrane's (1994) method (CO). We argue that one important
advantage of the LRRO approach over the MBN and CO approaches is that it allows for the diffusion
process of shocks to potential output to be estimated. Section 3.2 considers an application of the
LRRO methodology to Canadian data. Many of the arguments used in Sections 3.1 and 3.2 are drawn
from Dupasquier, Guay and St-Amant (1997).

In Section 3.3, we present a method involving restrictions imposed on real output and
inflation (LRROI) giving an output gap corresponding to that part of the cyclical component of real
output which is associated with the trend of inflation. This should be of interest for policymakers
concerned about an output gap associated with movements in that trend as opposed to cyclical
movements of output unrelated with that trend. This method is discussed in more detail by Lalonde,
Page and St-Amant (forthcoming).

3.1 The LRRO, CO and MBN methodologies?3

Let Z, be a n x 1 stationary vector including a »;-vector of I(1) variables and a n,-vector

of I1(0) variables such that Z, = (AXU s Xy )’. By the Wold decomposition theorem, Z, can be

expressed as the following reduced form:
Z,=8(t)+C(L)e, (31)
where 8(¢) is deterministic, C(L) = ZZOCI.Li is a matrix of polynomial lags, C, =1, is the identity

matrix, the vector €, is the one-step-ahead forecast errors in Z, given information on lagged values of

Z, E(et):O and E(etet ):Q with € positive definite. We suppose that the determinantal

polynomial ‘C (L)‘ has all its roots on or outside the unit circle, which rules out the non-fundamental
representations emphasized by Lippi and Reichlin (1993).

Beveridge and Nelson (1981) show that equation (31) can be decomposed into a long-run
component and a transitory component;

Z, =58()+C(1)e, +C (L)e, (32)

with C(1)=3Y7 C, and C (L)=C(L)-C(1). We define C,(1) as the long-run multiplier of the

23 See Cogley (1996) for another comparison of the MBN and CO methodologies.
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vector X,. If the rank of Cl(l) is less than n,, there exists at least one linear combination of the

elements in X, that is I(0). In other words, there exists at least one cointegration relationship between
these variables.

The LRRO approach assumes that Z, has the following structural representation:
Z,=8(¢)+T(L)n, (33)

with 1, an n-vector of structural shocks, £ (nt)= 0,and E (ntn, ): I, (a simple normalization). We

can retrieve the structural form (equation (33)) from the estimated reduced form by using the

following relationships: [,T, =Q, &, =Tyn,,and C(L)=T(L)T; .

’

The long-run covariance matrix of the reduced form is equal to C(I)QC(I) . From
equations (31) and (33) we have:

’ ’

c(ect) =r(mr() (34)

This relation suggests that we can identify the matrix Iy with an appropriate number of
restrictions on the long-run covariance matrix of the structural form. Blanchard and Quah (1989) and

Shapiro and Watson (1988) use long-run restrictions to identify shocks with C(1) having full rank.

King et al. (1991) work in a context where the rank of C(1) is less then n; and use cointegration
restrictions.

Let us assume that the log of real output is the first variable in the vector Z,. It is then
equal to

Ay, =p, + T (D] + Ty (L)n; (35)
where ntp is the vector of permanent shocks affecting output, nf is the vector of shocks having only

transitory effects on output, and {I‘lp (L),Flp (L)} reflect the dynamic effects of these shocks. Potential

output growth based on the LRRO method can then be defined as:

Ay) =, +TF (L)n] (36)
Thus, "potential output" corresponds to the permanent component of output. The part of
output due to purely transitory shocks is defined as the "output gap."

The MBN decomposition defines potential output as the level of real output that is
reached after all transitory dynamics have worked themselves out. With reference to equation (32),

where real output is the first element of Z

,» we write the following

decomposition: Ay, =L, + Cl(l)st + C;(L)et 37

Potential output can be defined as the first two terms on the right-hand side of
equation (37):
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Ay =, +Ci (1, (38)

It is thus simply a random walk with drift.

Note that the MBN approach gives an output gap that is sensitive to the choice of
variables included in the VAR. In general, the more information that is brought into the VAR, the
more important the transitory component will be. This is not the case with the LRRO approach.
Adding additional information may or may not add to the importance of the cyclical component.

Cochrane (1994) uses a two-variable VAR including GNP and consumption to identify
the permanent and transitory components of GNP. The bivariate representation is augmented with lags
of the ratio of consumption to GNP. The permanent income theory implies that consumption is a
random walk (for a constant real interest rate). In addition, if we assume that GNP and consumption
are cointegrated, then fluctuations in GNP with consumption unchanged must be perceived as
transitory. It is on that basis that Cochrane decomposes real GNP into permanent and transitory
components. To extract potential output, the errors of the VAR are orthogonalized so that
consumption does not respond contemporaneously to GNP shocks.

Cochrane shows that, if GNP and consumption are cointegrated and consumption is a
random walk, identification based on the LRRO method and conventional orthogonalization (i.e. a
Choleski decomposition) amount to the same thing. Moreover, if consumption is a pure random walk,
Cochrane's decomposition corresponds exactly to the Beveridge-Nelson decomposition based on
output and consumption.

In order to better compare the LRRO approach with the CO and MBN approaches, let us
first write the structural form (equation (33)) in terms of the log of real GDP (y,) and the log of real
consumption (c;) decomposed between permanent and transitory shocks (we assume that y; and ¢, are
cointegrated):

Ay, =p, + T, (U] +T) (Ln] + T, (L)n; (39

4
t

Ac, =, +T7()n? +T7 (L) +T5(L)n (40)

where T¥(1) is the long-run multiplier of permanent shocks and I‘f *(L)z r?(L)-17(1) is their
transitory component. The MBN method considers only the first component of the permanent shocks

plus the drift term, i.e. u+Ff (l)nf . The LRRO approach is different in that it also includes the

dynamics of permanent shocks to real output (1";7 ) (L)) in potential output.

With the CO approach, potential output is constrained to be a random walk to the extent
that consumption is a random walk. Indeed, the validity of the permanent income hypothesis would
imply that the last two terms of equation (39) are equal to zero and that l"f (1)= I“f (1). It is not clear

what the CO decomposition would correspond to if consumption is not a random walk.24

As pointed out by Lippi and Reichlin (1994), modelling the trend in real output as a
random walk is inconsistent with most economists' interpretation of productivity growth. Indeed, it is

24 Stochastic growth models — such as in King et al. (1988) or King et al. (1991) — imply that the ratio of the log of GNP
to the log of consumption is stationary but that consumption is not a random walk because the real interest rate is not
constant. In these models, the transitory component of permanent shocks to consumption is not equal to zero. The
LRRO decomposition is compatible with the predictions of these models.
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generally believed that technology shocks are absorbed gradually by the economy. Adjustment costs
for capital and labour, learning and diffusion processes, habit formation, and time to build imply
richer dynamics than a random walk for these shocks. Again, a decisive advantage of the LRRO
approach is that it lets the data determine the shape of the diffusion process of permanent shocks.25

One implication of defining potential output as a random walk with drift is that, when the
contemporary effect of a positive permanent shock is smaller (greater) than its long-run effect, the
output gap, defined as observed output minus potential, is negative (positive). For example, a positive
technological shock whose short-term impact is smaller than its long-term impact will cause a
transitory negative output gap. Many researchers and/or policymakers will find that this feature of the
MBN and CO approaches (in the latter case under the assumption that consumption is a random walk)
reduces their attractiveness. It will often appear preferable to include the diffusion process associated
with permanent shocks in potential output since the economy is likely to remain on its production
possibility frontier as adjustments unfold. There should be no reason for the trend of inflation to
change during that adjustment process.

3.2 An application of the LRRO approach to Canadian data

For our applications of the LRRO methodology to Canadian data, we assume that the
growth rate of real output (Ay,) follows a stationary stochastic process responding to two types of
structural shocks: permanent (€,) and transitory (€7). Also included in the estimated VARs are the first
differences of, respectively, inflation (Aw), the unemployment rate (Au) and the real interest rate
(Ar). We assume that these series are 1(0) and that there is no cointegration involved.?6

Adding money or the exchange rate to the estimated VARs would have little impact on
the results. In selecting the variables, one hopes to include in the VAR the information necessary to
identify the structural components of interest. Of course, there is a cost in adding information in terms
of lost degrees of freedom and less precise estimates.

It is important to note that the assumptions made on the level of integration of the series
could be changed and that they are not part of the LRRO methodology per se (except for real output
which has to be I(1)).27 Changing these assumptions could have a significant impact on the results.

Our objective is to illustrate the methodology. A practitioner interested in using the
approach to estimate the output gap might well choose to use additional information and be able to
obtain a better estimate of the output gap.

The structural shocks and the variables used in the VAR can be expressed in the
following vector form:

€p Ay
€ AT
n, = eT‘ and Z, = (41)
T, Au
€r, Ar

25 Kuttner (1994) proposes a method based on the univariate unobserved stochastic trend decomposition of Watson
(1986) augmented with a Phillips curve equation. As with the Beveridge-Nelson decomposition, Kuttner's approach
constrains potential output to follow a random walk process.

26 Unit root tests support these assumptions. Results are available on request.

27 Indeed, DeSerres, Guay and St-Amant (1995) assume that money growth is 1(0).
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We use quarterly data on real GDP. Our measure of inflation is the total CPI. The real
interest rate is proxied by the overnight rate (see Armour et al. (1996) for a discussion of that series)
minus inflation (quarterly growth rate). Our sample extends from the first quarter of 1970 to the fourth
quarter of 1996 so that we focus on the flexible exchange rate period. The estimation of the output gap
based on the LRRO methodology is fairly robust to the choice of the sample period, however.

The autoregressive reduced-form of the model is first estimated:
q
Z, = XZ,_; + ¢ 42)
i=1

with g the number of lags and e, a vector of estimated residuals with E (e,et ) =2.

It is crucial that the estimated VARs include enough lags. Indeed, Monte Carlo
simulations by DeSerres and Guay (1995) show that using a too parsimonious lag structure can
significantly bias the estimation of the structural components. We decided to use 8 lags. However, we
verified that using 6 or 10 lags had little impact on the results.

The LRRO approach involves the identification of structural shocks (g,) from
reduced-form shocks (e} and their variance. For this, we need to provide enough identifying

restrictions to evaluate the 16 elements in I,. Given that ¥ is symmetric, we need to impose 6
additional restrictions. The matrix of long-run effects of reduced-form shocks, C(1), is related to the

equivalent matrix of structural shocks, T'(1) , as follows:

r(1)=c(1)r, (43)
where the matrix C(1) is calculated from the estimated VAR. To identify the system we simply

impose the condition that T'(1) is triangular, i.e. three shocks have no long-run effect on real output

and two have no long-run effect on inflation. There are then three transitory components of real output
which we do not need to identify separately.

Figure 14 presents the impulse response of real output to a one standard deviation
permanent output shock. (Blanchard and Quah suggest interpreting this as an aggregate supply shock.)
The horizontal axis represents the number of years. Confidence intervals were generated using Monte
Carlo simulations in RATS with 1,000 replications.

The important message of Figure 14 is that permanent shocks are characterized by
statistically significant dynamics, i.e., potential output has richer dynamics than a simple random
walk.?8 As mentioned above, this could be due to factors such as adjustment costs on capital and
labour, learning, habit formation, or time to build. One implication of the rejection of the random
walk assumption is that methods which do not take the diffusion process of permanent shocks into
account could miss an important part of potential output. Indeed, Dupasquier, Guay and St-Amant
(1997) show that the correlation between the output gaps calculated on the basis of the LRRO, CO
and MBN approaches applied to US data is relatively small. Part of this can be attributed to the
different treatments of the diffusion process of permanent shocks

Figure 15 shows the output gaps calculated on the basis of the LRRO methodology as it
is applied in this paper, together with 90 and 67% confidence intervals.

28 Dupasquier, Guay and St-Amant (1997), Blanchard and Quah (1989) and Gali (1993), among others, report similar
results for the US economy.
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Figure 14

Response of real GDP to a permanent output shock
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One important message of Figure 15 is that there is a high degree of uncertainty
surrounding the estimation of the output gap. Dupasquier, Guay and St-Amant (1997) reach the same
conclusion using US data. Staiger, Stock and Watson (1996), using a different methodology, arrive at
a similar conclusion concerning the estimation of the NAIRU for the United States. Some of that
uncertainty is attributable to the large number of lags that have to be included in the estimated VARs.
As mentioned above, DeSerres and Guay (1995) show that many lags have to be used to provide an
unbiased decomposition into permanent and transitory components with structural VARs. To a large
extent, the purpose of these lags is to approximate the moving-average part of the underlying DGP.
Preliminary results obtained at the Bank of Canada suggest that the estimation of VARMAs instead of
VARs could reduce parameter uncertainty by allowing the use of more parsimonious models.

Still, there are episodes of significant output gaps at either the 90% level or the 67%
level. These output gaps appear reasonable in that positive output gaps are associated with episodes of
accelerating inflation while negative output gaps correspond to episodes of decelerating inflation.
Interestingly, we find that the Canadian economy was either at potential or in slight excess demand in
the mid-1990s.

It should be of interest to see whether the structural shocks used to calculate the output
gap account for an important part of the variance of inflation at different horizons. That information is
presented in Table 2.

Table 2

Variance decomposition of Canada’s inflation (LRRO method)
Relative contribution of the different types of shocks, in percentage points

Horizon (quarters) Permanent output shock Transitory output shock

1 11 89
(0-43)" (57-100)

4 8 92
(2-36) (64-98)

8 6 94
(4-30) (69-97)

16 13 87
(5-49) (51-95)

32 23 77

(5-66) 34-95)

long-term 37 63

(3-84) (16-97)

* 90% confidence interval.

We can see that transitory shocks affecting real output account for a large part of the
variance of Canadian inflation. This result suggests that the component of output that we identify
includes much of the information one would want to include in the output gap. Note however that
there appears to be some additional information related to permanent shocks, especially at longer
horizons. Lalonde, Page and St-Amant (forthcoming) discuss this and propose another approach
which does not impose that the output gap is part of the cyclical component of output.

Instead, in this paper we keep our focus on methods imposing that the output gap is
stationary. Although Table 2 suggests that the output gap based on the LRRO approach accounts for a
large fraction of fluctuations in the trend of inflation, it may also be that a part of that gap is unrelated
to the trend. For example, it might include very-high-frequency cycles having little to do with the
trend. This leads us to another method which involves imposing restrictions on both real output and
inflation in order to produce an output gap that is constrained to be associated with movements in the
trend of inflation.
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3.3 The LRROI approach

It is possible, with the four-variables system presented in Section 3.2, to identify shocks
that have no long-run effects on real output but affect the trend of inflation. Real output was indeed
decomposed in the following way:

Ay, =p, +T7 () +T, (L) + 1.7 (L0 + 1,7 (D), (44)

with certain shocks having no long-run effect on real output but changing the trend of inflation
(P), certain shocks having no long-run effect on real output and inflation (n,°),2? and certain shocks
having long-run effects on real output but whose effect on inflation is left unconstrained

(m#). The component I“;p(L)nfp could be used as a measure of the output gap. This is what we call

cp

the LRROI method. In Section 3.2 we were not interested in distinguishing F;p (L)T]t from

cc
Fy

output gap.

(L)T\fc so that we simply added these components to form one component that was the LRRO

The LRROI method gives a measure of the output gap that is more constrained than the
LRRO method in that it combines restrictions on real output and inflation. While the LRRO approach
only requires that real output is I(1), the additional assumption that inflation is better characterized as
being I(1) over the sample is a necessary feature of the LRROI approach. Of course, that assumption
is not uncontroversial. However, we think it is reasonable. Assuming that inflation is I(0) is in some
sense equivalent to assuming that, whatever the actions of the monetary authorities, it has to go back
to a constant mean. We do not think this is realistic. At least, inflation has to be modelled as a
process, the mean of which changes through time. One way to do it is to assume that it is I(1).

The LRROI method proposes a measure of the output gap that should be attractive for
policymakers who focus on that part of the cyclical component of real output that is associated with
movements in the trend of inflation as opposed to short-run fluctuations of that series. Instead, the
LRRO method provides a measure of the output gap including cyclical movements that may not be of
interest to such policymakers. In some sense, the LRROI method could provide policymakers with a
less "noisy" indicator of changes in the trend of inflation. Short-run fluctuations of inflation could be
caused by factors such as transitory fluctuations in the exchange rate or changes of indirect taxes
which may not require any change in the policy stance. A caveat to this is of course that there might
be instances when policymakers will be interested in reacting to fluctuations of output associated with
transitory changes of inflation. Unlike the LRRO gap, the LRROI gap would not include the effect of
such shocks.

Figure 16 presents the LRROI output gap calculated on the basis of the Canadian data
used in Section 3.3. Figure 17 compares that output gap with the one resulting from the LRRO
approach to the gap from the one-sided HP filter. Table 3 presents the variance decomposition of
inflation corresponding to the LRROI decomposition.

We can see in Figure 16 that there is as much uncertainty surrounding the estimation of
the LRROI output gap as there is with the LRRO gap. We also see that the LRROI gaps are generally
smaller than those produced by the LRRO method. This indicates that some cycles included in the
LRRO gap are not related to the trend of inflation. Finally, the variance decomposition of inflation
suggests that the LRROI approach includes most of the information related to the cyclical component
of output that is relevant for monitoring or forecasting medium-and-long-term inflation. However, the

29 Since there are two shocks which have no long-run impact on the trend of output or inflation (the last two of equation
(44)), we simply consider their sum.
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Figure 16
LRROI-based Canadian output gap
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Table 3

Variance decomposition of Canada's inflation (LRROI method)
Relative contribution of the different types of shocks, in percentage points

Horizon (quarters) Permanent output Transitory output Transitory output
shock shocks affecting the shocks that do not
trend of inflation affect the trend of
inflation
1 11 54 35
(0-43)* (6-88) (3-81)
4 8 63 29
(2-36) (18-85) (7-68)
8 6 70 24
(4-30) (33-80) (11-53)
16 13 72 15
(5-49) (34-80) (8-35)
32 23 68 9
(5-66) (27-83) (4-23)
long-term 37 61 1
(3-84) (16-95) (0-4)

* 90% confidence interval.

LRRO gap appears to include non-negligible information about movements of inflation lasting as
much as a couple of years.

To conclude this section we would like to emphasize the fact that the LRRO and LRROI
methods are two variants of a more general VAR-based approach. Other variants could be considered.
For example, one might want to take into account possible non-linearities in the relationship between
output and inflation (e.g. Fillion and Léonard (1997)). Evans (1992) proposes a time-varying method
allowing for such non-linearities. One might also want to include different sets of restrictions,
including cointegration and bayesian types of restrictions, to ensure that the estimated gap is
compatible with some specific macroeconomic model.

Summary

Much research has gone into measuring output gaps and much still remains to be done.
On the basis of the results discussed, we think that there are three main lessons to be learned.

1. Univariate time-series methods, such as the HP filter, are not a reliable way to
measure the output gap

Univariate methods rely on an arbitrary decomposition of a series into a trend and a
cyclical component. However, changing the decomposition method can make large differences to the
measured output gap, and economic theory usually has little or nothing to say about which method
should be favoured. In addition, the causal relationship between potential and the gap can limit the
information we can hope to gain about the current gap, and some popular economic models imply that
univariate filters will never be able to give much information.

In the par‘ticular case of the HP filter, although this filter is thought to be close to an ideal
high-pass filter, it does not accurately measure the components from business-cycle frequencies when
series have the typical Granger shape. Although the HP filter can also be justified as an optimal filter
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for particular cases, these cases do not appear to be realistic approximations of output and the filter is
generally not a reliable way to estimate the "cyclical" component. HP filters also behave very
differently at the end of the sample, which is what policymakers care most about, and little is known
about the trade-off between phase shift and smoothness at the end of sample.

2. Existing hybrid methods that combine univariate dynamic methods and structural
relationships are not a panacea

In practical terms, existing hybrid methods have proved to be hard to estimate. Moreover,
they may not be robust to alternative reasonable calibrations and it is difficult to calculate their
appropriate confidence intervals. In the case of the EMVF, which is the filter used to estimate the
output gap in the Bank of Canada's staff projections, its ability to isolate business cycle frequencies is
worse than that of the HP filter and its estimates lag the true output gap by just under a year. These
problems seem to be the result of features which were introduced to improve the filter’s estimate of
current and recent output gaps.

More generally, the "hybrid" approach is not only driven by a desire to include structural
relationships, but also by a pragmatic desire for "smooth" estimates of the output gap. However, if the
structural relationships are very informative then the "smoothing" assumptions may be unnecessary.
Otherwise, it is hard to argue that these assumptions will be innocuous, for the reasons we mentioned
above in the context of univariate methods. For that reason, and because they can incorporate the
same sources of structural information, further investigation of TOFU methods may provide a good
benchmark for hybrid methods. If TOFU estimates of the output gap are useful, then the strict (or ad
hoc) filters used in existing hybrid methods are not required. If TOFU methods are not useful, then
structural information alone is not sufficient to identify the output gap. Relying instead on ad hoc
dynamic assumptions for identification raises questions about the reliability and significance ofi the
resulting estimated output gaps.

3. Methods combining estimated dynamics with structural information offer an
interesting alternative which needs to be further explored

Examples of these methods explored in this paper are VARs with long-run restrictions
suggested by economic theory. Their advantages include an absence of arbitrary dynamic
assumptions, straightforward estimation, and an ability to estimate both current and expected future
output gaps. On the other hand, it is not always clear which variables have to be included in the VAR
and work to date suggests that the estimated output gaps have wide confidence intervals comparable
to those of other methods. More work is needed to evaluate the extension of these methods to
VARMA models. It might also be of interest to explore VARs with time-varying parameters (as is
proposed by Evans (1992)) in order to deal with possible non-linearities in structural or dynamic
relationships.

The VAR-based methods considered in this paper impose relatively little economic
structure on the data and allow the dynamics properties of the estimated output gaps to be
data-determined. This is an advantage insofar as economic theory provides little guidance on what the
dynamics should be. Of course, one has to assume that the estimated VAR includes the information
relevant for the identification of the output gap.

On the other hand, there might be instances when practitioners would want to impose
more economic structure on their estimation of the output gap by incorporating more economic
relationships. To some extent, this could be accommodated in the VAR (or VARMA or VECM)
framework. Many types of economic or statistical restrictions have been discussed in the literature
including bayesian priors and cointegration relationships. Such restrictions could be used to ensure
that the estimated output gap is broadly compatible with some structural model of interest.
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However, the TOFU approach might provide a better framework for those interested in
imposing detailed economic relationships on the data (such as a specific Phillips curve or a NAIRU
equation). One advantage of using detailed economic structure is that the derived measures of
potential output can then be embedded in a model that is consistent with that structure. As noted
briefly in van Norden (1995), extensions of the TOFU approach to multiple detailed structural
relationships appears to be straightforward, although this remains to be explored in detail. It should be
kept in mind, however, that the usefulness of TOFU output gaps would depend on the validity of the
economic structure imposed on the data and that economics provides very few non controversial
structural relationships.

In our view, the VAR-based and TOFU approaches deserve further research, while our
findings suggest that one should avoid univariate methods and move away from arbitrary smoothing
methods wherever practicable. Variants of the VAR-based and TOFU approaches could be considered
and their usefulness in terms of monitoring and projecting inflation evaluated.
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Comments on: ""Measurement of the output gap: a discussion of
recent research done at the Bank of Canada"
by Pierre St-Amant and Simon van Norden

by Florence Béranger and Gabriele Galati

This is a very interesting and well-written survey paper on different methods to estimate
the output gap. The authors compare three approaches to measuring potential output and the output
gap — a mechanical approach based on univariate dynamics, a pragmatic approach that augments
univariate dynamics with structural relationships, and an approach that combines multivariate
dynamics with long-run restrictions based on economic theory.

The discussion of the mechanical approach in the first section of the paper focuses on the
popular univariate Hodrick-Prescott (HP) filter and its shortcomings. The HP filter seems ill suited as
a tool for policy makers because it suffers from end-of-sample problems that make measures of the
current output gap very unreliable and, moreover, it cannot be used to provide forecasts of future
output gaps, which are of great interest for policy makers. Another limitation of the HP is that it
associates the output gap with business cycle frequencies in the data. Instead, these may reflect the
(transitional) dynamics of shocks to potential output. Also, the HP filter method produces spurious
cyclicality when it is applied to integrated or near-integrated data. Finally, it performs poorly in
identifying the cyclical component of time series — like those of most macroeconomic variables — that
have a spectrum or pseudo-spectrum with typical Granger shape.

The paper then describes methods that augment univariate dynamics with structural
relationships by adding the residuals of a structural economic relationship to the minimisation
problem of the HP filter. These methods are more pragmatic but, at the same time, there are no
guidelines on how to calibrate the structural relationships. They also fail to solve the end-of-sample
problems and usually provide only very imprecise estimates of potential output and the output gap.
The authors further describe a method (the TOFU) based on Maximum Likelihood estimates of the
inverse of a simple structural relationship, but it is hard to get a clear sense of how well this method
can perform in practice.

The most innovative and, in our view, interesting part of the paper describes methods of
multivariate dynamics based on structural relationships. These methods use VAR models that
incorporate long-run restrictions based on economic theory following the methodology of Blanchard
and Quah (1989). Within this category the authors distinguish three methods: the long-run restrictions
on output method (LRRO) which defines potential output as the permanent component of output and
the output gap as that part of output which is due to purely transitory shocks (it should be noted that
the authors are careful in avoiding the tricky issue of how to interpret permanent and transitory shocks
in terms of demand and supply shocks); the Multivariate Beveridge-Nelson (MBN) method which
defines potential output as the level of output that is reached after all transitory dynamics have worked
themselves out; and the method proposed by Cochrane (CO) which derives identifying restrictions for
a bivariate VAR model from the permanent income hypothesis. Most of the third section is devoted to
a comparison of these three methods. The authors show that the LRRO outperforms the MBN and the
CO methods because it lets the data determine the shape of the diffusion process of permanent shocks;
i.e. it does not impose restrictions on the short-run dynamics of the permanent component of output or
assume that output follows a random walk with drift.! In our discussion we will, therefore, focus on
the LRRO method, noting some of the main advantages of this method and the problems and issues

1 For the CO method this is true when consumption follows a random walk.
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that it entails. It should be stressed, though, that the authors are aware of all these problems and
issues, which makes their paper an excellent guide to empirical work on estimating the output gap.

A main advantage of the LRRO method is that it uses economic theory to derive
restrictions on the VAR models that pin down the estimates of the output gap. An important issue
concerns the choice of variables that are included in the VAR model. In order to capture the main
features of real output in Canada, the authors include four variables in their VAR model — the growth
rate of real output, the first difference of inflation, the unemployment rate and the first difference of
the real interest rate. We can, however, think of alternative specifications, for example Blanchard and
Quah's bivariate VAR model with output and unemployment, or a model that includes only output
and inflation. It is important, therefore, to motivate the choice of variables. Figure 1 shows how the
estimates of the output gap can be sensitive to the specification of the underlying model. It compares
an estimate of the output gap for Canada derived from the four-variable model used in the paper with
an estimate derived from a bivariate model with the growth rate of output and the first difference of

inflation. The two measures of the output gap look quite different and have a correlation coefficient of
only 0.34.2

Figure 1 : Output gap estimates from 2-variable and 4-variable
VAR models and the HP filter method
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Another advantage of the LRRO method is that it is flexible with respect to the properties
of the variables used in the model. As the authors state, "the assumptions on the level of integration
are not part of the methodology per se" and "changing these assumptions could have a significant
impact on the results". The degree of differencing to be used for variables other than output (which
should be I(1)) is, however, a tricky issue. The authors assume that both the real interest rate and the
inflation rate have unit roots, but if these series have almost but not exactly unit roots, important
information on the short-run dynamics of output may be lost by differencing them?. We can get a
sense of whether we over-difference and lose important information by comparing the impulse

2 The correlation coefficient rises however to 0.75 when both models are estimated using the level of inflation. Figure 1

reports also the HP filter estimate of the output gap.

3 The estimates would still be consistent if the series are not differenced.
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response functions of the bivariate and the four-variable models. Figure 2 shows that the output gap
derived from the bivariate model looks very different depending on whether we difference inflation.
The two series have a correlation coefficient of only 0.47. In the authors' four-variable model,
however, it does not matter that much whether inflation and the interest rate are differenced or not

(Figure 3).
Figure 2 : Output gap estimates in the 2-variable model with
inflation and the first difference of inflation
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Figure 3 : Output gap estimates in the 4-variable model with
inflation and the first difference of inflation
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Finally, an advantage of the LRRO method over the mechanical approaches is that it
provides estimates of the current as well as of the expected future output gap. However, these
estimates are generally very uncertain. There is a trade-off in choosing the number of lags in a VAR
mode] between keeping it low to reduce the uncertainty of the estimates and keeping it high to avoid
the bias in the estimation of the structural components. Still, Figure 15 in the paper shows several
episodes where the LRRO output gap estimate for Canada is significantly different from zero in
several instances. The authors also find that their results are robust to using 6 or 10 lags instead of 8.
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An empirical assessment of the link between the output gap and inflation
in the French economy!

John Baude and Gilbert Cette

Introduction

There may be many reasons for making a diagnosis of the position of an economy in the economic
cycle. Such a diagnosis makes it possible, for example, to assess the economy's growth potential,
potential inflationary pressures and the structural position of government finances. This paper
addresses the second of these three concerns. For the French economy it attempts to give an empirical
analysis of the relationship between the position in the cycle, as determined by various indicators of
the output gap, and inflation. It draws on previous work on the same subject, such as by Giorno et al.
(1995) on estimations of the output gap and by Turner (1995) on the link between these indicators and
inflation.

The choice of the methods used to estimate output gaps and their link with inflation was
based on three criteria which we felt to be essential and which played a major role in our final
decision.

1. The methods had to be reproducible by any economist using the same statistical data.
This meant that we were unable to include so-called "expert" opinion.

2. They had to be easy to apply to different industrialised countries using standardised
databases. For that reason it was important to limit the volume of data used in the
calculations.

3. They had to produce quick results, so as to be systematically repeatable at low costs
whenever the database is updated or changed.

These three criteria lie behind the original and specific features of the present study, as
regards both construction of the output gap indicators (e.g. in the measurement of the capital stock
and the estimation of an equilibrium rate of unemployment) and determination of the link between
inflation and these indicators. The methods are deliberately crude. They cannot claim to provide a
detailed diagnosis of the position of economies in the cycle or of the link between this position and
inflation. The results must necessarily be compared with results obtained using other methods. It
should also be borne in mind that this study is a reflection of work in progress. It does not in any way
represent an official position of the Banque de France.

Section 1 looks at the methods used for estimating the output gap and their results, while
the links with inflation are analysed in Section 2.

1. Estimations of the output gap?

Economists have put forward a variety of alternative methods for diagnosing an
economy's position in the economic cycle. They may be based on a single variable, in which case only

This paper reflects work in progress at SEMEF. It does not in any way represent an official position of the Banque de
France. Some of the data processing for this study was carried out by Laurent Baudry, Lydie Gomez and Béatrice
Saes-Escorbiac.

This is a summary of more detailed arguments contained in Cette (1997).
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data concerning output (GDP if the study is carried out at an aggregate level) are used. Alternatively
they may be based on multiple variables, in which case the approach may be structural (e.g. based on
explicit production functions) or non-structural (e.g. based on VAR models).

The time horizon may be more or less distant. Within this context, the methods may also
assume a greater or lesser degree of flexibility with regard to factors of production. In single-variable
studies, the choice of time horizon consists of "restricting", to a greater or lesser extent, the acceptable
variations of potential output. In multiple-variable studies, it consists of symmetrically "restricting",
to a greater or lesser extent, the acceptable modifications of the variables explaining potential output.
Let us take structural methods as an example. If we consider the very short term, stocks of factors of
production may be regarded as fixed and the gap between actual and potential output is explained
simply by degrees of factor utilisation. If we consider the longer term, factor stocks may be regarded
as adjustable, within more or less explicit limits. For example, for the labour factor this could be the
immediately available manpower (i.e. the labour force) or potentially mobilisable manpower (i.e. the
potential labour force after taking cyclical declines in participation rates into account). Over the very
long term, stocks of the two factors may even be regarded as entirely adjustable (e.g. by recourse to
immigration for the labour factor), in which case potential growth becomes indeterminate.

This variety of methodological options explains why so many estimations and methods
have been proposed in the academic literature since the pioneering work of Okun (1962), who
proposed a simple linear relationship between the deviation of unemployment from its natural level
and the deviation of output from its potential level. A wide-ranging critical review of the literature is
contained in Cour, Le Bihan and Sterdyniak (1997), referred to subsequently as CLS (1997).
Likewise, there is no evidence that similar players in different countries (e.g. central banks) favour
one particular methodological approach over another, or that different players (e.g. international
organisations) favour one particular approach for the same purpose (e.g. formulating medium-term
growth scenarios).

There is no shortage of examples of this diversity of methods. The US Federal Reserve
uses a method based on Okun's law (cf. Kahn (1996)). The Bank of England uses a number of single-
and multiple-variable methods (cf. Fisher, Mahadeva and Whitley (1997)). The Bundesbank uses a
structural method in which the output gap is explained by degrees of factor utilisation alone (cf.
Bundesbank (1995) and Westermann (1997)). The same pattern is to be found among international
organisations, which use such estimations to formulate medium-term growth scenarios. The European
Commission uses a single-variable method based on a smoothing of GDP (cf. Ongena and Roger
(1997)). The IMF uses a structural method in which the output gap is explained by degrees of factor
utilisation and by the gap between the unemployment rate and an estimation of the NAIRU (cf. De
Masi (1997)). The OECD uses a number of single- and multiple-variable methods. Among the latter,
particular emphasis is placed on a structural approach in which the output gap is explained by degrees
of factor utilisation and by the gap between the unemployment rate and an estimation of the NAWRU
(cf. Giomo, Richardson, Roseveare, Van Den Noord (1995), subsequently referred to as GRRV
(1995), and Giorno and Suyker (1997)).

In the context of this wide diversity of methods, the approaches described here, which
continue earlier work (cf. Villetelle (1994)), have a distinctly pragmatic cast. Rather than preferring
one estimation to another, we have defined three alternative calculations of potential output and, as a
corollary, of the output gap. Our diagnosis is enriched by a comparison of the different results. Two of
the methods are single-variable methods. The third is a multiple-variable method with a structural

component in which the output gap is explained by the degree of factor utilisation and by the gap
between the actual and equilibrium rate of unemployment estimated in a specific way. This third
method is the only one to display any original features, as the equilibrium rate of unemployment is
defined as the rate which would stabilise firms' profit ratios in the short term. Several calculations of
the profit ratio are envisaged. One of them takes into account the flow of firms' net interest payments.
This makes it possible to include financial considerations when determining the equilibrium rate of
unemployment and hence potential output and the output gap.
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Notation and data sources

Gross domestic product (GDP) or output

Smoothed output

Trend-based output

Potential output. Four estimations are proposed corresponding to the profit ratios TM1 to TM4

Output gap. The suffix L, T or Pi indicates the output indicator used to define the gaps.

Hence PIB = PIBL + EPIBL = PIBT + EPIBT = PIBPi + EPIBPi

Domestic employment

Real productive fixed capital employed in productive activity

as a suffix of the variables PIB, N or K, they indicate that these values relate respectively to non-financial
firms only or to the rest of the economy. Hence PIB = PIBE + PIBNE; N = NE + NNE and K = KE + KNE
Hicks-neutral technological progress in non-financial firms. Hence: PIBE = a(KE_) + (1-o)NE + 1),
where 0< o<1

Firms' profit ratio. Four profit ratios are calculated: a current profit ratio TM1 where gross operating surplus
at factor cost (balance N2 of the operating account for firms in the national accounts) is related to the value
added at market prices (balance N1 of the production account for firms), a profit ratio TM2 at market
prices, a profit ratio TM3 at factor cost and a profit ratio TM4 at factor cost excluding net interest charges

Weighting coefficient for capital in the Cobb-Douglas function representing firms' combination of factors

of production. The value of the coefficient is the average of the actual profit ratio between 1970Q1 and
1996Q2. Four values have been calculated: o1 = 0.256 for TM1, a2 = 0.312 for TM2 and o0 = 0.275 for
TM3. As TM4 is not really a profit ratio, it is assumed that 4 = o3

Unemployment rate

Equilibrium rate of unemployment. Defined by the equation: T Ci"=TC- B'IAT Mi, where B =0.5

Four equilibrium unemployment rates are calculated, corresponding to the four profit ratios defined above.
Productivity per capita: my = PIBE / NE

Retirement rate of capital goods

Production capacity utilisation rate (including recruitment)

Gross operating surplus : EBE = P.PIBE-W.NE

Consumer prices

Price of value added

Price of imports of goods and services

Average consumer price index of France's nine leading trading partners adjusted for exchange rates. The
weighting given to each is the share of imports of goods and services from that country

Wages per capita

Nominal interest rate

As a suffix of a variable, indicates its equilibrium level

In front of a variable, indicates its variation from one period to another
Above a variable, indicates its growth rate

As a suffix of a variable, indicates its smoothing

Above a variable, indicates its average

Lagging operator

Lagging operator polynomial

Other variables affecting the rate of wage growth

O(L)P. - P

Lower-case variables correspond to their logarithm

Data sources: except where otherwise stated, all data used in this study are drawn from the quarterly national accounts

The chosen methods are deliberately simple. They cannot claim to provide a detailed

diagnosis of the position of economies in the cycle. The results should rather be compared with those
derived from other methods. We shall begin by describing the three methods used (Section 1.1) before
discussing the main results (Section 1.2).
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1.1 The methods used

The first estimation of the output gap (written as EPIBL) is based on a smoothing of the
output logarithm using the Hodrick-Prescott filter. The usual standard value for the smoothing
parameter (A = 1,600) is applied to the quarterly data used here. We shall not go into the very
numerous limitations of this method since they are discussed in detail in the literature (cf. for example
Allard (1994), CLS (1997) and Berger and Teil (1996)). The main advantages of the method are that it
is quick, easy to use and reproducible and that the results are easy to interpret.

The second method (written as EPIBT) is based on estimating a determinist output trend
in order to obtain trend-based output, taking into account possible breaks in the trend when such are
suggested by analysis of the residuals. The method is standard (cf. for example INSEE (1995)) and it
calls for determination of the trend and possible breaks. Our estimations have been made using an
algorithm designed by Berger and Teil (1996) which determines endogenously the most significant
combination of significant breaks in the trend. Although this method is relatively sophisticated from a
technical standpoint, it remains open to the usual criticisms made of any determinist approach (cf. for
example Berger and Teil (1996)). It has the same advantages as the smoothing method and the fact
that it is entirely reproducible is a particularly important feature for estimations of this type.The
estimations carried out for France over the period 1960-95 show two breaks in the output trend, in
1973Q3 and 1980Q2. Accordingly, the underlying growth rate of French GDP is approx. 2.0% since
1980.

A third method (written as EPIBP) is based on a structural approach to the calculation of
potential output, which combines the choice of factors of production with determination of an
equilibrium rate of unemployment (7CE). The estimation is carried out in the following stages.

i) First, it is assumed that only non-financial firms are endogenous, whereas the rest of
the economy is exogenous.

ii) Our estimation of firms' fixed capital stock is not derived from national accounts,
which are based on assumptions that are inevitably fragile and that differ widely from one country to
another. Indeed, we have estimated the capital stock, assuming the sudden death of capital goods and
an average lifetime of 12 years. The sudden death hypothesis has only a marginal effect on the profile
of the statistical series derived in this way (cf. Maddison (1993)). The assumption that capital goods
have a lifetime of 12 years (48 quarters) is based on estimations cartried out on large samples of
French firms (cf. Cette and Szpiro (1988)).

iii) Our specification of firms' choice of factors of production is based on a Cobb-
Douglas function with constant returns to scale. It further assumes that technological progress f{¥) is
Hicks-neutral and that factors of production are limited to the stocks of labour NE and capital KE; the
mobilised capital stock KE at quarter ¢ is the fixed capital stock at the end of the previous quarter.
This gives:

pibe = alke_;) + (1- a)ne + f(t),where 0<ac<l )

As usual, estimation of equation (1), with the additional assumption of a deterministic
trend (with possible breaks) for the effects of technological progress f{¢), gives aberrant results for the
o parameter (cf. Berger and Teil (1996)). Thus, the value of oo was made equal to the average of firms'
actual profit ratio TM over the period 1970Q1 to 1995Q4. Four profit ratios were calculated: a current
profit ratio TM1 where gross operating surplus at factor cost (balance N2 of the operating account for
firms in the national accounts) is related to value added at market prices (balance N1 of the production
account for firms), a profit ratio M2 at market prices, a profit ratio TM3 at factor cost, and a profit

3" For a more detailed consideration of these matters, see Cette (1994).
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ratio TM4 at factor cost excluding net interest charges.# A comparison of TM3 and TMA4 shows the
impact of changes in interest charges on the equilibrium rate of unemployment and the output gap. As
TM4 does not really correspond to the share of capital in the primary distribution of income (it is not
the complement of the share of labour costs in value added), only the first three profit ratios were used
for the o coefficient. The o parameters calculated from these profit ratios are as follows: al = 0.256
for TM1, a2 = 0.312 for TM2 and a3 = a4 = 0.275 for TM3.

Equation (2) below was then used to calculate the Solow residual for technological
progress f(t) from each of the three profit ratios, here given the index j:

£(t), = pibe — o (ke_y) + (1= a; )ne )

iv) The fourth stage consisted of calculating the equilibrium rate of unemployment 7C*,
which may be defined as the rate which implies no acceleration of wages (NAWRU) or prices
(NAIRU) or no change in the profit ratio. We used the latter definition because it is more effective
than the other two in limiting the difficulties of satisfactorily including the effects of changes in the
terms of trade. This method for calculating the equilibrium rate of unemployment has the added
advantage of being quick and easy to use (also in the context of macroeconomic forecasts) since the
only data required is a series of non-financial firms' profit ratios. The equilibrium rate of
unemployment is thus distinguished by the absence of short-term inflationary (or disinflationary)
wage pressures due to a conflict between wages and profits in the distribution of primary income.

To illustrate the method, the equilibrium rate of unemployment 7C* is defined assuming
that the change of the smoothed profit ratio TM1 (using a Hodrick-Prescott filter with A = 100)°
between two dates is proportional to the difference between the smoothed unemployment rate TC1
(using a similar Hodrick-Prescott filter) and the equilibrium rate TC*:

ATM1=B(rC1-TC") 3)

* 1 * 1
Hence: TC =TC1-—ATM1, or: TC —TC =(TC1-TC)——ATM]1, where B > 0.
§ B

This link between changes in the profit ratio and the gap between the actual and
equilibrium rate of unemployment is based on the method used in OECD studies to calculate the
NAWRU (cf. GRRV (1995)), which links wage acceleration to the gap between the actual and
equilibrium rate of unemployment. The method was originally put forward by Elmeskov (1993) and
Elmeskov and Macfarlan (1993). We show in Annex 1 that under certain assumptions equation (3)
can be deduced from a simplified price-wage loop. This calculation of the equilibrium rate of
unemployment differs from previous, more sophisticated estimations of the NAIRU carried out at the
Banque de France, based on structural or reduced price-wage loops (cf. Jackman and Leroy (1995)).
The equilibrium rate of unemployment estimated here corresponds to a short-term approach. Although
the calculation is based on variables that have been previously smoothed, smoothing is carried out
over short periods and thus does not in any way correspond to a calculation of the structural rate of
unemployment (cf. Layard, Nickell and Jackman (1991)).

The calculation of non-financial firms' profit ratios was adjusted for the impact of the growth of the wage-earning
class. For a more detailed consideration of these matters, see Cette and Mahfouz (1996).

The choice of short-period smoothings (A =100) is due to the fact that longer-period smoothings (e.g., A = 1,600)

cause the effects of the first oil shock to be reflected in the equilibrium unemployment rate even before 1973, which
seems absurd to say the least.
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The gap between the actual and equilibrium rate of unemployment combines two effects:
the smoothing of the unemployment rate and changes in the smoothed profit ratio (equation (3)). The
B parameter affects only the amplitude of the second effect and not its sign. The effect is positive
before the first oil shock (the profit ratio improves), then negative until the early 1980s (the profit
ratio deteriorates), then positive again until the early 1990s and has remained positive in recent years.
There is little change in the behaviour of the parameter according to the different profit ratios used. In
the recent period, the fall in firms' net interest charges (due to lower average interest rates and firms
shedding debt) has caused the equilibrium rate of unemployment calculated from the profit ratio
(TM4) to diverge significantly from the three others.

As explained in Annex 1, we decided to set B = 0.5 as a standard value. We then used
equation (3) to calculate four equilibrium unemployment rates (7C1* to 7C4*) from the four
previously defined profit ratios (7M1 to TM4).

v) We then calculated non-financial firms' potential employment (NE*) as the difference
between total potential employment in France and employment excluding non-financial firms,
smoothed using a Hodrick-Prescott filter (with A = 1,600). Total potential employment in France was
calculated by applying the previously calculated equilibrium rate of unemployment to the labour force
(according to ILO definitions) smoothed using a Hodrick-Prescott filter (with A = 1,600). Four series
of non-financial firms' potential employment were calculated in this way, corresponding to the four
series of equilibrium rates of unemployment.

vi) The next stage was to calculate non-financial firms' potential value added by
applying the production function represented by equation (1) to potential quantities of factors. The
potential effect of technological progress (f{)*) was estimated by its smoothed value using a Hodrick-
Prescott filter (with A = 1,600), the potential capital stock by its actual level (K* = K), and non-
financial firms' potential employment as described above. Four series of non-financial firms' potential
value added were calculated in this way, corresponding to the four series of non-financial firms'
potential employment and of the corresponding values for the factor weighting parameter.

vii) Finally the level of potential output (P/BP) was calculated by adding non-financial
firms' potential value added to the value added of the rest of the economy smoothed using a Hodrick-
Prescott filter (with A = 1,600). Four series of potential output (PIBP1 to PIBP4) and of potential
output gaps (EPIBP1 to EPIBP4) were calculated in this way, cotresponding to the four series of non-
financial firms' potential value added.

Clearly, this third approach, like the other two, has a number of weaknesses relating to
the various simplifying assumptions included in the calculation. Like all estimations of potential
output, the ones proposed here are crude and, inevitably, relatively imprecise. Thus, the indicators
should be considered more for what they show, when they are consistent with each other or when their
divergence can be interpreted, rather than for their actual levels.

1.2 Main results

We should emphasise that these estimations have been carried out using data from the
national accounts, supplemented by Banque de France forecasts® for the French economy.
Consequently the results for recent years may differ significantly from those of other studies based on
similar methods but using other forecasts to extend historical data series.

i) The estimated potential growth rates lead to a fairly common diagnosis: potential
output growth in France slowed considerably over the period, falling from approx. 4.0-5.0%
(depending on the indicators) before the first oil shock to approx. 1.5-2.0% in recent years. The two

©  These forecasts estimate average annual output growth in France at 1.1% in 1996, 2.3% in 1997 and 2.8% in 1998.
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main slowdowns occurred after the first oil shock and in the early 1990s (see Table 1). As this broad
analysis has already been developed in numerous other papers on the subject (cf. for example GRRV
(1995), Giorno and Suyker (1997) and Bouthevillain (1996)) we shall not go into further detail here.

Table 1

Potential and actual growth of French output (in percentages)

Output indicator Abbrev. | 1988 | 1989 | 1990 [ 1991 | 1992 | 1993 [ 1994 | 1995 | 1996
Actual PIB 45 143 |25 (08|12 ]-13(28 |22 ] 1.1*
Smoothed PIBL 30128 1231181311213 ]15]17
Trend-based PIBT 20 120120 (20120 ]201[20]207]20
Current potential PIBP1 32 130 (124 (1711009 ]13] 17|18
Potential at market prices PIBP2 3213012411711 110]14]17 {18
Potential at factor cost PIBP3 32 13024 |17 [10] 10| 14 ] 17 | 18
Potential at factor cost excl. PIBP4 30 | 28 | 24 ] 16| 11 12 1 15|16 | 1.7
interest charges

* Forecast.

For two main reasons the low potential growth rates of recent years should not be
regarded as definitive. First, recent figures for real growth have not yet been finalised and are thus
liable to change. Secondly, estimations of potential output for recent years could be modified (on
account of the smoothing or trend adjustment methods) according to actual growth in 1996 and
subsequent years. Thus, the same estimation methods will give higher potential growth rates for the
years 1993-95 if actual growth is higher in subsequent years.

Table 2

Gaps between potential and actual output in France (in percentages)

Potential output indicator Abbrev. 1988 [ 1989 | 1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996
Smoothed EPIBL 0.1 115117107 ]05]-20]-05102]-05
Trend-based EPIBT 04 | 341392718 |-15[-07]-05]-15
Current potential EPIBP1 -0.1 [ 1.1 | 1.2 | 03 |05 {-1.7[-03]-02]-0.5
Potential at market prices EPIBP2 01111 {12]03]05/|-19]-051-01]-06
Potential at factor cost EPIBP3 -0.1 | 1.1 12 {0305 |[-18]-041-0.1]-0.6
Potential at factor cost excl. EPIBP4 02|12 (14]05}|05]|-20]-07]-02]-08
interest charges

ii) There is nothing unusual about the variations in output gaps and the position in the
cycle to which they correspond (cf. for example the studies cited above), so we will not comment on
them in any further detail here (see Table 2 and Chart 1). The fact that output gaps are relatively small
in the last two years can be attributed to the same reasons as those given earlier concerning potential
output growth.

A consideration of the links between the various output gaps, the gaps between actual and
equilibrium rates of unemployment and the capacity utilisation rate,” gives the following results (cf.
Annex 3, Table A3-1).

7 In this case manufacturing firms' production capacity utilisation rate including recruitment (TUA) measured by INSEE

from its quarterly economic survey.
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Chart 1

Annual gaps (as %) between actual output and potential cutput
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The smoothed output gap (EPIBL) and the four output gaps (EPIBP1 to EPIBP4) from a
structural approach entirely correlate with each other (the correlation is of the order of 99%). The
correlation with the trend-based output gap (EPIBT) is smaller (75-80%). The output gaps also
correlate with the four gaps between actual and equilibrium rates of unemployment, and the
correlation is strong (60-70%) for the four "structural" gaps (EPIBP1 to EPIBP4) and less strong
(40-50%) for the other two (EPIBL and EPIBT). All output gaps correlate fairly strongly (75-85%)
with the production capacity utilisation rate, though the correlation is less strong (60%) for the trend-
based output gap.

The four gaps between actual and equilibrium rates of unemployment (TC1*-TC to
TC4*-TC) correlate entirely with each other (the correlation is of the order of 99%), while the
correlation with the production capacity utilisation rate is much less strong (20-30%). This suggests
that output gap indicators do indeed synthesise the pressures on both goods and labour markets. It also
suggests, however, that the indicators of labour market pressures provide different information from
the indicators of pressures in the goods market.

The econometric results that explain output gaps in terms of the pressures in the two
markets show that a gap of one point more (less) between actual and equilibrium rates of
unemployment increases (reduces) the output gap by 0.8-0.9 of a point, and that one point more (less)
on the production capacity utilisation rate increases (reduces) the output gap by 0.3 of a point. The
effect of each pressure variable seems fairly robust with regard to both the presence of the other and to
the method used to estimate the output gap. These results confirm that the potential output gap
indicators developed here reflect pressures exerted in the goods and labour markets simultaneously.

Two results relating to the level of estimated output gaps deserve particular attention.

First, the trend-based output gaps (EPIBT) are larger over the last two years than the
other output gaps. This result is simply due to the fact that the average output trend since 1987 (when
the second and last break in the trend occurred) is higher than the growth rates of the other potential
output indicators which were dampened by low actual rates of GDP growth in the most recent years.

50



Secondly, the potential output gap at factor cost excluding net interest charges (EPIBP4)
was 0.2 of a point larger in 1996 than the potential output gap at factor cost (EP/BP3). This difference
is due to the fall in firms' net interest payments (expressed in points of value added) in recent years as
they have shed debt and as interest rates have fallen (cf. Cette and Mahfouz (1996)). This fall in
interest charges has influenced the comparative trends in the two output gaps through its impact on
estimations of the equilibrium rate of unemployment (see below).

Table 3

Gaps between the actual and equilibrium rate of unemployment in France
(in percentage points)

Equilibrium rate of unemployment|Abbrev. | 1988 | 1989 | 1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996

indicator

Current 7C1* 06 {02 1-03]-02]-02}03]04]-04]0.1

At market prices 7C2* 07 {03 1]-03(-02]-02[04]06]-02]0.3

At factor cost TC3* 07 103]-03]-02]-02]041]05]-03[02

At factor cost excl. interest charges | TC4* 07101 -05]-041-03]061|]09]0.1]0.5
Chart 2
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iii) Variations in the short-term equilibrium rate of unemployment diverge relatively
little from variations in the actual unemployment rate (Table 3 and Chart 2), because the former do
not correspond to unemployment rates below which inflationary pressures would inevitably appear,
but merely to unemployment rates which (under various simplifying assumptions) would allow
various profit ratios to stabilise in the short term, taking actual wage pressures on the labour market
into account. In other words, these equilibrium unemployment rates are liable to fall substantially in
future periods if the situation on the labour market can be improved without a parallel fall in firms'
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profit ratios, caused either by wage pressures or by increased competitive pressures on price
formation.

The gap between actual and equilibrium unemployment rates is distinctly negative from
the first oil shock until the end of the 1970s (firms' profit ratios fell significantly), but positive
throughout the 1980s (firms' profit ratios rose significantly). It was between 0.5 and 1 of a point in
1994 and between 0.1 and 0.5 of a point in 1996. Because of the fall in firms' net interest payments in
recent years, the equilibrium rate of unemployment which takes this element into account (7C4*) is
lower than those that do not (e.g. TC3%).

2. A link between the output gap and inflation

2.1 The expected link between the output gap and inflation

What influence might an economy's position in the economic cycle have on inflation?
The Phillips-curve equation alone cannot provide the answer, because the continuing upward drift of
unemployment and the absence from the equation of any indicator of pressures on the goods market
mean that it cannot reflect the short-term inflationary pressures in the economy, the time horizon on
which we have focused. We, therefore, substituted a cyclical indicator ofi inflationary pressures in the
goods market. In this way we, alternatively, tested the output and the capacity utilisation gaps. The
former, whether derived from a smoothed trend (EPIBL) or by calculating potential output (EPIBP3),
is supposed to synthesise pressures on all goods and labour markets, and the latter, pressures in the
goods market alone.

The output or capacity utilisation gap may have a dual influence on inflation. At times of
economic recovery, for example, there is a certain time lag before the effect is reflected in staffing
levels and the capital stock. Firms, therefore, use factors of production more intensively before
recruiting and investing. The resulting decline in unit costs attenuates price growth at an unchanged
marginal profit rate. At the same time, however, growing pressures in the goods market and increasing
wage claims as conditions in the labour market improve cause prices to accelerate, still assuming that
margins remain stable. The combined effect, summarised in a single, reduced equation, is thus
theoretically indeterminate, though most studies conclude that the overall effect is positive. Inflation
may accelerate even though output has not reached its potential level. The faster output gap is
absorbed, the stronger this factor affects inflation, which is then liable to accelerate (Turner (1996)).

Price acceleration during the upper phase of the cycle may be more pronounced than the
deceleration observed when the output gap is negative (cf. Turner (1995), Clark et al. (1996)). This
possible assymetry, not tested in this study, is based on the Keynesian idea of an inflected supply
curve that is almost vertical beyond the level of potential output.

2.2 The estimation period and the equation

A cyclical indicator of activity reflects cyclical movements in inflation but cannot explain
a structural change such as the marked price deceleration over the periode 1982-86. Consequently it is
preferable for the estimation periode not to include this transition phase. Being a time of instability, it
could blur any measurement of the effect that the output or capacity utilisation gap might have on
inflation. The estimation period using quarterly data, which is, therefore, discontinuous, included two
phases corresponding to periods of high then low inflation. The first period begins in 1973 and stops
in the first quarter of 1982, before the wage and price freeze was decided and put into effect. The
second, which follows the last devaluation of the French franc, begins in the second quarter of 1987
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and continues until the end of 1994.8 Choosing a truncated period like this means that, for each of the
two phases, price formation is assumed to have remained stable, give or take a constant. The
assumption underlying this choice is implicit in the fact that there is only one break in the series,
which affects the constant and not the behaviour of the explanatory variables. Statistical tests clearly
show a change in average inflation (Ponty (1997)) which, although difficult to situate precisely, seems
to have taken place during the price deceleration phase. It may also correspond to a far-reaching
change in expectations following a change in economic policy. Recent research by Fisher et al.
(1997), which is not based on a truncated period as is the case here, takes official price growth
objectives into consideration in expectations of inflation.

Inflation in France does not result solely from internal pressures related to activity,
whether measured by the output or the capacity utilisation gap. It also depends on variations in prices
outside France. Growth of the import deflator can take this into account, but it has the disadvantage of
including the margin behaviour of foreign exporters on the French market, largely determined by
inflation in France. Consequently we shall see whether another indicator, namely the average inflation
adjusted for the exchange rate of France's main trading partners, might no be more relevant. Lastly,
one or more autoregressive terms will be included in order to correct any autocorrelation of residuals.
The equation, in its most general form, is as follows:

p.= Zal. P+ ijGAP_j + %ck Py td+ d'1[87Q2_94Q4]
i J

GAP : indicator of internal pressures:

output gap (EPIBL or EPIBP3)
capacity gap (ECAP =TUA - TUA)

1[87 02-9404] * dummy corresponding to the period 1987Q2 to 1994Q4

2.3 Results

Over the survey period, all the internal pressure indicators exert a positive and significant
influence after two quarters. Only the capacity utilisation gap required smoothing® (see Table 4). The
influence proves to be relatively unaffected by the choice of the variable designed to reflect external
inflationary pressures. However, we preferred to include changes in the import deflator in subsequent
regressions because the regressions seemed to be of higher quality from a statistical standpoint (see
Tables A3-1 to A3-4 in the Annex).

The medium-term elasticity of the output gap (0.14) is twice as large as that of the
capacity utilisation gap (0.07). However, the two indicators displayed such highly dissimilar
variations of amplitude that their elasticities are not comparable as they stand. But once the indicators
have been centred on the mean and reduced by the standard deviation, they prove to be identical and
close to 0.15 (see Table 5 and, in the Annex, Table A3-7). Thus, a one-point centred and reduced gap
maintained for one year would entail price acceleration of 0.6 point. The absence of any speed limit
effect in the regressions is due perhaps to the fact that the output gaps used in this study are short-term
gaps which are quickly absorbed. The medium-term impact of an acceleration of imported inflation on
price growth in France seems to be relatively weak. When import price growth accelerates by one
point quarter-on-quarter, inflation in France increases by only about 0.1 point.

8 Quarters subsequent to the fourth quarter of 1994 were not included in the estimation because "extremity effects" can

adversely affect the reliability of the output gap.

9  Four quarters were smoothed as follows : TUA 0 othed = (TUA + 1.5TUA | + 1.5TUA , + TUA 3)/5.
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Table 4

Measurement of inflation with alternative indicators of internal pressures (IPI)
and with growth of the import deflator

IPI . . constant | break in 2
P PL, ) (x100) | constant R o
(x100) (x100)
Smoothed ouput gap 0.29 0.09 0.09 1.57 -1.14 0.88 0.40
3.2) (2.0) (5.9) (6.2) (-6.9)
Potential output gap 0.28 0.10 0.08 1.59 -1.14 0.88 0.40
(3.0) (2.2) 5.9 (6.3) (-5.5)
Capacity utilisation gap 0.31 0.05 0.09 1.56 -1.15 0.88 0.40
(smoothed) 34 2.1 (6.0) (6.3) (-5.5)

Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.

Table 5

Medium-term elasticities between inflation and the ouput (or capacity utilisation)
gap and imported inflation

Medium-term Impact of one point | Impact of one point | Impact of one point | Impact of one point

effect on the output gap | on the capacity gap | on the centred and on imported
reduced output or inflation

capacity gap

Impact over 1 0.14 0.07 0.15 0.12

quarter

Impact maintained 0.6 03 0.6 0.5

over | year

These effects appear to be stable from one phase to another: most breaks in behaviour
prove to be insignificant. Thus, the output or production capacity gap and imported inflation appear to
have the same influence on price growth in periods of both high and low inflation (see Tables A3-5
and A3-6 in the Annex). However, some results are sensitive to the definition of the estimation
period. The effect of the smoothed or potential output gap no longer appears to be significant when
the years 1973-75 relating to the first oil shock are left out. But the robustness of the equations would
need to be further assessed by making a sweep of this kind over the entire period. Dynamic
simulation!? of the equations over each of the two phases sheds some initial light (see Charts 3 to 5).
The main swings in price growth seem to be fully taken into account until the early 1990s. However,
actual and simulated curves diverge somewhat thereafter: during the period 1993-94, when the
capacity utilisation gap was used as an indicator of inflationary pressures; and more clearly during the
period 1995-96 when the output gap was used.!!

10 Simulated price growth, shown in graphic form, is calculated quarter-on-quarter. The curve is smoother and easier to
interpret than the quarterly growth curve simulated directly from the equation.

11 Simulated price growth for the years 1995-96 (i.e. beyond the estimation period) could not take account of every

possible change in the manner of price formation occuring during those years. Moreover, there may be "extremity
effects".
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Chart 3

Actual and simulated quarter-to-quarter price growth
based on the smoothed ouput gap
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Chart 4

Actual and simulated quarter-to-quarter price growth
based on the potential ouput gap
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Chart 5

Actual and simulated quarter-to-quarter price growth
based on the capacity utilisation gap
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Conclusion

The methods proposed here for constructing output gap indicators and linking them to
inflation meet three initial conditions : they are reproducible, easy to use and quick to produce results.
They are based on a single or multiple-variable approach, including a structural component in the
latter case. The results are mutually consistent and correspond to the results of the many other studies
on the subject. The equilibrium rate of unemployment, defined here as the unemployment rate at
which firms' marginal profit rates are stabilised in the short term, is calculated by comparing real
pressures on wage growth with assumed pressures on the labour market, the latter being measured by
the gap between the actual and equilibrium rate of unemployment. This method also makes it possible
to identify the influence of changes in firms' net interest payments on short-term labour market
pressures. These estimations, like all estimations of such indicators, are based on a large number of
assumptions which we have endeavoured to clarify, though some of them are inevitably open to
discussion. Our estimations should therefore be treated with the utmost caution.

The output or capacity utilisation gaps are found to exert an influence on price growth in
France. The influence proves to be of the same size and does not appear to be affected by the
inflationary climate. Whether inflation is high or low, there is an average inflation rate around which
price growth fluctuates in response to internal and external pressures according to stable patterns of
behaviour.

56



Annex 1

Firms' profit ratios and the equilibrium rate of unemployment: in search of a
simple link

We shall first show, from a simplified wage-price loop and a few robust assumptions,
how it is possible to link variations of the profit ratio with the gap between the actual and equilibrium

rate of unemployment, and then go on to propose an empirical calibration of the parameter of this
link.

A. Link between variations of the profit ratio and actual and equilibrium rates of
unemployment

i) Profit ratio equation

W.NE W.NE o
™ =1- = 1-T™M = by approximation: (AD)
P.PIBE P.PIBE
ATM =P+ ity —W and (A2)
P=W -1, +ATM (A2)

ii)  Wage formation. Our starting point is a standard augmented Phillips-curve equation:

W= (p(L)PC —BTC + AV 1, where: B>0, and ¢(1) =1 by assumption (A3)
= W=P+(6(L)P, - P)-BTC+4V1 (A3")

AV = q)(L)PC — P represents the influence on wage growth of lags in wage indexation and

deviations between Pc and P due to changes in the terms of trade or indirect taxation.

iti) TM* is not directly influenced by the labour market

EBE EBE KE * EBE ) KE )
™ = = . = IM = . (A4)
P.PIBE P.KE PIBE P.KE PIBE
EBE ) KE )
(—] =TI + 3 if resources are well allocated and —J depends on technological factors.
P.KE PIBE

The equilibrium profit ratio does not, therefore, depend on the labour market situation.

ATM " is assumed to be very weak, so that:

ATM =0 (AS)
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iv)  From one period to another, changes in the equilibrium prove that:

% v K

P:W—‘ch

e \ . = BTC +7y — AV 1- AV 2 =0(A6)
W =P +AV2 - BTC + 4V 1

(A2), (A3") and (AS)=> {

v) Changes in actual situations prove that:

(A2 and (A3) = ATM=BTC*+7'tN—AV1—AV2 (A6")
By differentiating (A6') and (A6), and assuming AV2 = AV2*, we obtain:

Aty =B(rC - 1C”) QED (A7)

B. Calculating the parameter 3

From the previous equation we may assert:

2
A'TM =B(ATC - ATC") = B= -———A—TM—* (AT)
(arc - aTC)

Assuming ATC "= AT Cl in the short term, we obtain:

ATM
(ATC - ATCI)

in

B (A8)

The average value of the B coefficient obtained by applying equation (A8) is not
homogeneous for the different profit ratios used and is even negative for the profit ratio at market
prices (cf. Table Al, columns 1 and 3). This is because the denominator of the equation assumes
values very close to zero in certain quarters or in certain years. We have decided to impose f=0.5 as
a standard value, for three reasons.

1. B =0.5 is the value for which the various estimations of the output gap (using all the
different methods described) are the same in 1993, the year in which the output gap was the smallest
(approx. —2.0%) in the last ten years.

2. B = 0.5 corresponds to the average value resulting from application of equation (A8),
for the four profit ratios under consideration and for the two smoothing parameters used for the HP
filter (. = 100 and A = 1,600), if the quarterly values of P are reasonably bounded within the interval
[0;1] (cf. Table A1, columns 2 and 4). These bounds seem reasonable because the [ parameter cannot
be negative. Moreover, if B = 0 the unemployment rate does not influence the profit ratio and >1 the
influence is negligible and there is little difference between the actual and equilibrium rate of
unemployment (cf. Annex 2).

3. If equation (A6') is deduced from a standard wage-price loop, the [ parameter
corresponds to the effect of the level of unemployment on wages growth (equation (A3)). The
calibration 3 = 0.5 corresponds to estimates of the augmented Phillips-curve equations used in the
main French macroeconomic models (cf. G5M (1996)). In augmented Phillips-curve equations, when
the level of unemployment influences wages growth (as in the Hermes model, for example), the
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estimated [ parameter is generally close to 0.5. When it is the logarithm of the unemployment rate
that influences wages growth (as in the Amadeus model, for example), the estimated [ parameter is
close to 0.03 which, for unemployment rates in the region of 12%, is also consistent with a value B =

0.5.

Table A1l

Average value of } obtained by applying equation (A8) to the interval 1970Q1 to 1995Q4

Smoothing parameter of HP filter:

Smoothing parameter of HP filter:

A=1,600 A=100
Without bounds B bounded in the Without bounds B bounded in the
interval [0;1] interval [0;1]
™1 3.14 0.48 10.72 0.50
™2 -0.77 0.48 — -2.83 0.50
TM3 1.41 0.49 _ 2.88 0.51
™4 1.19 0.51 2.38 0.53

/

Note: TM1: current profit ratio; TM2: profit ratio at market prices; 7M3: profit ratio at factor cost; and TM4: profit ratio at
factor cost excluding interest charges.
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Annex 2

Table A2-1

Correlations between output gaps, gaps between actual and equilibrium unemployment rates
and the production capacity utilisation rate (quarterly data: 1970-95)

EPIBL EPIBT | EPIBP1 | EPIBP2 | EPIBP3 | EPIBPA | TC1*- TC2*- TC3*- TC4*- TUA
IC 7C 1C IC
EPIBL - 0.81 0.97 0.97 0.97 0.97 0.45 0.44 0.44 0.53 0.74
EPIBT 0.81 - 0.79 0.78 0.78 0.80 0.40 0.37 0.39 0.49 0.59
EPIBP] 0.97 0.79 - 0.99 0.99 0.99 0.58 0.57 0.57 0.63 0.68
EPIBP2 0.97 0.78 0.99 - 0.99 0.99 0.57 0.57 0.57 0.64 0.70
EPIBP3 0.97 0.78 0.99 0.99 - 0.99 0.59 0.58 0.59 0.65 0.69
EPIBPA 0.96 0.79 0.99 0.99 0.99 - 0.60 0.60 0.60 0.69 0.69
TC1*-TC | 0.47 0.44 0.63 0.62 0.63 0.64 - 0.99 0.99 0.94 0.20
TC2*-TC | 0.47 0.40 0.61 0.62 0.63 0.64 0.99 - 0.99 0.97 0.21
TC3*-TC | 047 0.42 0.62 0.62 0.63 0.65 0.99 0.99 - 0.97 0.20
TC4*-TC | 0.57 0.52 0.68 0.69 0.70 0.74 0.94 0.97 0.97 - 0.30
TUA4 0.82 0.60 0.77 0.79 0.77 0.77 0.23 0.24 0.24 0.33 -
Table A2-2

Some results of econometric estimations explaining output gaps in terms of pressures in the
labour and goods markets — explained variable: EPIBPi, with i: 1 to 4

Data Quarterly: 1970-2 to 1995-4 Annual: 1971 to 1995
Explanatory variables R? Explanatory variables R?
i TCi*-TC TUA Ct DW TCi*-TC TUA Ct DW
1.15 0.00040 0.33 1.18 0.00040 0.39
(7.1) 0.5) 0.47 (3.8) (0.3) 1.63
1 0.32 -0.27 0.47 0.34 -0.28 0.60
(9.4) (-9.5) 0.53 (5.8) (-5.8) 1.06
~ 0.92 0.27 -0.23 0.68 0.90 0.29 -0.24 0.81
(7.9) 1(10.2) (-10.2) 0.87 (4.9) (6.9) (-6.9) 2.03
1.05 0.00047 0.33 1.07 0.00048 0.38
(7.0) (0.5) 0.46 (3.8) (0.3) 1.60
2 0.33 -0.28 0.49 0.35 -0.29 0.62
9.8) (-9.8) 0.54 (6.1) (-6.1) 1.07
0.82 0.28 -0.24 0.68 0.79 0.30 -0.25 0.81
(7.7) (10.5) (-10.5) 0.86 (4.8) (7.1) (-7.1) 1.95
1.10 0.00038 0.34 1.12 0.00039 0.40
(7.3) 0.4 0.47 (3.9) (0.3) 1.62
3 0.32 -0.27 0.47 0.34 -0.29 0.60
(9.5) (-9.5) 0.52 (5.9) (-5.9) 1.04
0.87 0.28 -0.23 0.68 0.84 0.29 -0.25 0.81
(8.1) (10.3) (-10.3) 0.90 (5.0) (7.0) (-7.0) 1.98
1.14 0.00030 0.47 1.16 0.00031 0.54
9.5) 0.4 0.49 (5.2) (0.2) 1.70
4 0.35 -0.30 0.48 0.38 -0.32 0.59
(9.6) (-9.6) 0.46 (5.7) (-5.7) 0.87
0.87 0.27 -0.23 0.73 0.85 0.29 -0.24 0.85
(9.6) (9.8) (-9.8) 0.86 (6.2) 6.7 (-6.7) 2.02

Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
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Annex 3

Results of estimates of inflation equations

Table A3 -1

Measurement of inflation with internal pressure indicators:
external pressures based on import deflator growth

Alternative internal . . constant | break in 2
pressure indicators (IPI) Pcy IPI , Pm (x100) | constant R o
(x100) (x100)
Smoothed ouput gap 0.29 0.09 0.09 1.57 -1.14 0.88 0.40
(3.2) (2.0) (5.9 (6.2) (-6.9)
Potential output gap 0.28 0.10 0.08 1.59 -1.14 0.88 0.40
3.0 (2.2) (5.9 (6.3) (-5.5)
Capacity utilisation gap 0.33 0.03 0.09 1.51 -1.11 0.88 0.41
(3.6 (1.5) 6.8 | (6.0 (-5.3)
Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
Table A3 -2
Measurement of inflation with smoothed'? internal pressure indicators:
external pressures based on import deflator growth
Alternative smoothed . . constant | break in 2
internal pressure P, IPIs , Pm (x100) | constant R o
indicators (IPIs) (x100) (x100)
Smoothed ouput gap 0.30 0.09 0.09 1.56 -1.13 0.88 0.40
(3.2 2.0) (6.0) (6.2) (-5.5)
Potential output gap 0.29 0.11 0.09 1.55 -1.10 0.88 0.40
3.D 2.0 (6.1) (6.2) (-54)
Capacity utilisation gap 0.31 0.05 0.09 1.56 -1.15 0.88 0.40
3.4 2.1) (6.0) (6.3 (-5.5)
Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
Table A3 -3
Measurement of inflation with internal pressure indicators:
external pressures based on average foreign consumer price growth
Alternative indicators . . constant | break in R
of internal tensions (IPI) P IPI, P. (x100) | constant R o
(x100) (x100)
Smoothed ouput gap 0.29 0.12 0.07 1.68 -1.28 0.83 0.48
2.9 (2.4) 2.4 (5.6) (-5.2)
Potential output gap 0.27 0.14 0.07 1.71 -1.27 0.84 0.48
(23 (2.5) 24 (5.7 (-5.3)
Capacity utilisation gap 0.33 0.05 0.07 1.61 -1.25 0.83 0.49
3.0 2.0 2.2) 5.4 -5.0)

Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.

12 IpIs =(IPI +1.5IPI | +1.5IPI , +IPI)/5.
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Table A3 -4

Measurement of inflation with smoothed'3 internal pressure indicators:
external pressures based on average foreign consumer price growth

Alternative smoothed . . constant | break in R:
internal pressure P IPIs , P, (x100) | constant o
indicators (IPIs) (x100) (x100)
Smoothed ouput gap 0.30 0.11 0.07 1.65 -1.26 0.83 0.49
(2.6) (2.0) 24 (5.5) (-5.1)
Potential output gap 0.30 0.12 0.08 1.62 -1.21 0.83 0.49
(2.6) (1.9 24 (5.4) (-5.0)
Capacity utilisation gap 0.31 0.06 0.07 1.64 -1.28 0.83 0.48
(2.8) (2.2) 2.4 (5.5) (-5.2)
Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
Table A3 -5
Test of any break in the influence of the output or capacity gap on inflation
from one sub-period to the other
Alternative indicators | . break in . constant | break in R:
of internal tensions| Pc- IPI, | theIPI Pm (x100) | constant M
(PI) influenc (x100) (x100)
e
Smoothed ouput gap 0.27 0.13 -0.07 0.08 1.64 -1.19 0.89 0.40
(2.8) (1.9 (-0.8) (5.6) (6.2) (-5.5)
Potential output gap 0.26 0.15 -0.08 0.08 1.66 -1.19 0.89 0.40
(2.5) (2.0) (-0.8) (5.5 (6.2) (-5.5)
Capacity  utilisation| 0.31 0.06 -0.03 0.09 1.58 -1.16 0.89 0.40
gap 3.2) (1.9) (-0.6) (6.0) (6.3) (-5.5)
(smoothed)
Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
Table A3 -6
Test of any break in the influence of import deflator growth on inflation
from one sub-period to the other
. . break in | constant | break in R:
Alternative indicators | Pc- IPI, Pm . (x100) | constant o
of internal tensions P (x100) (x100)
(IPD) influenc
e
Smoothed ouput gap 0.30 0.09 0.09 -0.01 1.57 -1.14 0.88 0.41
(3.1) 2.0) (5.6) (-0.1) (6.1) (-5.3)
Potential output gap 0.28 0.10 0.09 -0.0 1.59 -1.13 0.88 0.41
2.9) (2.1 (5.5) (-0.0) (6.1) (-54)
capacity utilisation gap | 0.31 0.04 0.09 -0.02 1.55 -1.14 0.88 041
(smoothed) (3.3) 2.1) (5.9 (-0.4) (6.1) (-5.4)

Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.

13 IPIs =(IPI +1.5IPI_, +1.5IPI_, +IPI 3)/5.
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Table A3 -7

Measurement of inflation with alternative centred and reduced
indicators of internal pressures

Alternative indicators . . constant | break in R?
of internal tensions (IPI) Py IPI_, Pm (x100) | constant o
(x100) (x100)

Smoothed ouput gap 0.29 0.11 0.09 1.59 -1.14 0.88 0.40
(3.2) (2.0) (5.9 (6.2) (-5.5)

Potential output gap 0.28 0.11 0.08 1.61 -1.14 0.88 0.40
(3.09) 22 | 9 (6.3) (-5.5)

Capacity utilisation gap 0.31 0.11 0.09 1.56 -1.15 0.88 0.40

(smoothed) (3.4 2.1 (6.0) (6.3) (-5.5)

Note: The numbers in brackets correspond to the Student t-distribution of the estimated coefficients.
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Comments on: ""An empirical assessment of the link between
the output gap and inflation in the French economy"
by John Baude and Gilbert Cette

by Wilhelm Fritz

It is the purpose of this paper to analyse empirically the short-term relationship between
variations in output during business cycles and changes in the inflation rate of the French economy.

In the first section the authors present three methods of calculating potential GDP: a
Hodrick-Prescott filter, an estimation of trend-GDP which allows for breaks (the number and location
of significant break-points being determined endogenously), and a third approach based on constant
profit ratios. As it proves difficult to obtain a reliable estimate of the profit ratio defined as the
coefficient on capital in a Cobb-Douglas production function, the authors set it equal to the average of
the ratios between profits and GDP. No less than four such indicators are presented: two ratios are
based on profits and GDP at, respectively, factor costs and market prices; a third relates profits at
factor costs to GDP at market prices; and the fourth is a factor-costs-based profit ratio adjusted for net
interest charges. One would assume that at least the first three definitions do not differ much in terms
of their variability during the business cycle.

To derive unemployment and output gaps, for each of these profit ratios an "equilibrium
unemployment rate” is determined such that no distributional pressures build up between capital and
labour; i.e. the profit ratios have to be stable. Observed variations in profit ratios then determine the
sign of the unemployment gap, and, by further assuming a proportional relationship, also its level.
Changes in the unemployment gap determine, via the production function, the output gap, which
obviously implies that the authors regard the size of the labour force as pre-determined. These
relationships were not estimated econometrically.

This approach to determining the position in the business cycle is meant as an alternative
to the derivation of a "non-accelerating wage or inflation rate of unemployment” (NAWRU or
NAIRU). While the latter two can be interpreted as structural measures (i.e. the component of
unemployment which is independent of the business cycle), the authors' equilibrium rates move with
the actual rate during the cycle. They exceed the actual rate when wage growth accelerates and/or
output price inflation decelerates. In these cases, employees are immediately penalised by less
employment. In the definition where the profit ratio is calculated net of capital costs, employees also
have to bear the burden of higher interest rates. Furthermore, even temporary changes in interest
rates — such as the 1993 trough and the 1994 peak — feed immediately into the unemployment gap.
Maybe for such reasons, the authors decided to smooth their profit ratio indicators to a certain degree
by applying a Hodrick-Prescott filter before they calculated the unemployment gaps.

To conclude this section the authors present the various measures of the output- and
unemployment gaps and the correlations between them. They also introduce a capacity utilisation
indicator at this stage, arguing that this primarily captures pressures in the goods markets. Given the
way that the unemployment gaps have been derived, it is hardly surprising that deviations of actual
GDP and unemployment from their equilibrium levels are highly correlated. More to the point, it
appears that equilibrium unemployment has increased in step with actual unemployment, so that their
estimates are observationally equivalent to one that estimates equilibrium unemployment by a
hysteresis model.

Section 2 examines the relationship between the position in the business cycle and
inflation. To determine inflation, the authors use the constructed GDP gap indicators which captures,
in one variable, inflationary pressures in both goods and labour markets. Alternatively, they replace
the output by the capacity utilisation gap. More surprising in this context is their choice of a world-
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market price indicator instead of a variable which reflects inflationary expectations in domestic
markets. The latter would have the advantage that it can be influenced by monetary policy while a
central bank with a nominal exchange rate target has little influence on the former. The authors'
decision to exclude the episode of a marked decrease in inflation rates between 1982 to 1986 from
their sample has the advantage that they do not have to pay much attention to potentially non-
stationary variables in specifying their reduced-form equations.

The overall result of these efforts is that increases both in capacity utilisation and actual
output relative to potential significantly accelerate inflation and that domestic inflation responds
almost equally strongly to changes in import prices. Given a high correlations between the capacity
utilisation rate and the output gaps it is not surprising that the alternate specifications reveal the same
dynamics; i.e. inflation responds to internal pressures with a two quarter lag. During the more recent
sample period the simulated inflation rate exceeds the observed inflation rate, which raises the
question whether the estimated relationships are actually stable beyond the sample period.
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The output gap and inflation — experience at the Bank of England!

Paul G. Fisher, Lavan Mahadeva and John D. Whitley

Introduction

Modelling the UK economy at the Bank of England is based on the premise that no
single methodological and empirical approach is likely to prove adequate to address the many
economic issues which we typically face. Consequently a suite of models has been developed which
span the range from highly theoretically representative agent models, based on calibrated data, to
VAR-type models where economic theory plays a less well-defined role and statistical considerations
are more dominant. This suite of models is described in Fisher and Whitley (1997). As part of this
suite we have developed simple reduced-form models which summarise a more structural
macroeconomic approach. An example of the reduced-form approach is the use of a measure of the
output gap to summarise inflationary pressure as in a Phillips curve. This relationship can then
provide a cross-check on forecasts of inflation arising from more detailed models. Its usefulness
depends, however, on how well changes in the output gap predict changes in inflation. In this paper
we describe our experience with this approach.

The first section of the paper sets out some of the methodological considerations. The
second section describes alternative measures of the output gap and then derives a preferred measure
together with an estimate of its uncertainty. The third section describes how measures of inflation
expectations can be derived and this is followed by econometric evidence which relates the output gap
and inflation expectations to actual inflation. Sections 5 and 6 look at issues associated with the
Phillips curve: the possibility of sectoral bottlenecks; shifts in the short-run trade-off due to labour
market flexibility; the possibility of "speed limit effects”" and asymmetry in response to changes in the
output gap. The final section sets out the conclusions.

1. Methodological considerations

The output gap is generally used to measure the extent to which the economy is operating
at an unsustainable level of resource utilisation — often expressed empirically as the deviation of actual
output from trend. In recent years it has usually been used to represent the extent to which the current
level of output lies below the equilibrium level: sometimes called potential or full capacity output.
Different implicit definitions of equilibrium partly explain different estimates. In ad hoc analyses the
output gap is often measured as positive when output is below trend. When examining analytical
models it is more consistent to define a positive value as output above trend. In what follows we
always use the convention of a positive gap to mean that output is above trend.

In some alternative definitions — not used here — the output gap is defined in terms of
how near the economy is to a maximum capacity ceiling; hence it is logically bounded at zero and
always defined as positive. An example is full capacity based on peak-to-peak trend fitting of the
business cycle.

1 Preliminary results.
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The output gap is used for two primary purposes — the analysis of inflationary pressure
and cyclical adjustment of other variables, notably the public sector deficit. We concentrate here on
the link to inflation.

1.1  An underlying theory of the output gap

In the event of a (positive) output gap caused by a positive demand shock, firms will
employ more labour in the short-run for a given capital stock to produce the extra output to meet
demand. To induce a greater supply of labour, firms must bid up the real wage rate (this is consistent
with a large variety of labour market models). To work existing capital beyond its optimum can also
bid up costs per unit of output. On both counts costs rise and, with a constant mark-up of prices over
costs, prices also rise. Thereby real wages are reduced and the interaction of attempts to maintain real
wages generates further rises in costs and prices (assuming that changes in the money stock
accommodate higher demand). Inflation continues until policy reacts to offset the demand shock and
reduce inflation if necessary. In the longer run the capital stock is unchanged and hence output should
return to its previous level (or trend trajectory).

In the case of a (negative) output gap caused by a permanent and positive supply shock,
higher productivity raises the return on capital, and should eventually lead firms to increase output.
The extra level of output generates sufficient income to produce an equivalent level of demand.
However, in the initial absence of higher demand firms will not expand output immediately. They
thus need less labour, causing disinflationary pressure in a cycle opposite to that described for a
demand shock. Disinflation only disappears if demand is increased and so, ultimately, policy must
initiate, or at least accommodate, such an increase. In the longer run, the higher return on capital
should lead to a natural expansion of output and demand through higher investment. In the case of a
supply-side shock there is, therefore, a short-run and longer-run definition of potential in which the
former is conditional on the existing capital stock. Hence there are corresponding different measures
of the output gap. With the focus on inflationary pressure, we concentrate on the short-run definition.

An output gap can arise from either demand-side shocks or supply-side changes. In either
case the output gap is consistent with disequilibrium in the labour market — sustained by an
(dis)inflationary spiral — and sub-optimal capacity utilisation. Although the immediate consequence of
an output gap is likely to be similar whatever the source, the longer-run implications are quite
different as a supply-side shock can have a permanent effect on non-inflationary output levels (or even
growth). To calculate the output gap one needs to be as clear about what is happening to potential as
to actual output. Much of the debate on this topic is concerned with the measurement of potential,
whereas the more simplistic calculations assume that the trend in potential output is either fixed or, at
least, changes relatively slowly.

Although commonly used in analytical and relatively simple empirical models, the output
gap rarely appears directly in structural macroeconometric models used for practical forecasting and
simulation analysis. Such models typically focus directly on labour market pressure and, additionally,
introduce direct pressure of demand in the goods market. For example, in the Bank's medium-term
forecasting model, pressure in the goods market is captured by changes in the capital/output ratio. In
the labour market there is a real wage bargaining model with a fixed natural rate of inactivity (variable
by assumption). Deviations from the equilibrium inactivity rate and capital/output ratio together give
the overall degree of inflationary pressure and hence the overall output gap.

The motivation for looking at the output gap is most simply illustrated by the Phillips
curve. It is observed that fluctuations in activity are positively correlated with inflationary pressure. In
what follows we illustrate this relationship using a generalisation of the expectations-augmented
Phillips curve which can explain shifts in the observed relationship between inflation and activity.
Note that in this general model, the level of inflation is not determinate unless supplemented by a
nominal anchor through monetary policy. As such the Phillips curve only tells us about the dynamics
of inflation. A further restriction on interpretation is that the Phillips curve makes no distinction
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between whether an output gap arrives through a demand or supply shock though the relationship is
more likely to be robust for demand shocks.

The terms "output gap" and the "NAIRU" (non-accelerating inflation rate of unemploy-
ment) are often used interchangeably but are not identical. The NAIRU relates to equilibrium in the
labour market whereas the output gap is a whole economy concept. For example, a shock to technical
progress will change potential output, and hence the output gap, but will leave the NAIRU unchanged.
In our discussion we concentrate on the output gap. In general we can write the relationship between
the output gap and inflation as:

Ap=0ApS, +(1-0)Ap_ +y(y—y*) M

where Ap is the rate of inflation, Api1 is expected future inflation and y—y* is the output gap. As the
periodic re-setting of prices and wages is not synchronised across the different groups in the economy,
the aggregate wage in part responds to expected future inflation and in part to its past value. The
parameter ¢ thus measures how sticky inflation is. Expected future inflation is assumed to be given
by:

Ap,=uap_ +(1-p)ap* @

where | lies between zero and one and Ap* is the government's inflation target. This means that
individuals expect next period's inflation to be a weighted average of the government's target inflation
and past inflation. The parameter | measures how credible the government's target is: we have
assumed that if  is one, individuals believe that inflation will be unchanged from last period's value
irrespective of the government's target. This gives the Phillips curve as:

Ap=o+BAp | +y(y-y*) 3)
where o = ¢(1 — WAp* and B = o + (1 - 9).

In general o is non-zero while B lies between zero and unity, and the short-run Phillips
curve is non-vertical. Remember that this assumes the existence of a monetary policy rule which
delivers an average inflation rate of Ap* = /(1 — B). If the policy target — implicit or explicit —
changes, then forward-looking rational agents will take account of this (the Lucas critique applies to
this equation) and the parameter o will change. Ultimately, if policy has no credibility, 1 and  tend
to unity and o to zero such that inflation becomes indeterminate. This implies that a positive (or
negative) output gap would cause inflation to be permanently increasing (or decreasing). If, on the
other hand, policy is credible, inflation will move towards its new target at a rate depending on the
degree of stickiness in wage and price setting.

Conditional on the parameter values and expectations formation, we have alternative
policy scenarios for when a positive real demand shock hits the economy (for a negative shock the
signs are simply reversed — in fact the first scenario assumes that negative and positive shocks are
equally likely so as to maintain an average inflation rate). In the first scenario, we assume that policy
is committed to an inflation target and economic agents fully believe in the authorities' commitment
(1 = 0) either explicitly or implicitly (e.g. through money growth rules); but inflation is sticky (¢<1).
The existence of an output gap puts upward pressure on inflation but the policy rule ensures that the
gap is removed through a temporary policy tightening, so as to bring inflation back to target.

In the second scenario we also assume that the rate of inflation is sticky, while economic agents give a
zero weight to the determination of the policy authorities to keep to an inflation target: p = 1, . =0
and B = 1. This implies that money growth is entirely endogenous such that there is no nominal
anchor. In this case, inflation will rise unless the output gap disappears, so that bringing inflation back
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to the initial level requires an equal and opposite change in the gap — induced perhaps by a policy
response.

A third scenario arises if inflation is perfectly flexible (¢=0) and an anti-inflationary
policy is anticipated (u=0). Inflation will now return to its initial level of its own accord as soon as the
gap is closed.

The stylised facts for the United Kingdom prior to 1992 suggest a degree of price
stickiness and less than full credibility. This corresponds to a case closer to the second than the first
scenario. Low credibility may have occurred as the result of an insufficiently anti-inflationary policy.
Inflation responds to a demand shock, increasing rapidly once agents realise that no policy action is
forthcoming. When action is finally taken, policy not only has to compensate for the initial shock but
must induce an equal and opposite shock to bring inflation back down again. The greater the degree of
price stickiness the longer this process takes.

The monetary arrangements between September 1992 and May 1997 can be seen as
approximating the first scenario; establishing credibility to help inflation to return to target, albeit
slowly. Achieving the third scenario, with stable inflation and low output costs on the back of an
anticipated and credible anti-inflationary policy, will be associated with even lower output costs if
wages and prices are less sticky and such changes may themselves be facilitated by the more credible
approach.

The value of the output gap approach in monitoring inflationary pressure (and thereby in
setting policy) arises from the idea that a change in the output gap usually precedes the change in
inflationary pressure it causes. Early action to counteract real shocks can thus minimise fluctuations in
inflation. This lagged effect requires a degree of price stickiness whether or not this is accompanied
by incomplete credibility.

The presence of lagged adjustment makes the dynamic processes much more complicated
and introduces the possibility of "speed limit effects". Inflation may depend as much on the change in
the output gap as the level. We discuss the relevance of these effects in Section 6 below.

An open economy affects the analysis in at least three ways:

(i)  The direct effect of import prices means that there can be temporary external shocks to
domestic retail price inflation. This can be expressed by adding a term to the Phillips
curve for the deviation of the real exchange rate from equilibrium.

(i) The existence of external trade means that capacity pressures may be offset by
changes in imports/exports. However, in the absence of a change in relative prices,
this tends to be a short-run effect since it is otherwise inconsistent with balance of
payments equilibrium.

(iii) The external sector is an additional source of demand shocks.

2. Measuring the output gap
To measure the output gap one needs to estimate the unobservable level of potential
output. The methods can be broadly summarised by the following categories:
(i)  Smoothing and de-trending methods.
(ii)  Econometric estimates (including production function estimates).

(iii) Survey data on capacity utilisation.
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2.1 Smoothing and de-trending methods

The first category of methods are essentially statistical because they assume only that
potential output follows some simple trend-like behaviour over time. They therefore focus on
isolating this trend as a measure of potential output. Methods range from assuming that potential
output grows at a constant exponential rate (the log-linear time trend); through assuming that it grows
at a rate which is constant except for a few sudden breaks (the split time trend); to assuming that
potential output can change freely but smoothly over time (i.e. the trend can "bend"). An example of a
smoothing method is a moving average filter which calculates potential output at any point in time as
a weighted average of the current future and past values of output around that point in time and thus
evens out the cyclical effects (the filter should be of cycle length). Another popular example of a
smoothing method is the Hodrick-Prescott filter (HP filter) which trades off the degree of smoothness
in potential output against the extent to which it tracks actual output. This trade-off is determined by a
parameter (A, the degree of smoothness) which can be set to any value between the extremes of zero
(where potential output is always equal to actual output and there is no output gap) and infinity (where
potential output corresponds to the log-linear time trend). Although all de-trending methods are biased
when a structural break has occurred, the Hodrick-Prescott method suffers from the additional
disadvantage that it relies on extrapolations of data beyond the end of the period under consideration.

Chart 1
Output gaps by different smoothing and de-trending methods

% of Potential Output

w~mme by Log-Linear Time Trend Method

6+ ~by HP Filter Method (degree of smoothness=4000)
by HP Filter Method (degree of smoothness=1600)

R <3 by Moving Average Method (four year centred)

In Chart 1 we present five measures of the output gap, corresponding to different trend
methods. The HP filter is calculated for two degrees of smoothness, one of which (A = 1,600) is that,
typically found in the literature. Although there are similarities in the direction of change of the output
gap over time, there is considerable variation in the most useful estimates: the value of the output gap
at the end-point. This uncertainty is general as each method tends to produce a diverse range of
estimates, depending on the particular assumptions made and the methods are always most uncertain
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about the current situation. For example, in Chart 2 we present the measure of the 1996Q1 output gap
that would be given by using the log-linear time trend method to estimate a constant exponential
growth rate for potential output using different time periods. Inclusion of the 1960s gives a significant
positive gap in 1996Q1 but if, instead, we restrict our estimation to a sample beginning in the late
1970s, 1996Q1 would be a little less than 2% below trend. Further investigation using samples of the
same size, over different periods, confirms the sensitivity of the 1996Q1 end-point estimate. This
suggests that much of the disagreement about current estimates of the output gap in the United
Kingdom should be cast in terms of economic arguments about what historical period is relevant for
deriving the estimate.

Chart 2
The sensitivity of the 1996Q1 output gap to the start date by the log-linear time trend
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Similar problems are encountered with the HP filter method where the measure of the gap
is sensitive to the degree of smoothing. Chart 3 presents the projections made with different values of
A with similarly dramatic results. The OECD has calculated the UK output gap using a value of 100
for A and this would imply a small negative output gap for 1996Q1. A value of 1,600 gives a positive
output gap of about 1%. As A approaches infinity, the HP filter method gives the same result as would
the assumption of a log-linear time trend for the sample used.

One plausible explanation as to why these smoothing and detrending methods fail to
deliver robust results is that potential output has a random walk component rather than being a simple
exponential or linear function of time. When this is the case, we would expect inherent instability in
those detrending methods which fail to take account of this (Nelson and Plosser (1992) and Canova
(1986)). This instability may manifest itself in the discovery of spurious output gaps (Nelson and
Kang (1981)). There are measures of the output gap which begin by assuming that the potential output
follows such a stochastic process (for example the Beveridge-Nelson decomposition). However, one
problem with these methods is that there are an infinite number of ways in which a univariate time
series can be decomposed into a trend and cycle (Quah (1992)). The issue here is that although each
measure tends to give more stable estimates, there is a great divergence between the different methods
and again, when a time series of GDP is considered in isolation, it is difficult to use economics to
discriminate between different members of this class of estimates. The main conclusion is that there
are no stylised facts about output gaps.
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Chart 3
The sensitivity of the 1996Q1 output gap to the degree of smoothness in the HP filter method

2

~—— The 96Q1 Output Gap estimated with data (79Q1-95Q3)
--------- The 96Q1 Output Gap estimated with data (79Q1-97Q4)

Degree of Smoothness
AR

1

% of Potential Output in 96 Q1

2.2 Econometric methods

A natural response to this is to use economics to help identify differences in the
measurement of potential output. Consider the following example using a simple Cobb-Douglas
production function. Writing this in log-linear form (with lower case letters for logs):

y=on+(1-a)k+mt+c 4)

where y is output, n the labour force, & the capital stock and ¢ a time trend with the parameter o
giving the labour share. The values of the inputs » and & can be measured at equilibrium utilisation
levels. Given an estimate of the labour share of income (o), we can estimate trend technological
progress (m) by regressing the residual of log output over the estimates of the full capacity
contribution of the factor inputs, on a constant and time trend. In our calculations, we have simply
assumed that full capacity labour is given by the working population and capital by cumulated gross
investment net of a constant depreciation rate.

Alternatively, econometric estimates of equilibrium output can be derived from some
combination of theory and empirical estimation, such as the NAIRU (the non-accelerating inflation
rate of unemployment). This involves using wage and price equations to determine directly the
equilibrium rates of utilisation of labour and capital and comparing these with actual rates to
determine a measure of the output gap. In principle, any uncertainty about the output gap measure can
then be more easily linked to theoretical differences. The disadvantage is that these measures tend to
be unstable over time. The Layard-Nickell approach (1991) is an example of how the NAIRU can be
derived from wage and price behaviour. As noted above, the NAIRU and the output gap are not
identical in concept and hence practice. We cannot, therefore, translate empirical estimates of one
measure into another.

2.3 Survey evidence
The CBI Industrial Trends Survey asks firms whether they are operating at full capacity

and gives a direct, though qualitative, indication of capacity utilisation (see Chart 4). Although this
and other surveys tend to cover only the manufacturing sector, it can be generalised to the whole
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economy if other sectors have a common cycle with manufacturing. Problems can arise if the
assumption about normal capacity levels changes over time in the survey responses. Furthermore, it is
not clear whether firms take into account both labour and capital in assessing their level of capacity
utilisation.

Chart 4
The output gap as measured by the CBI Survey of capacity utilisation
in the manufacturing sector
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2.4 Probability distribution of estimates of the output gap

Each method of measuring the output gap typically produces a diverse range of estimates,
depending on the particular assumption used. It is not possible to discriminate between these measures
in the absence of underlying theory. In consequence, we have greater faith in methods that are more
theory-based, such as the production function approach. This incorporates views as to how labour and
capital are combined to produce output.

Furthermore, since point estimates of the output gap are unhelpful when there is a wide
area of uncertainty, it is important to emphasise the degree of statistical confidence in the cases where
we can derive the probability distribution of the estimate of the gap. Where no statistical measure of
confidence can be derived there is an argument for not reporting estimates of the mean gap since it
implies a misleading degree of precision. In the production function approach we can derive a
confidence interval based on the econometric procedure used and in Chart 5 presents the bands of
75% certainty for an estimate using this methodology assuming a shift in technical progress after
1979.2 The uncertainty in the estimate arises from the uncertainty in estimating the constant and the
coefficient on the time trend in the equation described above. The precision of the estimate is also
predicated on the assumption that we know the values of full capacity labour and capital, actual GDP,

2 The dating of this shift is confirmed by recursive estimates. Allowing for the shift implies that technological progress
improves at an annual rate of 0.6% for the period beginning in the 1970s until 1979 and at a rate of 1.27% thereafter.
Potential output as a whole grows at a faster (non-constant) rate because it depends on the rates of growth of
equilibrium labour and capital as well as that of technological progress.
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the labour share of income and the form of the production function with certainty. Relaxing these
assumptions would widen the bands even further. The results show that the mean value of the output
gap is -2.1% in 1996Q2 with a 75% confidence interval of -2.9% to -1.3%.

Chart 5
The output gap by the production function method
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Our research has shown that the choice of time period is also critical to obtaining
estimates from this method. Applying three different assumptions to quarterly real GDP data for the
United Kingdom gives estimates of the output gap at the start of 1996 of alternatively 1.3%, -2.1% or
-3.4%. The first estimate derives from the assumption that technical progress improves at a constant
rate over the last 30 years (1963-93); the second that the whole process of technical progress has
changed since 1979; and the third that there has been a change (increase) in the rate of improvement in
technical progress after 1979, combined with a step loss in capacity in the 1980-81 recession. The
rationale for a shift around "1980-81 is consistent with the effects of the shake-out of the
manufacturing sector on aggregate productivity growth. We have adopted the second of these
assumptions in deriving our preferred estimate of the probability distribution of the output gaps.

3. Measuring inflation expectations

Inflation is affected by past values of inflation, economic agents' expectations of future
inflation as well as the output gap. The coefficent on the output gap captures the flexibility of prices:
the more flexible are prices, the higher is the value of this coefficient. Substituting out for
expectations of future inflation adaptively gives a formulation solely in terms of lagged inflation but
such relationships may not be structurally stable. We have derived a direct measure of expected
inflation to take account of potential instability from shifts in expectations when estimating the role of
the output gap.

Expected inflation is constructed from the Gallup and GFK consumer confidence
surveys. These surveys ask a sample of consumers to rank how strong they think inflation will be over
the next twelve months. Responses are classified by whether they expect that, in relation to now, there
will be a more rapid increase in prices; or that prices will increase at the same rate; or that prices will
increase at a slower rate; or that prices will be stable or that prices will fall slightly; or that they don't
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know. The question on expected inflation has changed twice since the survey has been constructed;
hence we construct the quantitative expectations measure over three sub-samples. We quantify the
responses by summing the weighted proportions of the sample. The weights are simply determined by
a time-series regression of actual inflation on the response proportions (see Pesaran (1988)). This
implies that, on average, the weights are the same for actual inflation and expected inflation and the
procedure, therefore, imposes unbiasedness on the expected inflation series. Hence tests of rationality
are not possible.

The resultant series is shown in Chart 6 alongside actual (RPIX) inflation for the same
period. One notable feature arising from comparison of actual and expected inflation rates is the
unanticipated shocks due to the large oil price changes in 1974 and 1979. This suggests that the
apparent breakdown of the Phillips curves in the 1970s was not entirely due to the lack of an explicit
consideration of expectations but partly due to these unanticipated supply-side shocks. The chart also
suggests that inflation expectations have behaved adaptively since 1987, lagging behind actual
inflation. There does not appear to have been a shift in inflation expectations after 1993 on the
introduction of the new monetary arrangements for the United Kingdom, which might have resulted in
an increased credibility of economic policy. In particular, inflation expectations rose over 1994 and
1995 whilst actual inflation fell. This result is consistent with measures of inflation expectations
derived from a comparison of indexed with conventional bonds. The failure of expectations to adjust
to the new monetary regime may reflect the fact that it takes time to establish credibility together with
concerns over the impact of sterling depreciation (both after ERM exit in 1992 and in 1995).

Chart 6
Expected and actual rates of inflation (annual rates of change)
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4. Empirical estimates of the relationship between the output gap and
inflation

We have used our preferred measure of the output gap derived from the production
function approach, allowing for a shift in technological progress after 1979, together with our derived
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measure of inflation expectations to estimate a Phillips curve relationship. It is estimated on quarterly
data for 1977Q1-1995Q1. The final form of the equation is derived by starting with a general form
with several lags of the output gap and inflation and testing down until all the variables are
significant. The final specification is:

Ay, =0A,p; 4 +(1-0)A,p,_, + YlA(yH - yt*—l) + Yz(yt—7 - y;k—7) + (A40ilt) (5)

where A,p, denotes annual RPIX inflation (logs), A, pte+ 4 €xpectations of inflation for period t+4

made at the beginning of period ¢, y, — yt* the output gap at time ¢ A( v, - y,* ) the change in the

output gap from its last quarter's value and A ,oil, the rate of oil price inflation.

The underlying form of this equation is explained by New Keynesian theory. Nominal
variables are sticky and the output gap is not eliminated in the short run. In addition, the presence of
costs in adjusting prices implies that current inflation depends on previous values and expected future
values of inflation. Different perceptions of policy, if credible, would be captured in the observed
measure of inflation expectations. The oil price inflation term is included to capture errors on

expectations made by the agents due to the oil price shocks of the 1970s. The parameters Yy, and Y,

measure the flexibility of price adjustment. If prices were more flexible then we would expect these
coefficients to be larger; i.e. changes in the demand for output above full capacity lead to faster
changes in prices.

The results of estimating this relationship over the period 1977Q1-1995Q1 are shown in
Appendix A (Table A.1). The coefficients are all significant at the 5% level. The diagnostic tests
reveal no evidence of specification errors apart from slight autocorrelation and non-normality.
Autocorrelation in the residuals is increased if the estimation uses data from the early 1970s without
the oil price inflation variable. The autocorrelation is thus due to the large temporary supply-side
shocks which occurred in the United Kingdom at that time, a period which can be described as the
graveyard of the UK Phillips curve. In part, this problem is resolved by including oil price inflation as
an explanatory variable in the Phillips curve and in part by excluding data before 1977. Estimates of
Phillips curves for the United States, which is a more closed economy and perhaps less subject to
supply shocks, tend to find more robust reduced-form relationships (see, for example, Clark et al.
(1995a)).

There is a fairly long lag on the output gap in the estimated equation; but, as we discuss
later, interpretation of the dynamic response of inflation needs to take account of the endogeneity of
lagged and expected inflation. The presence of non-normality in our errors raises the interesting
possibility that the effect of the output gap on inflation is asymmetric, with a positive output gap
exerting more inflationary pressure than the deflationary pressure exerted by a negative output gap of
the same size. Equation errors may in fact be picking up this potential misspecification. We test for
this possibility below and discover that allowing for asymmetries makes the residuals more normal.

As a further test of the specification we compare these results on quarterly data to a
similar estimation performed on annual data reported in the Appendix (Table A.2). The estimation
with annual data has less noise and hence a better fit but is also much less robust because the
information content of annual data is too small. Although a comparison between different frequencies
is not straightforward, there does seem to be some consistent features of the Phillips curve. In
particular, the output gap affects inflation with a similar lag in both quarterly and annual data and, in
general, the weights on backward-looking versus forward-looking inflation terms are similar.

The equation appears reasonably well-specified despite the considerable uncertainty as to
any point estimate of the output gap. This is because it is the variation in the output gap estimate with
respect to inflation that is important in least squares regression. As these different gap estimates move
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closely together, they presumably move with the true unobserved output gap. Therefore, the variation
in the estimated output gaps used to calculate the coefficient in the Phillips curve is close enough to
the true variation so as not to induce misspecification. To emphasise this further, we compare the
fitted values to the values of actual inflation and expectations of inflation made one year earlier in the
table below.

Out of sample forecasts of annual RPIX inflation

= 95Q2 | 95Q3 | 95Q4 | 96Q1 | 96Q2 | 96Q3 | 96Q4 | 97Q1 | 97Q2
Expectations made at -4 4.07 3.97 4.44 438 4.01 3.48 3.67 2.84 293
Forecasts 2.63 2.36 2.81 2.66 2.79 - - - -
Actual inflation 2.75 2.93 2.92 2.83 2.79 2.87 - - -
Forecast etrors -0.12 | -0.57 | -0.11 -0.17 0 - - - -

As confirmed by a Chow forecast test at a 1% level of significance, the out-of-sample
forecasts are close to the actual values, even though point estimates of the output gap are uncertain
(and agents make persistent errors in predicting inflation over this period).

4.1 Interpretation of the estimates

The estimation confirms that the effect of the output gap on inflation is unlikely to be
instantaneous and may not just depend on the level of the output gap. The output gap begins to affect
inflation after one quarter but this is temporary and subsequent effects appear with a further six-
quarter lag. If the output gap is being closed quickly, "speed limit" effects create inflationary pressure
more than a year before the level effect feeds through.

We can accept the restriction that the sum of the coefficients on expected and lagged
inflation is unity at a 5% level of significance. This restriction means that inflation is dynamically
homogenous. The coefficient on lagged inflation is about 0.8 and inflation is characterised as a sticky
process.

These features together have an important implication for the inflationary process. If
expectations are formed rationally, once we solve out for the expected inflation term, actual inflation
is determined by past inflation with a unit coefficient (as well as the discounted path of past, current
and future output gaps). This means that when agents are forward-looking, past inflation feeds one-to-
one onto current inflation and there is an inherent tendency for the rate of inflation to be explosive.
This does not mean that the rate of inflation will necessarily explode, or has no anchor, because the
path of future output gaps determines where it will settle. Indeed, as the output gap eventually closes
following a shock, the rate of inflation must eventually reach some constant equilibrium value which
depends on the whole historical path of output gaps. It is the role of policy to bring inflation back to
its long-run target by determining the current and future path of output gaps.

At first glance, it seems that inflation is not particularly sensitive to the level of the
output gap with a 1 percentage point (pp) deviation in the gap from one quarter to the next generating
a 0.55pp rise in the inflation rate after a quarter due to the "speed limit effect” and then only an
additional 0.13pp after a year and a half. However, this interpretation fails to estimate the total effect
because it considers only direct effects of the output gap on inflation.

More realistically, past and future inflation are also affected by the output gap and this
feeds through to the path of inflation. In particular, the stickiness of inflation can make the long-term
inflationary impact of a movement above potential much greater especially when policy is not
credible in dampening future inflationary pressure.
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To calculate the full effect of the output gap on inflation, we must determine the process
by which expectations are formed. To illustrate this, we make two alternative assumptions and
determine the inflationary effect of the output gap in each case. First, we assume that expectations are
rational. We solve out for expectations of future inflation to find that actual inflation depends on the
direct effect of the output gap, as before, as well as on the expected future path of output gaps and past
inflation. Assume that the output gap increases by lpp from an initial value of zero and then dies
down gradually without any intervention from the policy maker. This can be interpreted as a
simulation of an accommodated temporary increase in the output gap. The rate of inflation jumps
immediately by 0.13pp because agents anticipate that the future output gaps are going to widen, and
revise upwards their expectations of future inflation. The direct effect of the output gap raises inflation
at one quarter, two quarters and seven quarter horizons and, over time, these direct effects reverberate
on inflation, gradually disappearing as the gap closes by itself. The feedback of past inflation becomes
increasingly dominant and, even after the output gap has closed, continues to drive inflation.
Eventually, the rate of inflation settles 2.8pp higher than it was before the increase in the output gap.
But this result depends on the speed at which the output gap is closed.

To illustrate the full effect of the output gap for an alternative expectations-generating
process, we assume expected future inflation is as described in equation (6):

APy =MWBp,_  + (1-w)A,p* (6)

where A,p* is the government's annual inflation target and the parameter | measures how credible

the government's target is such that the lower the value of  the more credible is the target. We repeat
the same exercise of increasing the output gap, letting it close by itself over time. Even with a small
amount of credibility, the inflation rate eventually returns to its target value (2.5%) but because
inflation is so sticky it can take a long time (typically ten years) to be within 0.1pp of its target. The
speed of adjustment depends on credibility. With a degree of credibility corresponding to p = 0.8, the
rate of inflation is 3.14pp after 3 years whereas with more credibility (L = 0.8) the inflation rate is
2.83pp at the same point.

The full effect of the output gap on inflation seems high when we take account of
expectations, but it is worth emphasising that this scenario assumes that the policy maker does
nothing to the future course of output gaps to bring inflation back to some target value.

S. Key issues

Once a stable relationship with inflation has been estimated, testing features of the
framework with which short-term inflationary pressure is generated can be used to shed light on some
key issues relevant to forecasting and policy. In this section we present two examples: one which
arises from possible shifts in the trade-off between inflation and the output gap and the other which
focuses on the bias in estimating inflationary pressure.

5.1 A change in flexibility in the labour markets in the 1990s

In this model, firms set prices as a fixed mark-up on wages and productivity. If workers
become more willing to accept cuts in nominal wages as a result of legislation or market conditions,
firms would be more free to change prices to absorb any change in demand. More flexible wages
would in turn lead to a lower cost in changing prices and raise the parameters representing the trade-

off between the output gap and inflation (7Y, and 7,).
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We tested for a change in labour market flexibility by estimating the parameters y, and

Y, recursively over the sample. These are shown in Chart 7. Chow tests confirm the null hypothesis

that there was no change in labour market flexibility represented by a shift occurring either jointly or
separately in these parameters at any quarter from 1986Q1-1994Q4, even at very low levels of
significance. It is important to bear in mind that more flexible wages do not necessarily arise from all
changes towards more flexible labour markets. For example, lower hiring and firing costs would make
it easier for firms to hold wages fixed by altering employment although it would also make it harder
for unions to impose their targeted nominal wage.

Chart 7
Recursive estimates of coeeficients capturing flexibility
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5.2  Testing for service sector bottlenecks

A further issue is whether sectoral considerations provide information about aggregate
inflation, additional to the whole economy output gap. In particular we examine the possibility that
the service sector may be more inflationary than other sectors. The aggregate Phillips curve may
understate the degree of inflationary pressure because the service sector is more intensive in skilled
labour. When the service sector is operating at a greater over-capacity than elsewhere it acts as a
bottleneck generating extra inflationary pressure which would not be captured by an aggregate
Phillips curve.

We can test this hypothesis with our aggregate Phillips curve estimates because it implies
that the service sector output gap would have extra explanatory power in explaining inflation above
the aggregate output gap and expected and past inflation terms. There is one complication to this
straightforward test as the service sector output gap might affect inflation with a different lag than the
rest of the economy. This is more in keeping with the idea of the service sector acting as a bottleneck
and creating inflationary pressure before it arises elsewhere and even when there is significant
downward pressure on inflation from other parts of the economy.

We deal with this by estimating a Phillips curve with several lags of both the aggregate
output gap and the service sector output gap and testing down to see if the service sector output gap
terms are significant. Allowing for a general lag structure takes account of the possibility of
bottlenecks without imparting bias. The final specification, where none of the variables can be
rejected at a 30% level, is given in the Appendix (Table A.3). A joint test on the significance of the
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service sector output gap terms rejects the hypothesis that they are insignificant and that there is no
aggregation bias at even very low levels of significance. Although the diagnostic tests indicate some
misspecification in the final estimates, our simple test is very supportive of the view that the service
sector does act as a bottleneck. The results also indicate that the effect on inflation of allowing for
differences in the service sector output gap can be sizeable. This can be illustrated with a simulation
exercise. We compare the effects of a uniform rise in the output gap of 1pp everywhere with a 2pp rise
in the service sector output gap accompanied by a lower rise or even a fall in the gap elsewhere. Both
simulations imply that the output gap in aggregate increases by 1pp but the effect on inflation is quite
different. Assuming that expectations are formed according to equation (6) with the degree of
credibility given by u = 0.4, inflation is 3.5pp after three years when the rise is uniform and 4.7pp
when the service sector acts as a bottleneck.

It is not easy to model these bottlenecks in an aggregate Phillips curve because they occur
with a different lag and it is difficult to distinguish the extra inflationary impact of the service sector
from the uniform tightening that occurs across all sectors. Estimating Phillips curves for each sector
should help resolve this bias, but this requires assumptions about the relevant production functions
and levels of factor inputs.

6. Speed limit effects and asymmetric effects in the Phillips curve

Short-term monetary policy would be easier if the effects of the output gap on inflation
(given expected future and past inflation) were proportional even after a lag. Unfortunately, it may be
more plausible to assume that the rate of closure of the gap itself (and whether it is positive or
negative) also determines the amount of inflationary pressure a gap generates. In this section we
examine how to measure these "speed limit" and asymmetric effects and whether they play a
significant role in the UK economy.

6.1 Speed limit effects

It seems plausible that the rate of closure of the output gap can create inflationary
pressure above that of the level of the output gap itself. It would be interesting to know how much
difference this "speed limit effect” makes to the operation of monetary policy. If we can quantify the
policy relevance of the "speed limit effect" then we can compare it across countries or scenarios. We
would like to do this by measuring the extent to which the output gap cannot be closed because the
"speed limit effect” evokes the threat of rising inflation. However, in a single equation this is not
possible when inflation depends on past and expected future inflation.

The difficulty with measuring the "speed limit effect” as the coefficient on the change in
the output gap in a single equation is that it depends on how we present the dynamics of the output
gap and inflation. This can be explained by considering the following Phillips curve:

ap=08p5, +(1-0)8p_ +7,(y ~ ¥y )+ 1,80y - »)
The same Phillips curve can be re-written as:

Ap=0Ap;, +(1=0)Ap_, + (1, —v)A(y =y *) +v,(y - »*)

with a different coefficient on the change in the output gap. If we measure "the speed limit effect” as
the coefficient on the change in the output gap we would find that the same Phillips Curve gives
different measures of the speed limit effect (y, and vy, — ;) depending only on how it is written.
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The idea of a "speed limit effect” arises from a scenario where the output gap cannot be
easily closed because of the threat of rising inflation. Thus Turner (1995) defines it with the following
sentence: "If output begins by being below potential, then the greatest proportion of this gap that can
be closed to keep next period's inflation from increasing is an inverse measure of the speed limit
effect." If closing all the gap still keeps inflation constant then there is no "speed limit effect". If
closing even a very small amount of the gap means that inflation starts to accelerate, then the ‘speed
limit effect’ is strong.

Once we accept that current inflation is determined by its past and expected future values,
this definition can be misleading. If inflation has just risen sharply (e.g. because of a supply shock),
and is autocorrelated, it may be difficult, if not impossible, to stop it rising via demand management.
Conversely, if inflation expectations are relatively constant then demand pressures on inflation will
generally be much less. This measure of the speed limit effect which is based only on its threat to
current inflation would report that the speed limit term was more important in the first case than the
second even though the same Phillips curve underlies both scenarios. This shows that the intuition
behind the "speed limit effect” can only be measured relative to where inflation is now; where it has
been recently; and where it is expected to go.

The problem with the definition is that, if inflation is affected by past inflation and
expected future inflation, it is more plausible that the policy maker would prefer a more gradual
adjustment of inflation to its target value. These considerations make it clear that in order to make this
policy experiment valid, we need to know the optimal path of the output gap over time so that we
could examine the influence of the speed limit term on this path. In order to determine this optimal
path we would have to consider not only the objectives of the policy maker but also other aspects of
the transmission mechanism of monetary policy not captured by the Phillips curve equation.

We have explained why a measure of the policy relevance of a speed limit term depends
crucially on the objectives and constraints of the policy-maker. This needs a fuller model of the
economy and a historical context. We cannot adapt the single equation approach to adequately
measure the "speed limit effect".

6.2 Asymmetric output gaps

It may be that the Phillips curve is asymmetric: a positive output gap exerts more
inflationary pressure than the deflationary pressure exerted by a negative output gap of the same size.
This can have very different implications, compared to a symmetric Phillips curve. For example, it
implies that policy makers should err on the side of caution during a recovery because the costs of
making mistakes and correcting past mistakes in monetary policy are higher than for a symmetric
Phillips curve.

As Clark et al. (1995a) pointed out formally, a Phillips curve such as ours rules this
possibility out for two reasons. First, the elasticities of positive and negative output gaps in affecting
inflation are equal. Secondly, the OLS estimates of the output gap from past data place the same
weight on positive as on negative deviations of actual output from estimated potential output implying
that the economy has spent the same amount of time above and below potential. If, on the other hand,
the true Phillips curve were asymmetric, output would have to spend more time in recession to make
inflation (taking account of past and expected future inflation) stationary and the true output gap

would be less than the calculated output gap ( Y, = yt* ) by a constant o.

Incorporating both these considerations implies that we should estimate a Phillips curve
of the following form:

Aup, =0ALE,p g+ (1- ¢)A4l’z—1 + YIAwt—l(yt—l - yt*—l - 0‘) T YW (y,_7 - yt*—7 - 0‘) + (A4oil,) @)
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where the weight w;, at each time ¢ has to be estimated and itself depends on whether the output gap at

this time ( Vi1~ yt*_1 - oc) is positive or negative. The difficulty arises in estimating these weights

along with the coefficient a. One simple way of doing this is to follow Turner (op cit) in assuming
that the two forms of asymmetry (the weights and the coefficient ) are related so that they can be
estimated together. The estimated degree of asymmetry is that which best fits the data, and if this
implies that the Phillips curve is symmetric, it should be preferred to a range of asymmetric
alternatives.

Turner assumes that the weight on a negative output gap is a fixed proportion of the
weight on a positive output gap ofithe same size, and calculates this proportion. We assume that the
size as well as the sign of the output gap determine its weight. This exhibits the plausible property
that inflation is stubborn and becomes increasingly harder to reduce when it is lower (and expectations
of future inflation do not change) but easy to raise when it is high. In Appendix B we illustrate in
more depth how this weight can be estimated and what it implies for inflation.

We found that the Phillips curve of best fit is not symmetric. Rather, we estimate that the
true output gap is 0.55pp less than the calculated output gap. This means that when the true output
gap is 2%, the inflation rate is 0.25pp more than the average rate; whereas when the output gap is
-2%, the inflation rate is 0.20pp below the average rate. In addition we find that the asymmetric
output gap terms are fairly significant in a regression with past inflation, expected inflation and
symmetric output gap terms. The likelihood ratio test indicates that the asymmetric terms are
significant at a 20% level. Although this latter test is biased against asymmetry, it supports our overall
finding that there is some very mild asymmetry in the UK Phillips curve.

The results of re-estimating the Phillips curve with the asymmetric output gap terms are
reported in the Appendix (Table A.4). The equation fits the data better than the symmetric Phillips
curve as we should expect but without engendering any great changes in the other parameter
estimates. There are still elements of skewness in the residuals but less than with the symmetric
Phillips curve. These results do not necessarily contradict Turner who found that the Phillips curve for
the United Kingdom was symmetric using annual data. This is because he was testing symmetry
against the nearest alternative that a positive output gap exerted at least twice as much inflationary
pressure as a negative output gap of the same size whereas our results estimate the degree of
asymmetry to be too subtle to discern from his tests.

Conclusions

In this paper we have discussed the use of measures of the output gap and illustrated the
diversity of estimates that can be obtained. We have shown how more theory-based estimates can be
made and associated with a probability distribution for the output gap. We have further shown that,
when coupled with an explicit measure of expected inflation, these output gap measures can be useful
in estimating a relationship between the output gap and inflation. By considering the role of expected
future inflation separately from the feedback of past inflation, we have a richer understanding of the
dynamic effect of the output gap on inflation.

Using the estimated relationship between the output gap and inflation, we have shown
that no change in labour market flexibility in the 1990s is apparent. There is some evidence, however,
of the service sector acting as a bottleneck, generating more inflationary pressure than the rest of the
economy. We have also discovered some mild asymmetry in the relationship between the output gap
and inflation which implies that a 2% positive output gap exerts 0.05pp more inflationary pressure
than the deflationary pressure exerted by a 2% negative output gap and that OLS estimates of the
output gap are on average 0.55pp too high.
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The simple idea of a "speed limit effect" asks whether the speed at which the output gap
is closed has any bearing on the inflation rate; more strictly it asks what is the fastest rate of closure of
the gap that can occur without an increase in the rate of inflation. Our discussion reveals that full
appreciation of a "speed limit effect” needs to deal with the endogeneity of inflation expectations and
the output gap itself. Inspection of the single equation Phillips curve is insufficient to answer this
question. A proper conclusion requires a model of the output gap and the role of policy in influencing
this gap, since the response of current inflation depends on past and future output gaps, and not only
on the current level. Even without any bottlenecks or asymmetric effects, inflation may rise before any
output gap is closed, or continue to change when output is growing at trend.

In conclusion, empirical estimation of expectations-augmented Phillips curves provides a
role for the output gap in predicting inflation and the relationship can be robust when not faced with
external or supply shocks. The output gap does, therefore, give us a simple method of judging short-
term inflationary pressures alongside other modelling approaches. However, we emphasise that the
single equation chosen has fairly limited use without some additional information about the
determination of the output gap itself. The Phillips curve is not a reduced form in the proper sense of
the term; it is just one part of a wider system.

Appendix A
Table A.1
An estimated UK Phillips curve equation on quarterly datal
Annual RPIX inflation
Sample period: 1977Q1-1995Q1
Output gap,.7 0.279%*
(3.62)
Output gap,.; - output gap,., 0.5455**
(5.42)
Expected inflation,4 0.217%*
(5.08)
Lagged inflation 0.783**
(5.08)
Oil price inflation (spot price of Brent Crude) 0.0102™
3.61)
Equation diagnostics
R2 0.603
DW 1.43
SE 0.008604
Serial correlation (F) LM(1) = 5.56
Heteroskedasticity (F) 3.00
Functional form (F) 0.005
Normality 2707
Restriction that coefficients on expected and lagged F=3.69"
inflation sum to unity
Chow Forecast Test for 1995Q2-1996Q2 (F) 0.1

* Indicates statistically significant at 10% level. ** Indicates statistically significant at 5% level.
1 f-statistic in brackets.
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Table A.2
An estimated UK Phillips curve equation on annual data!

Annual RPIX inflation
Sample period: 1977-1994

Constant -0.00639

(1.2)
Output gap,.; 0.1404*

(1.8)
Expected inflationy 0.3696**

(7.3)
Lagged inflation 0.6362%*

(12.0)

Equation diagnostics
DW 2.33
SE 0.00898
Serial correlation (F) LM(1)=1.17
Heteroskedasticity (F) 0.85
Functional form (F) 0.002
Normality 9.0**
Restriction that coefficients on expected and lagged F=0.01
inflation sum to unity

* Indicates statistically significant at 10% level. ** Indicates statistically significant at 5% level.
1 _statistic in brackets.

Table A.3
An estimated UK Phillips curve equation on quarterly data
allowing for service sector bottlenecks!

Annual RPIX inflation
Sample period: 1977Q1-1995Q1
Aggregate output gap terms at 1ags .1 12 s.4. 1.5, 17 0.263 (3.84), -0.441 (-3.58), -0.683 (-2.31),
0.146 (2.26), 0.120 (1.60)
Service sector output gap terms at 1ags ;.1 1.2, 14 1.5 0.228 (0.837), -0.082 (-0.282), 1.03(3.72),
-0.841 (-3.39)

Expected inflationy 4 0.202 (4.52)
Lagged inflation 0.798

(4.52)
Oil price inflation (spot price of Brent Crude) 0.0103

(4.04)
Equation diagnostics
R? 0.695
DW 1.28
SE 0.007648
Serial correlation (F) LM(l) =1942 **
Heteroskedasticity (F) 1.375
Functional form (F) 0.513
Normality .

12.0

* Indicates statistically significant at 10% level. ** Indicates statistically significant at 5% level.
1 r_statistic in brackets (affected by multicolinearity despite estimation with reparameterisation).
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Table A.4
An estimated asymmetric UK Phillips curve equation on quarterly datal

Annual RPIX inflation
Sample period: 1977Q1-1995Q1
Asymmetric output gap ;.7 0.111
4.07)"
Asymmetric output gap ;.| - asymmetric output gap ., 0.576
(7.20)"
Expected inflation .44 0.206
(5.63)"
Lagged inflation 0.794
(5.63)"
Oil price inflation (spot price of Brent Crude) 0.0104
(4.50) ™
Equation diagnostics :
R2 0.718
DW 1.83
SE 0.00687
Serial correlation (F) LM(1)=0.15
Heteroskedasticity (F) 2.78"
Functional form (F) 0.289
Normality e
15.99

* Indicates statistically significant at 10% level. ** Indicates statistically significant at 5% level.
I ¢-statistic in brackets.

Appendix B: Asymmetric effects

This technical appendix describes our method of estimating asymmetries in the
relationship of output gaps to rates of inflation. This improves on past methods because it is less
arbitrary and allows the size as well as the sign of the output gap to determine its effect on inflation.
For ease of exposition, consider the simplest Phillips curve of the symmetric (linear) form:

Ap=co+c1(y—y*) ™)

As we described earlier, this differs from an asymmetric output gap in two ways. First, it
imposes the same coefficient on positive and negative output gaps. Secondly, the OLS-estimated
output gap (y — y*) places the same elasticity on positive as on negative deviations of actual output
from the estimated potential output, implying that the economy has spent the same amount of time
above and below potential.

This second point should be considered in more depth. If the true Phillips curve were
asymmetric and (quite reasonably) we assume that actual inflation is stationary,® then the economy

3 In our more general Phillips curve equation, we are assuming that actual inflation minus the effects of expected and
lagged inflation is stationary.
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would have spent more time below than above potential and the actual output gap in each period
would be more negative than the calculated output gap (y — y*) by a constant c.

Taking account of both of these aspects means that we can define the weighted output
gap (wrog) as the calculated output gap adjusted for miscalculation and allowing for different weights
for positive and negative values:

wtog, =w,(y— y*—a) (8)

where w, is the weight on the true output gap at time ¢ and can itself depend on the output gap at
time ¢. This weighted output gap will then have a linear (symmetric) effect on inflation.

Note that the sum of the weighted output gaps (just like the calculated output gaps) over
the sample are zero; although the economy spends more time below trend, it affects inflation more
when it is positive than when it is negative and the rate of inflation is stationary. This is true, even
though the sum of the unweighted output gaps will be negative. Thus:

Zowt(y—y*—oc)=0 9)

Combining implies that, allowing for an asymmetry, we should estimate a Phillips curve
of the following form:

Apt = +Clwt(y_y*_a) (10)

Remember that the weight at time ¢ depends on whether the calculated output gap is
greater than or less than o. The difficulty in estimating this Phillips curve is hence that the coefficient
o and the weights should be estimated together.

, Turner (op cit) suggested a simple test by assuming that the weight on a positive output
gap is n times a negative output gap of the same absolute size. If the scale factor, n, is equal to one,
then ot =0 and the Phillips curve is linear (symmetric) as in equation 7.

For each value of the scale factor, we can calculate the value of o from equation 9 by a
grid search. For this calculated o, the asymmetric output gaps are used in the estimation of 10. The fit
of this estimation is compared with other estimations for different values of the scale factor. The scale
factor which gives the best fit is chosen as best reflecting the DGP. If this optimal scale factor is one,
then we have found that the symmetric Phillips curve is preferred to a range of alternatives.

There are two problems with this approach. First, for each scale factor, we have to find
the optimal o by trial and error. Apart from being time-consuming, there may be more than one o
which satisfies for any given scale factor, n. Secondly, as Turner himself notes, the form of the
asymmetry is discrete whereas it may be that the weight an output gap receives in determining
inflation depends on its absolute size as well as on its sign such that inflation becomes increasingly
harder to reduce the lower it is.

Our alternative specification of the weights which overcomes both these problems is the
exponential form:
w, =expp(y - y*-a)

Here the more positive and the larger the output gap, the more weight it receives in
determining inflation. The scale factor p plays an analogous role to the scale factor » in Turner's
method: if it is zero then the Phillips curve is linear. Now, using equation (9), there is a unique,
readily-calculable value of o for each p given by:
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t:Zl(y —y*)ep(y—y*)

o= n
Seply-y*)
t=1

Thus for any value of p and given the data we can write down the value of o. This means
that estimating the optimal degree of asymmetry is much more straightforward. The optimal degree
chosen can then be used to derive policy implications.

Implications for inflation

Chart 8 compares the relative effect on inflation of an output gap according to the kinked
weights used by Turner; our method for two degrees of asymmetry and a symmetric system of
weights. The inflationary implications of each system differ. According to kinked weights, the
elasticity of a given output gap only changes once it crosses full capacity. In contrast, with our
weights, to reduce inflation to ever lower levels, ever deeper recessions are necessary.

Other specifications for the weights have been suggested in the literature. Clark et al.
(1995b) illustrate the strengths and weaknesses of the different approaches. The system of weights
they prefer is the method employed by Chadha, Masson and Meredith (1992) which assumes that the
weights are given by a function which has similar properties to our exponential weights: a large
negative output gap exerts relatively less deflationary pressure. However, for reasons similar to the
kinked weights, this is not as easy to calculate as our system of weights.

Chart 8
Asymmetric output gaps

Inflationary Pressure

The Output Gap (%)

------- Extreme Exponential Asymmetry - ----- Mild Exponential Asymmetry ——e— Kinked Asymmetry No Asymmetry
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Comments on: "The output gap and inflation — experience
at the Bank of England"
by Paul G. Fisher, Lavan Mahadeva and John D. Whitley

by Frank Smets

This paper nicely summarises some of the research done at the Bank of England on the
relationship between inflation and the output gap. The paper consists of three sections. The first
briefly discusses the concept of a Phillips curve and the various inputs needed for estimation, such as
measures of the output gap and inflation expectations. The second presents estimates of a Phillips
curve for the United Kingdom and discusses the implications of a widening output gap for future
inflation. The third focuses on a number of related issyes, in particular whether structural breaks can
be detected, whether service sector bottlenecks have additional power, whether speed limit effects are
important, and whether there are asymmetries in the link between inflation and the output gap. My
comments will be limited to, first, estimation of the output gap and, second, some of the implications
thereof for estimation ofithe Phillips curve.

Clearly, the usefulness of a Phillips curve for policy purposes critically depends on the
reliability of the estimated output gap. The authors show quite convincingly that simple statistical
methods, such as a log-linear trend or the HP filter, are very sensitive to the choice of the estimation
period and the smoothing parameter in the HP filter. THey acknowledge that there is a random walk
component in output, but reject statistical models that take that explicitly into account on the
argument that there are a million ways such a series can be decomposed into a permanent and
transitory component. While this is true, it should be recognised that using economically sensible
identifying assumptions and additional information can narrow down the set of possible
decompositions. Examples of such fruitful approaches are the extended HP filter, the Blanchard-Quah
methodology and the Unobservable Components model by Kuttner.

Instead the authors rely on a more structural approach which consists of using labour and
capital inputs in a Cobb-Douglas production function and estimating the trend in productivity
residuals using a constant and a linear time trend. The production function approach has its own
problems related to the considerable data requirements, the possibility of introducing specification
error because of, for instance, the assumed form of the production function and the difficulty in
calculating confidence bands. More importantly, however, by fitting a linear time trend on the
productivity residual, the authors run into the same kind of problems as the simple statistical methods
they dismiss. It is a pity they do not report the diagnostics of the linear time trend regression, but I
strongly suspect that the Durbin-Watson statistic is very low, indicating that the productivity residuals
have a random walk component. Ifithis is the case then not only will the regression on the time trend
result in spurious correlation, it will also affect the calculation of the confidence bands. Basically one
gets the same type of problems as in regressing output directly on a linear time trend. This is an old
critique of the traditional production function approach (see, for instance, Schwert and Plosser
(1979)).

The next question is then whether the estimation of the output gap matters for estimation
of the Phillips curve. The authors find that it is mainly the change in the output gap that has a
significant effect on inflation and, therefore, argue that it does not matter very much which output gap
one uses, because they all move in a very similar way. My conjecture here is that this result may be a
direct implication of the misspecification of the output gap. If there is still an important random walk
component left in the estimated gap which has more to do with supply than demand conditions, then it
should not be surprising that differencing helps in getting significant effects, because this implicitly
filters out the low frequency or random walk component. To check whether this is what is going on,
one should analyse the productivity residuals a bit further. Two pieces of evidence from Gerlach and
Smets (1997) suggest that this is a possible explanation. Thus we find that the United Kingdom has
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the largest variance of random walk shocks among all the G7 countries. Second, once we filter out
this quite variable potential output series, we find that the level of the output gap has a quite strong
impact on inflation in the United Kingdom. Moreover, we tested for acceleration effects in our model
but did not find any evidence of such effects.
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Output gap and inflation: the case of Japan!'

Tsutomu Watanabe

Introduction

The Japanese economy has been experiencing disinflation since the beginning of the
1990s when the "bubble" in stock and land prices burst. For example, the year-to-year inflation rate
measured by the GDP deflator gradually declined from 3% at the beginning of 1992 to -1% at the
second quarter of 1995. Moreover, if we call a fall in the price level deflation, the Japanese economy
experienced deflation in 1994 and 1995. The inflation rate measured by the GDP deflator has started
to go back above-zero since the third quarter of 1995 reflecting the recovery of the Japanese economy,
but the trend of inflation is still very weak (see Figure 1 for the recent trend in various measures of
inflation).

There are several discussions inside and outside the country about possible causes of
disinflation and deflation. First, the real side of the economy has been very weak since the bubble
burst, so that final demand for goods and services has also been weak. Second, reflecting the recent
developments in the east Asian economies (i.e. the NIEs, ASEAN countries and China) and the
appreciation of the yen during the period of 1990 to early 1995, cheap and good-quality products have
flowed into the Japanese markets since 1993. A rising share of imported products as well as intense
competition between imported and domestic products has significantly contributed to disinflation and
deflation. Third, supply-side shocks within the country have also contributed to some extent. For
example, the efficiency of the distribution system in the country has been improved significantly these
five years: new types of large-scale shops called discounters or road-side shops have emerged and sell
imported and domestic products at very competitive prices; the notoriously inefficient hierarchy of
wholesalers has collapsed, at least in part. Also, deregulation in areas such as gas stations and
automobile inspection has urged competition in those industries, thereby contributing to reducing
their prices.

Common to the above stories is that "excess supply"”, whatever it might mean, has played
an important role in the process of disinflation and deflation. In this paper, based on this
understanding, we will first estimate the GDP gap as a measure of "excess supply or demand" and
then investigate the relationship between the GDP gap and inflation.

The paper is structured as follows. In the next section, we will estimate the GDP gap. In
Section 2 we will investigate the relationship between the GDP gap and inflation, in particular,
whether (i) we can observe a stable Phillips curve; (ii) a concept like NAIRU could be applied to the
Japanese economy; and (iii) the so-called "speed limit effect” as discussed in Romer (1996) and
others, can be observed. Section 3 will conclude the paper by briefly considering the cost of
disinflation with a special attention on the recent discussions about the cost and benefit of zero
inflation.

1 Please do not quote without permission. Part of the analysis in this paper is based on the products of other research

projects in the Research and Statistics Department of the Bank of Japan. I want to thank members of those projects for
their cooperation. Also, I would like to thank participants at the Central Bank Econometricians’ meeting held at the
BIS, particularly Steve Kamin, for their helpful comments and suggestions. Needless to say, however, all remaining
errors are mine.
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Figure 1

Recent trend in indicators of inflation
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1. Estimation of the GDP gap

1.1 Production function

To estimate the GDP gap, we first estimate potential output and then calculate the gap as
the deviation of actual GDP from potential output. The procedure of estimating potential output is in
three steps: (i) specify and estimate a production function of the Cobb-Douglas type; (ii) estimate the
potential amounts of labour as well as capital inputs; (iii) put the potential amounts of factors in (ii)
into the production function estimated in (i) to obtain potential output.

To begin with, let us assume the following production function:
In(Y,/L,H)=ay+a In(K,/L,H)+a,t, +ast, ¢))

where Y, L, H, and K represent real GDP, employed persons, total working hours and
capital stock multiplied by the rate of capital utilisation, respectively. Equation (1) is standard except
for two things. First, since no data are available for the rate of capital utilisation in the non-
manufacturing sector, we assume that the capital utilisation in that sector is constant. More precisely,
we define K as K = K,,R + K,,, where K,, and K,, represent the capital stock in, respectively, the
manufacturing sector and the non-manufacturing sector and R is the capital utilisation rate index in the
manufacturing sector. Second, the way we express technological progress is a bit unusual. That is, we
believe that the growth rate of total factor productivity, or TFP, is the same before and after the
bubble period, but takes a different value during the bubble period. To express this idea, we introduce
two linear time trends, the third and fourth terms on the right hand side of equation (1): the third term
is a linear time trend for the entire estimation period (1975 to 1996); the fourth term is a linear time
trend only for the bubble period (1985 to 1993). By construction, the growth rate of TFP is a, for the
normal period and a,+a; for the bubble period.

When equation (1) is estimated by OLS over 1975Q1 to 1996Q3, the result is:
ap = -2.421; a; =0.320; a, = 0.0017; a3 = 0.0027 2

All of the parameters are different from zero at the 1% significance level. The estimated values for a,
and a3 mean that the TFP grows at 0.68 (= 0.17 x 4) % per year before and after the bubble period and
by 1.76 (= 0.17 x 4 + 0.27 x 4) % per year during the bubble period.

We should make one comment concerning the above result. We can calculate "actual”
values of TFP as a residual: In (Y, /L; H)) - ag - ay In (K, /L, H;). The solid line in Figure 2 is the
growth rate of actual TFP calculated in this way. We expect that the growth rate of actual TFP is near
a, for normal periods and a;+a3 for the bubble period. Indeed, this is true during the pre-bubble
period as well as the bubble period. However, the actual growth rate of TFP is much lower than a,
after the crash of the bubble. If the growth rate of TFP has actually fallen during the post-bubble
period, we would need to add another linear time trend for that period. But the problem here is that, as
seen in Figure 2, the actual growth rate of TFP was negative in 1994 and 1995. If we added a time
trend for the post-bubble period, we would get a negative coefficient. This means that technological
retrogress occurred in this period and, as a result, potential output grew less than the increase in factor
inputs. Clearly this is not plausible and seems to imply that something is wrong with the estimation
procedure. For example, effective labour inputs might be much smaller than the actual number of
employed persons multiplied by working hours: in other words, the unemployment rate inside the
firms might be higher during the post-bubble period. Or, the production function might have
increasing returns to scale rather than constant returns to scale as we assumed in the estimation. If this
is the case, a significant decrease in demand leads to larger decline in output than in factor inputs.

Although we can think of several reasons, we cannot give a definite answer at this
moment. Given the current state of understanding, we do not believe that adding a time trend for the
post-bubble period is the best strategy. Recognising that this is still an open question, we take the
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position in the rest of this paper that the trend growth rate of TFP in the post-bubble period is the
same as the pre-bubble period.

Figure 2
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1.2 Potential inputs

Next, we estimate potential inputs. We define potential capital inputs as the actual capital
stock multiplied by the historically maximum value of the capital utilisation rate in the manufacturing
sector during the sample period (100.9 in 1990Q4 (see Figure 3)) and use this value throughout the
sample. As for the non-manufacturing sector, we ignore capital utilisation as stated before.

We define potential labour inputs as the maximum number of workers multiplied by the
maximum number of working hours. To estimate the maximum number of workers, we first calculate
the ratio of employed persons to the population aged 15 years and over; i.e. the labour participation
rate for the generation of 15-65 years as well as that for the generation of over 65 years, and then
estimate trends in labour participation rates in each generation (see Figure 4). Multiplying the trend
obtained in this way by the population, we get the maximum number of workers.

The maximum number of the overtime working hours in the sample period was 15.8
hours per month in 1989Q2. We use this value throughout the sample. As for scheduled working
hours, there is a downward trend starting in 1988 and ending in 1993 which reflects the fact that more
and more firms were adopting a five-day working week during this period (see Figure 5). Taking this
observation into consideration, the potential of scheduled hours is estimated to be 162.2 hours per
month in and before 1987, decreasing in 1988-93 as depicted in Figure 5, and to 148.6 hours in and
after 1994.
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Figure 4

Labour participation rate
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Figure 5
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1.3 Potential GDP and GDP gap

We can calculate potential output by putting the potential amount of factor inputs into the
production function. Potential GDP in Figure 6 is calculated in this way and the GDP gap in Figure 7
is defined as (actual GDP-potential GDP)/potential GDP.2 As the figure shows, the GDP gap started
to increase or deteriorate at the beginning of 1991 and continued to increase monotonically until the
first quarter of 1995 when actual GDP deviated from the potential level by 7%. It tends to improve
since the second quarter of 1995, although its level is still as high as 5%.

Figure 6
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To see what caused the deterioration of the GDP gap in the 1990s, we decompose
changes in the GDP gap from the previous period into the following two components using the
identity:

AGDP gap = final demand /actual GDP - Apotential GDP /potential GDP - Aimport /actual GDP (3)

where the first and the second terms on the right-hand side are combined and called "final demand
minus potential GDP factor” in Figure 8 and the third term "import factor".

As shown in Figure 8, the deterioration in the GDP gap in 1991 and 1992 was mainly
explained by the first factor. That is, final demand, particularly domestic private demand, was weak as
compared with potential output during this period, so that the GDP gap deteriorated. Fiscal and
monetary stimulus starting in 1992 reduced the downward pressure from the import factor in and after

Note that the GDP gap obtained here and used in the rest of this paper is not the deviation of the gap from the natural
rate. According to the Lucas supply function, the natural rate is defined as the level of the GDP gap where the actual
rate of inflation coincides with the expected rate of inflation, as long as the supply shocks are negligible. Using the
inflation forecasts made by private think-tanks each year as a proxy for the expected rate of inflation, we have found
that the natural rate is about 3%.
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Figure 7
GDP gap
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1993. Instead, the downward pressure from the second factor has started to increase. This is due to an
increase in imports from east Asian countries reflecting the appreciation of the yen as well as
industrialisation in those countries. An important thing to note is that increase in imports cannot be
explained by the movement of final demand. If all increases in imports had been induced by increases
in final demand, they would have been neutral to the GDP gap, or the supply-demand condition in
goods and service markets. In fact, final demand was too weak to induce any imports in this period,
although it was gradually recovering. In this sense, the increase in imports in and after 1993 was
almost independent of final demand, so that it increased the GDP gap significantly.?

Table 1

Selected examples of estimation of potential GDP

Growth rate of potential GDP, in percentages

1991 1992 1993 1994 1995
Present paper 39 27 1.9 2.0 2.2
Economic Planning Agency 4.9 3.0 1.3 1.1 n.a.
Industrial Bank of Japan 4.1 4.1 3.1 n.a. n.a.
Japan Development Bank 4.0 2.7 1.9 23 2.2
Bank of Tokyo-Mitsubishi 4.0 4.0 3.5 3.5 35
IMF 4.5 3.9 33 2.8 2.6
OECD 29 23 22 3.2 3.0

3 Table 1 shows the selected estimates of potential GDP and the GDP gap by various institutions, including the

Economic Planning Agency and private think-tanks.
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Figure 8

Decomposition of movements in the GDP gap
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Figure 9
Indicators of the output gap

1. Diffusion index for "Supply/demand conditions for products"
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1.4 Other indicators of the output gap

Figure 9 (on the previous page) shows recent movements in various measures of slack in
the economy: (i) the diffusion index, DI, concerning "supply/demand conditions for products" in
Short-term Economic Survey of Principal Enterprises; (ii) the capital utilisation rate; and (iii) the
unemployment rate. As clearly seen, all three measures commonly indicate the deterioration in the
output gap during the period of 1990 to 1993. This is consistent with the movement of the GDP gap
estimated above. However, the movements of those measures differ significantly in and after the
beginning of 1994: the DI and capital utilisation rate have started to improve gradually since the
beginning of 1994, while the unemployment rate and the GDP gap continued to deteriorate.*

We can point to the following reasons in explaining the different movements since the
beginning of 1994. First, the difference in coverage: the DI and the capital utilisation rate represent
slack in the manufacturing sector, while the GDP gap and the unemployment rate cover the whole
economy. Second, the DI and the capital utilisation rate might fail to capture the impact of the rapid
increase in imports from east Asian countries, which was the main source of deterioration of the GDP
gap in 1994 and 1995. For example, correspondents of the Short-term Economic Survey, major
enterprises from capital of over 1 billion yen, might not face severe competition from east Asian
countries. It might be smaller enterprises whose products are more labour intensive that are exposed to
competition from east Asia. The third possible reason is measurement error. In particular, we cannot
deny the possibility of overestimating the potential growth rate, given that the growth rate of TFP we
use in calculating the potential GDP is higher than the actual growth rate of TFP during this period.

2. Relationship between the output gap and inflation

2.1 Three hypotheses

There are three alternative hypothesis about the relationship between the output gap and
inflation. First, the level of the output gap is related to the rate of inflation. The theory of general
equilibrium tells us that the rate of change in each commodity price depends on the excess supply or
demand for that commodity. By analogy, at the macro level this implies that the rate of change in the
general price level, or the inflation rate, depends on the level of slack in the economy, or the output
gap. A famous example of this type of relationship is the so-called Phillips curve, a stable relationship
between the rate of change in wages and the unemployment rate.

Second, the level of the output gap might be related with the rate at which inflation rate
increases, or the acceleration of the general price level. A famous example of this sort is the Non-
Accelerating Inflation Rate of Unemployment (NAIRU). The rate of inflation continues to increase if
the unemployment rate is below the natural rate, and continues to decrease if the unemployment rate
is above the natural rate. It is only when the unemployment rate coincides with the natural rate that the
rate of inflation remains unchanged. The NAIRU is a special case of the hypothesis of the natural rate
of unemployment where the expected rate of inflation is equal to the rate of inflation in the previous
period.

Third, the change in output gap might be related with the rate of inflation. For example,
the general price level started to rise in the US economy just after the Great Depression reflecting the
rapid shrinking of the output gap, with the level, measured by the GNP gap still being over 40%.

4 As for the unemployment rate, since a structural change is going on in the labour market, it might be inappropriate to
consider such rise in the unemployment rate as entirely cyclical.
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Some argue that this sort of relationship was observed in instances other than Great Depression and
call it the "speed limit effect" (for example, see Romer (1996)).

In what follows, we will see which of the three hypothesis holds for the Japanese
economy. Before proceeding further, however, let us briefly think about implications of each
hypothesis for the future course of inflation in the Japanese economy. As we saw in Section 1, the
current level of the GDP gap in Japan is as high as 5% and the current rate of inflation is near zero.
Suppose someone predicts that the GDP gap will improve in 1997 as the economy recovers but the
speed of improvement will be limited reflecting the weakness of final demand. What does this
prediction imply for the future rate of inflation?

According to the first hypothesis, it is the level of output gap that is related to the rate of
inflation. Therefore, those who believe in the first hypothesis predict that the rate of inflation will
gradually rise as the GDP gap improves. For those who believe in the second hypothesis, the critical
thing is to know whether the current level of the GDP gap is below or above the natural level.
Needless to say, it is impossible to prepare any answer about the natural rate without close
examination of the data; nevertheless, most economists will probably agree that the natural rate, if it
exists, will be lower than 5%. If this is the case, the rate of inflation will continue to go down in the
near future. Finally, according to the third hypothesis, it is not the level of the GDP gap but the speed
of improvement that determines the rate of inflation. No matter how large the current and future level
of the GDP gap, inflation will surely increase as long as the GDP gap improves.

In the rest of this section, we will investigate which of the three hypotheses holds for the
Japanese economy through "eyeball econometrics” as well as simple regressions.

2.2 The Phillips curve

Figure 10 plots the level of the GDP gap and the rate of inflation measured by the CPL. It
is clearly seen that there exists a stable trade-off between the two variables since 1980. In other words,
we can observe something like the Phillips curve in the 1980s and the first half of the 1990s. It is
surprising that we observe such a stable relationship between the two in spite of various shocks hitting
the Japanese economy during this period such as the rapid appreciation of the yen after the Plaza
Agreement in 1985, the asset price inflation in the late 1980s, and the burst of the bubble in the 1990s.

Those who believe in the natural rate hypothesis might argue that from 1980 to 1996 is
too long a time range to observe a stable Phillips curve: the expected rate of inflation must have
shifted at least several times during such a long period. We agree that there might not be a single
Phillips curve but a set of multiple Phillips curves. For example, the curve in 1980-84 clearly differs
from that in 1985-87 with respect to slope and intercept. Even if we take this point into consideration,
however, it still seems surprising that the two variables are closely related with each other. An
interpretation of this fact based on the natural rate hypothesis is that expectations about future
inflation were relatively stable. In fact, various surveys, including the Short-term Economic Survey
conducted by the Bank of Japan, commonly indicate that the expectations of firms and households
have been relatively stable since the beginning of the 1980s.5

This is consistent with the observations that the money supply and nominal GDP have been moving together since the
beginning of the 1970s, and that the money supply and the GDP deflator were also moving together up to the early
1980s, whereas a stable relationship has been missing since the mid-1980s. That is, according to the natural rate
hypothesis, there is a trade-off between inflation and unemployment in the short run, during which the expected rate
of inflation is kept constant; the Phillips curve is vertical in the long run when the expected rate of inflation coincides
with the actual rate. In the 1970s, the inflation rate was so high that the Phillips curve was almost vertical. As a
consequence, the rate of inflation was governed by the growth rate of money supply. In contrast, the expected rate of
inflation was stable in the 1980s and 1990s, so that the rate of inflation was mainly determined by the GDP gap.
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Figure 10
GDP gap versus CPI inflation
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1996 is the percentage change from a year ago of the 1st semester 1996.
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Figure 11

Capital utilisation rate versus acceleration of inflation
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Note: Shaded areas represent the periods during which the inflation rate measured by the TC
component of the CPI excluding fresh food and consumption tax increased.
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2.3 The NAIRU

Figure 11 shows the relationship between the acceleration ofi the CPI and the capital
utilisation rate in the manufacturing sector. The shaded area represents the period during which the
rate of inflation increased. If the relationship is of the NAIRU type, we should observe that the rate of
inflation increases when the capital utilisation is above a specific level, or the natural level, and vice
versa.

The upper panel, which is taken from Garner (1994), shows the relationship in the US
economy. As clearly seen, there is a tendency that the CPI accelerates when the capital utilisation is
above 80.2 and decelerates when it is below that level.® In contrast to this, as shown in the lower
panel, we cannot observe such regularity for the Japanese economy: the NAIRU-type relationship
between the output gap and inflation does not exist in Japan. Rather, looking more closely, it seems
that the rate of inflation increases when the capital utilisation increases and vice versa. In other words,
it is not the acceleration of CPI but the inflation rate of CPI that is related to the level of the capital
utilisation rate. This is consistent with what we observed in Figure 10.

2.4 Estimation of the inflation equation

Examination of Figures 10 and 11 through "eyeball econometrics” seems to indicate that
the rate of inflation is related to the level of the output gap in Japan. To formalise this finding, we
regress the rate of inflation (r,) on the lagged rate of inflation (7t,.;), the output gap (g.;), change in
the output gap (Ag;.1), and the rate of change in import prices (m,). That is,

T=aotay N +ax g1 +a3Age +asm 4)

Figure 12

Dynamic simulation of the inflation equation (CPI excluding fresh food and consumption tax
versus the GDP gap) estimated over 1981Q1 to 1996Q3
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6 Note that the rate of inflation has not significantly increased since 1994 although the capital utilisation rate is well

above 80.8. In this sense, the relationship of the NAIRU type seems to disappear even in the US economy.
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We will use changes in CPI total and CPI goods as indicators of =, and the GDP gap, the capital
utilisation rate and the unemployment rate for g, ;. The sample period is 1981Q1 to 1996Q3 and the
estimation method OLS.

If the first hypothesis holds, a, should be significantly different from zero and a; should
be close to zero. If the second hypothesis holds, a; should be significantly different from zero and «a,
should be equal to unity. Finally, if the third hypothesis holds, a3 should be significantly different
from zero.

Table 2 shows the results of the regressions.” Numbers in parentheses represent standard
errors. The results are summarised as follows: (i) a; is different from zero at the 5% significance level
in all cases; (ii) a; is different from zero at the 5% significance level in all cases except the
combination of CPI total and the unemployment rate; (iii) in all cases, the null hypothesis that a3 is
zero cannot be rejected at the 5% significance level. Altogether, we can conclude that the data support
the first hypothesis but contradict the other two. This is consistent with the finding obtained through
"eyeball econometrics".

Table 2

Estimation of inflation equation

Output gap measured by: Inflation measured by:
CP1 total CPI goods
GDP gap ag 1.64 (0.33) 2.70 (0.61)
aj 0.54 (0.08) 0.25 (0.11)
a 0.27 (0.06) 0.60 (0.15)
@ -0.10 (0.11) 0.21 (0.30)
as 0.02 (0.01) 0.04 (0.02)
-EZ 0.83 0.51
SE. 0.50 1.44
D.W. 0.76 -1.48
Unemployment rate ag 2.52 (0.87) 5.80 (1.87)
ai 0.66 (0.08) 0.36 (0.11)
a -0.78 (0.30) -2.06 (0.71)
a3 0.99 (0.79) 2.49 (2.22)
a4 0.02 (0.01) 0.04 (0.02)
KZ 0.80 0.43
SE. 0.54 1.55
D.W. 0.89 -0.98
Capital utilisation rate ao -3.25 (1.37) -9.10 (4.03)
a) 0.73 (0.06) 0.43 (0.11)
ay 0.04 (0.02) 0.10 (0.04)
a3 -0.05 (0.05) -0.04 (0.15)
as 0.02 (0.01) 0.04 (0.02)
§2 0.80 0.41
S.E. 0.55 1.59
D.W. 0.07 -1.94

Notes: Numbers in parenthesis represent standard errors. The rate of inflation is measured by the annualised rate of
change from the previous quarter of the TC component of CPI total or CPI goods. Equations are estimated by OLS. See

descriptions in the text for details.

7

Figure 12 shows a dynamic simulation of the estimated equation which clearly performs well.
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3. The cost of disinflation

As a concluding remark, let me briefly discuss the cost of disinflation the Japanese
economy has experienced since the burst of the bubble. According to the literature, including
Krugman (1996) and Fischer (1996), disinflation from, say, 5 to 0% is more costly in the terms of the
sacrifice ratio than disinflation from, say, 10 to 5%. This is because the nominal wage has some
downward rigidity so that the real wages rise when the rate of inflation approaches zero, leading to a
decrease in the demand for labour and a higher rate of unemployment. According to their argument,
since the cost of disinflation is higher than the benefit of such disinflation when the rate of inflation is
close to zero, central banks should not target zero inflation. They should target, say, 3% or moderate
inflation.

Their theoretical reasoning as well as the policy implication seems crystal clear, but their
argument lacks empirical evidence because inflation rates have been far from zero in almost all
industrial countries, at least during the post-war period.? In this circumstance, the experience of Japan
since the burst of the bubble seems quite valuable from the point of view of evaluating the cost of
moving to zero inflation.

3.1 Is the real wage too high?

According to the argument for moderate inflation, zero inflation is costly because of rigid
nominal wages. It is not easy to test whether nominal wages are rigid or not, and this is beyond the
scope of this paper. But, if the argument is correct, we should observe a rise in real wages as the rate
of inflation approaches zero. More precisely, we should observe that real wages become too high as
compared with labour productivity.

Based on this understanding, we compare the real wage and labour productivity in
Figure 13. As the figure shows, dots are on or near the 45-degree line in the 1980s which means that
the real wage has tended to comove with labour productivity during this period.® In contrast, dots
deviate significantly from the 45-degree line in the 1990s. In this sense, the real wage has been too
high during this period. By closer inspection, a similar phenomenon is found in the early 1980s when
the Japanese economy was also weak.!® These two observations seem to suggest that, when the
growth rate of output is low, firms try to reduce labour inputs by first cutting overtime working hours
and then the number of employed persons. But such adjustments usually take time, particularly the
second, thereby leaving labour inputs too high as compared with the level of output during the
adjustment process. As a result, the growth of labour productivity goes down. In this situation, firms
try to control real wages in accordance with the lower labour productivity, but this is also a difficult
task and takes time to complete. As a consequence, dots deviate from the 45-degree line during a
recession.

One thing special to the first half of the 1990s is that the rate of inflation has been very
low. We cannot deny the possibility that the lower rate of inflation makes it even harder for firms to
control real wages during the recession. ‘

8  Needless to say, if we go back to the Great Depression or the period of the gold standard, you might find ample

instances of zero or below-zero inflation.

9 Note that both the real and labour productivity are indices with 1990CY=100. Hence, the fact that dots are on the 45-
degree line does not necessarily mean the level of real wages and the level of labour productivity coincide.

10" Another episode is the period 1973-74 when dots deviate from the 45-degree line of the 1970s. In this period, the rate
of inflation of over 20% made expectations of inflation very unstable. People started to expect higher and higher
inflation and nominal wages rose at a very high speed. In fact, the growth rate of wage outweighed the actual inflation
rate. As a result, real wages rose while the growth of labour productivity was very low. Given this story, the deviation
from the 45-degree line in 1973 and 1974 can be interpreted as caused by an overshooting of expectations.
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Figure 13

Real wage and labour productivity
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Notes: Real wage = nominal wage/GDP deflator. Labour productivity = real GDP * nominal wage/compensation of
employees.

3.2 Isthe Phillips curve flatter?

The observation that the real wage is too high is consistent with the argument for
moderate as opposed to zero inflation. The next thing to check is whether the high real wage led to a
rise in the unemployment rate. As we saw in Figure 9, the rate of unemployment has indeed been high
since the burst of the bubble. But, as we noted in footnote 4, this is partly due to a structural change in
the labour market; therefore, it might not be appropriate to attribute the rise in unemployment to
higher real wages alone.

A more straightforward way to see the consequence of higher real wages is to check the
slope of the Phillips curve. If a rise in the real wage reduces the demand for labour significantly, the
slackness of the economy, including unemployment, must increase. If this is the case, the Phillips
curve we observed in Figure 10 should be flatter in the first half of the 1990s than before. Looking at
Figure 10 from such a point of view, we can say that the slope of the curve is clearly flatter in the
period 1991-95 than in 1980-83. On the other hand, no significant change is observed between
1985-87 and 1991-95. What do these two observations mean? First, since the rate of inflation in both
1985-87 and 1991-95 was between zero and 3%, there is no reason why the slope should differ
between these periods. Therefore, the second observation is exactly what the theory predicts. The first
observation is more interesting. If we take this fact as it is, the Phillips curve is flatter in the 1990s
and disinflation from 3% (in 1991) to zero (in 1995) is, therefore, more costly than disinflation from
7.5% (in 1980) to 1.8% (in 1983).
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Figure 14

CPI inflation and nominal interest rate

Long-term nominal interest rate, percent

6.5

6.0 - y = 0.7084x + 3.6494
R? = 0.6035

55

5.0

45
4.0
3.5 | 95/2Q

30 | 7 %‘ 96/3Q

2' 5 I i 1 : 1 L 1
-1.0 -0.5 0.0 0.5 1.0 1.5 20 2.5 3.0

Percentage change of CPI from previous period at annual rate

Figure 15

Dynamic simulation of the inflation equation (CPI excluding fresh food and consumption tax
versus the GDP gap) estimated over 1981Q1 to 1989Q4
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One caveat is that the CPI inflation rates in 1980 and 1981 were governed by oil prices.
Obviously, it is not appropriate to look at the slope of the Phillips curve when a cost-push factor like
higher oil prices affects the price index. In such a case, it is important to control for the effects of
supply-side factors. Based on this understanding, we have conducted a simple experiment using the
inflation equation estimated in Section 2.4. That is, we have reestimated the inflation equation using
data for the 1980s and conducted out-of-sample forecast. If zero-inflation is costly, we should observe
underprediction: that is, the forecast values should be lower than actual values. However, as shown in
Figure 15, the forecast values are consistently higher than actual. In other words, when we properly
control for the supply-side factors, the relationship between the rate of inflation and the GDP gap
during the post-bubble period remains the same as that of the 1980s. In this sense, we cannot find any
evidence supporting the hypothesis that the sacrifice ratio goes up as the rate of inflation approaches
Zero.

3.3 Future works

In sum, the evidence is mixed: the data seem to suggest that the disinflation since the
burst of the bubble in Japan has caused higher real wages; at the same time, however, we cannot find
strong evidence of a higher sacrifice ratio during that period.

This is just the beginning of research on this topic and lots of things need to be done to
evaluate the cost of zero inflation.!! For example, we need to investigate further why real wages
remained high during the post-bubble period and whether this is an immediate and direct consequence
of zero inflation. Also, further analysis of the downward rigidity of nominal wages will be needed.!?
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The advocates of moderate inflation are also concerned that zero inflation tends to lead to a higher real interest rate.
For example, suppose a central bank, struggling with recession, wants to create a negative real interest rate. If the rate
of inflation is zero, it is impossible to create a negative real interest rate because nominal interest rates cannot be
negative. Also, if deflation is going on, the real interest rate remains high or continues to rise even if the nominal
interest rate is very close to zero. From this point of view, the relationship between the long-term nominal interest rate
and the rate of inflation is shown in Figure 14. As immediately seen, there is no evidence that the long-term nominal
interest rate remained too high in comparison with the rate of inflation.

12 See Kimura and Ueda (1997) as an example of this sort of study for Japan.
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Comments on: "Output gap and inflation: the case of Japan"
by Tsutomu Watanabe

by Steve Kamin

Mr. Watanabe's contribution is a clear, straightforward, and interesting analysis of the
behaviour of inflation in Japan. During the 1980s, Japanese inflation was well below the OECD
average, and more recently, Japan experienced the relatively novel phenomenon of price deflation.
Under these circumstances, it is interesting to see whether Japanese inflation might be consistent with
a standard Phillips-Curve model such as Mr. Watanabe estimates for Japan.

To review, the paper first estimates a production function for Japan and then, based on
hypothetical values for inputs, calculates a measure of potential GDP. Using the resultant measure of
the output gap for Japan, Mr. Watanabe estimates a standard Phillips-Curve type equation, augmented
with a measure of import prices. Finally, he discusses the applicability to Japan of the hypothesis that
as inflation declines, money illusion may make it increasingly difficult to achieve zero inflation itself,

I found the modelling strategy employed by Mr. Watanabe to be reasonable, and his basic
results were plausible as well. He finds the level of the output gap to affect inflation significantly, as
one might expect, but identifies no "speed limit" effects — that is, the change in the output gap does
not affect inflation. In contrast to findings for some other countries, including the United States, he
finds the coefficient on the lagged inflation rate in the Phillips Curve equation to be significantly less
than one, suggesting that the long-run Phillips Curve for Japan is less than vertical. This should not
dismay devotees of rational expectations theory: rational expectations behaviour tends to emerge
when inflation is high and variable, and given the relatively low inflation enjoyed by Japan in recent
years, it is not surprising that past inflation is not fully and immediately incorporated into current
inflation.

Mr. Watanabe's approach towards calculating potential output — estimating an actual
production function — may be superior to "black box" methods such as fitting a curve or filter to actual
GDP. However, it should be cautioned that because certain crucial questions about the Japanese
economy remain unresolved, Mr. Watanabe is forced to make modelling decisions that are only
slightly less "ad hoc" than, say, fitting an HP filter to the data. For example, it remains a mystery why
Japanese output grew so rapidly during the "bubble economy" period of the late 1980s, and then has
remained so stagnant thereafter. Observers have argued that the slump of the 1990s reflects a
ratcheting down of Japan's potential growth rate, but no convincing rationale for the timing of this
decline has been offered. In order to capture this phenomenon, Mr. Watanabe allows for a greater rate
of total factor productivity growth during the late 1980s than either before or after. Since the bubble
economy period probably was demand rather than supply-driven, however, the justification for this
procedure is unclear; it probably was required in order to keep the measured output gap from
becoming too large and positive during the bubble economy period, and then becoming too large and
negative during the 1990s.

A second concern raised by the paper is the role of import prices in the recent slowdown
in Japanese prices. While import prices (measured in yen) are estimated to have a statistically
significant impact on Japanese inflation, they are not discussed sufficiently in the text of the paper.
Considering the tremendous appreciation of the yen during the 1990s, the fall in yen import prices
would seem to be a good candidate for explaining much of the decline in inflation. It would have been
useful to see a counterfactual simulation of the path of inflation during the 1990s, holding import
prices constant.

Finally, Mr. Watanabe's discussion of the costs associated with zero inflation is apt,
considering that Japan recently has experienced negative inflation. However, more could have been
done with the data to test the hypothesis that, as price growth approaches zero, it becomes more
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difficult to reduce nominal wage growth accordingly. The paper shows that real wages, relative to
productivity, have risen as of late, but it is difficult to tell whether this reflects lower inflation or
other, unrelated factors such as lower productivity growth due to labour hoarding. An attempt also is
made to determine whether the Phillips Curve has become flatter in recent years, but it is tough to
make sense of the spaghetti squiggle of lines in Figure 10. Finally, the out-of-sample forecast
presented in Figure 15, showing that the inflation equation estimated during the 1980s continues to
track relatively well in the 1990s, does present prima facie evidence against the "costly disinflation”
hypothesis. However, it is possible that other factors not included in the equation, such as the spread
of discount stores, may have acted to offset inflationary pressures resulting from nominal wage
rigidities.

It might have been more informative to have performed a direct test of the hypothesis that
wages or prices behave differently at different levels of inflation. For example, one could examine the
linkage between wage growth and inflation at different levels of inflation:

A[Wage Growth], = o. + BA[Inflation),.; + NA[Dummy)*[Inflation).; + dA[Output Gap);.,
Dummy: 1 if inflation < 3%, else 0
A: difference operator

This equation can be used to test the hypothesis that when inflation is sufficiently high —
say, over 3% — changes in inflation, for a given output gap, translate one-for-one into changes in wage
growth; this would be reflected in an estimated 8 of unity. On the other hand, if, as inflation fell
below 3%, wage growth declined by a lesser amount as a result of money illusion, the estimated 1
should be negative.

One could perform an analogous regression in Phillips Curve space to determine whether
changes in the output gap had a smaller impact on inflation as inflation declined:

AlInflation); = o + BA[Inflation),.; + dA[Output Gap),.;+ NA[Dummy]*[Output Gap],.,

With this equation, if progressively larger increments to the (negative) output gap are
required to reduce inflation as it nears zero, the estimated 1 should be negative, as above.
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A systems approach to the determination of the NAIRU,
inflation and potential output in Austria

Friedrich Fritzer and Heinz Gliick!

Introduction

After decades of very low unemployment rates, tensions in the labour market also
appeared in Austria by about the middle of the 1980s. Under the influence of the opening of the
Eastern European countries, Austria's accession to the EU, globalisation and other shocks, the
discussion has intensified whether and to what extent these developments may have contributed to the
ongoing rise of unemployment and whether they will continue to do so. Problems of this kind are
frequently discussed in terms of the natural rate of unemployment or the NAIRU (non accelerating-
inflation rate of unemployment), which relate labour market concepts to inflation and potential output.
As is well known, the NAIRU seems have risen in the last few years — not only in Austria, but in
many other countries. From a policy perspective, it is of foremost interest whether the NAIRU can be
sustainably reduced through deliberate economic policy measures by working, for instance, directly
through labour market institutions and the wage bargaining process (OECD 1994). However, Ball
(1996) pointed out that the disinflation policy of the last years has caused a considerable outward-shift
of the NAIRU in many countries (i.e. the stability of the price level is now associated with higher
unemployment than before).

During the 1970s, Austria's unemployment rate fluctuated within narrow margins around
2%. In 1980, unemployment started to accelerate, reaching 6.6% in 1995. Immediate questions are:
what were the reasons for this development and what can we do about it?

In case of Keynesian unemployment, we should call for measures to stimulate effective
demand; i.e. higher public spending or a looser monetary policy. At the moment, these measures are
not very popular because of the binding constraints of the Maastricht criteria; and if we scan the data
we cannot actually find any indication that the rise in unemployment is linked to too restrictive a
course in terms of public spending or monetary policy. Budget deficits have been rising since the
1980s, and the downward trend in inflation already started in the mid-1970s when unemployment was
pretty stable at about 2%.

Classical unemployment would instead call for measures to reduce the rigidity of real
wages. In the analysis below, we will not deal with this case because the wage bargaining process
among the social partners in Austria is meant to prevent unemployment,

Other sources of unemployment may be changes in production patterns which affect the
demand and supply side of the labour market. Demographic developments, generous unemployment
benefits, non-wage labour costs are some of the factors which drive the equilibrium unemployment
rate. Unfavourable shifts in these determinants will increase the natural rate of unemployment and
induce a parallel movement of actual unemployment or an ever accelerating inflation rate. If this is the
case, the only wise response to high unemployment lies in the removal of structural impediments to
the way the labour market works.

This paper tackles the questions raised above. After a short review of the results of some
recent studies on Austria in Section 1, we specify and estimate single equations for wages, prices,

1 The authors are economists at the Oesterreichische Nationalbank, Economic Analysis Division. The views expressed

in this paper are those of the authors and not necessarily of the institution with which they are affiliated.
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output and unemployment in Section 2. In Section 3, this system of equations is estimated by 3SLS,
and in the final section we try to draw some conclusions from the results.

1. The discussion in Austria

This section gives a short — and certainly incomplete — review of the discussion on wage-
price relations, the Phillips curve, potential output and the NAIRU in Austria.

As far as the more recent investigations of these issues in Austria are concerned, we start
with Worgotter's (1983) contribution, in which he tries "... to give an explanation for the astonishing
stability of the relationship between wage and price increases on the one side and unemployment rates
on the other side in Austria from the end of the post-war recovery in 1955... Contrary to the
experience in other industrialised countries no outward shift of the Phillips curve could be observed
during the 1970's...". Worgotter develops an equation system for the simultaneous determination of
wages and prices and concludes from the results that the "... influence of social partners on the
determination of wages and prices in Austria allows for a stable long-run empirical relationship
between inflation and unemployment... The self-adjusting behaviour of social partners in
Austria...removes this constraint on economic policy which can rely on the endogenous stabilisation
of wages and prices, without being forced to apply an anti-inflationary fiscal and monetary policy."

In the context of monetary and exchange rate policy, Handler (1989) took a somewhat
different view. He feels that, due to external influences (price shocks), the Phillips curve for Austria
cannot be interpreted as a trade-off between inflation and unemployment. Therefore, monetary policy
decisions should be only loosely based on this relation. Moreover, he did not find any empirical proof
that the permanent dampening of the inflation rate through the hard-currency option had negative
effects on the real economy and on unemployment. Thus the Phillips curve is no constraint for a
stability-oriented monetary policy.

Pichelmann (1989), however, showed that the NAIRU doubled during the fifteen years
preceding his investigation. He interprets this rise as evidence of "... an increase of distributional
pressures in the Austrian economy" and addresses the question whether the Austrian political and
organisational system may have lost some of its flexibility. Employing a simple macro-economic
model of wage-price formation, he establishes that both the increase in employers' contributions to
social security and the rising share of long-term unemployment associated with higher overall
unemployment have exerted pressure on real product wages and thus exerted upward pressure on "the
equilibrium rate of unemployment". Though hysteresis will have played an important role, the rise of
NAIRU was regarded as evident.

Wehinger (1990) pointed out the problem that potential output and the natural rate of
unemployment are frequently determined independently or only in a recursive way, and successfully
tries a simultaneous approach. He identifies some marked output gaps between 1967 and 1988, but
finds that they are slightly smoother compared to calculations using simpler methods.

Gartner's study (1995) represents a first attempt by Oesterreichische Nationalbank to
introduce the concepts of potential output and the output gap into monetary analysis. Trend output
was determined by means of the Hodrick-Prescott filter, and Granger causality tests were used to
check whether the values for the output gap could contribute to forecasting inflation, which was
confirmed.

Hahn and Riinstler (1996) try to combine astructural (e.g. the Hodrick-Prescott filter) and
structural approaches in determining potential output, the latter being deduced from wage-price
equations. They find that actual GDP in Austria was almost always below potential output since the
beginning of the 1990s, and that the average length of cycles was 28 quarters, with the cyclical
component of unemployment lagging behind the GDP cycle by about three quarters.
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Pichelmann and Schuh (1996) point out some problems inherent in the concept of
NAIRU. They survey a number of hysteresis-mechanisms which could lead to permanent shifts of
equilibrium unemployment over time, implying that a long-run NAIRU may not even exist. Other
problems are that empirically derived NAIRU estimates are highly dependent on model specifications,
and that a considerable amount of statistical imprecision is inherent in the estimates. Therefore, they
argue, any policy conclusions and recommendations drawn from the NAIRU must be judged with
utmost care.

2. Single equation results

With these caveats in mind, we approach the task of finding some empirical evidence for
the items involved. As mentioned, it is necessary to simultancously estimate an equation system like
the one below? in order to get consistent parameter estimates for the determination of wages, prices,
potential output, and unemployment:

w=o, +op° +o,g" +e, M
Aw=P,Ap° +B,ApS, + B3A(U - UW) + B4AA(U -u™ ) + BSA(PC - P) + BéA(l’c - P)_l +BEy ) tEyy (D)

AU = ylA(y - ypoz ) + 'YZA(y - ypoz) + Y3A(Aapp+ Aapp_l) 12+ ,Anwlc + Y sAunion + €, 3)
1

Ap =8y +8,(Aulc + Aulc_ + Aulc_y) 13+ 8,00 +¢,, )

y—0.75h-0.25k:<;0+§1T+t;2(y—y"°’)+sy 5)

Equation (1) reflects the target-real-wage-bargaining model. In such an environment, unemployment
in excess of the natural rate can coexist with stable wage and price inflation. Equation (2) is an
equation for the short-run dynamics of wage inflation. The growth of wages Aw relates to consumer
price inflation Apc, the change in the unemployment gap A(U-U"#), the growth of the gap between
consumption and output prices A(p=—p) and the lagged residuals from equation (1), which can be
interpreted as the deviations of real wages from their target level. The change of the unemployment
rate (equation (3)) is determined by the deviation of real output from its potential value y#°',3 the
growth of non-wage labour costs Anwlc, the growth of union density Aunion and the growth of the
share of apprentices as a percentage of the labour force Aapp. The evolution of prices (equation (4)) is
estimated from unit labour costs Aulc (the divergence between the growth rates of wages and potential
productivity) and from the growth rate of import prices Ap™. The production function (equation (5)) is
solved for multi-factor productivity (3—0.75h-0.25k) which is determined by a time trend T and the
output gap.

The preliminary specification search has to be performed by single-equation estimates
using OLS. This is done in the following paragraphs.

2 This approach goes back to Coe and Krueger (1990), who apply the target real wage bargaining model to the German

labour market.

3 Inthe single equation estimation all potential values have been proxied by a Hodrick-Prescott filter.

117



2.1 The wage equation

Starting with the general wage formulation of equation (2), we tried to explore some
additional and specific issues, which did, however, they did not contribute very much to the overall
picture. We tried to include variables or proxies for unionisation, formulated more complex
hypotheses for price expectations, and also experimented with error correction terms. Finally, we
ended up with an estimation of the following form:

Aw=0.8824p° +0.819p°, - 3.170A(U - U™) + 1916 (U - U™) - 0.9414( p° - p)

(539) (435  (-4.05) (3.59) (-3.88)
~0.747A(p - p) —0.155e,_, +e,, @)
-1
(-3.02) (-2.24)

Numbers in parentheses are t-values. R2=0.93. D.W.=1.64. Estimation Period: 1972-95.

This result stands very much in the tradition of the Austrian wage-formation process,
showing almost full compensation for the inflation of the past year (which could also be interpreted as
a simple expectation formation). The error correction term of the level equation (1) is significant and
correctly signed.

2.2 The unemployment equation

Estimation of equation (3) gives the following result:

AU =—01534(y - y™) -0.0794(y - y*) ~0.943A(Aapp+ Aapp_,) 12
1

(-5.64) (-2.57) (-3.91)
+0.016Anwlc +0.076 Aunion + & ,, (3"
(3.62) (2.60)

Numbers in parentheses are t-values. R2=0.827. D.W.=247. Estimation Period: 1973-95.

This result conforms reasonably well to the expectations. Positive deviations of real
output from its trend development reduces unemployment to a rather modest extent. As observed in
many other studies, rising non-wage costs foster unemployment.

2.3  The price equation

According to equation (4), the evolution of prices is determined by the relation between
wages and productivity and foreign prices. We get the following result:

Ap=1168+ O.476(Aulc + Aulc_; + Aulc_z) /3+0.080Ap" + Epp 4
(2.131) (5.625) (1.79)
Numbers in parentheses are t-values. R =0.754. D.W.=1.724.  Estimation Period: 1973-95.

Thus, price developments are mainly determined by changes in unit labour costs.

2.4 The production function

The production function is, as mentioned, solved for productivity, and estimation of
equation (5) exhibits the following:
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y—0.75h—0.25k =3.515+0.013T + 0.688(y—/""’) +e, (5"

(772.17) (42.53) (5.11)
Numbers in parentheses are t-values. R2=0.988. D.W.=0.765. Estimation Period: 1970-92.

Accordingly, overall productivity is determined by an autonomous time trend and by the
output gap.

3. Results of the system estimation and interpretation

A system approach has some advantages over a partial equilibrium approach when
estimating the natural rate of unemployment. In particular, the labour market gap will not only have
an affect on wage inflation, nor will the product market gap have an affect on price inflation alone.
Instead, the parameters that define the natural rate of unemployment and potential output are
themselves estimated jointly with the parameters in the wage and price equations. The specifications
for the system are those of the single equation estimation and are repeated here for the sake of
convenience:

c pot
W=0,+0up +0,q  +E, (6)

Aw=B,Ap° +B,00°, +BA U - U™ )+ B,8A(U - U™ ) + B.A(p° - p) +BA(p - p) B +epy ()

AU = 'ylA(y - ypm ) + YzA(y - ypm) + Y3A(Aapp+ Aapp_l) /24 4Anwlc + Y sAunion + € pu 8
1

Ap =8 +8,(Aulc + Aule_ + Aulc_y) 13+ 8,00 +e,, ©)
y=0.75h-0.25k =Ly +5,T +8,(y 7" ) +¢, (10)
where
nat t t t
U™ =1.42+v, Y (Aapp, + Aapp_,) 1 2+7, X Anwic, +v5 Y Aunion, (11)
k=71 k=71 k=71
¥ =058 +0.25K7" 4§, +§,T (12)
q"" =-0.251"" +0.25k +¢, + ¢, T + 17 (13)
0 1
AP — AR+ AP = AgT = -0.25AKF +0.258KF + L + AP (14)

Compared with the single-equation estimates, no proxies for potential output or trend
labour productivity plus the natural rate of unemployment are used. Instead it is necessary to
substitute expressions (11)-(14) into equations (6)-(10).

The constant 1.42 in equation (11) is the unemployment rate in August 1971, which was
the lowest rate during the sample period. The determinants of potential output have been expressed at
their potential levels. For labour input (%), this is done by calculating total man-hours based on trend
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average hours per employee, and employment levels consistent with unemployment at its natural rate.
The stock of capital is corrected by a capacity utilisation rate.*  is the log of the annual working hours
per employee.

The system has been estimated using non-linear three-stage least squares. Endogenous
variables in the system are the contemporaneous values of the dependent variables as well as the
growth of labour productivity. The estimation pertod is from 1970 to 1995.

Table 1
System estimates

Equation
w AU Aw Ap y-0.75h-0.25k
0= -9.827 ¥ =-0.071 B =1.192 o= 2253 Co=3.511
(-2.51) (-2.48) (6.59) (5.11) (521.86)
o, =-1.328 ,=-0.119 B, = 0.486 8,=0.380 ¢,=0.013
(17.07) (-5.12) (2.28) (5.22) (26.51)
o, = 0.930 ;= 0.903 B, =-2.986 §,=0.104 ¢, =0.469
(2.83) (-2.94) (-3.58) (2.70) (5.31)
03 = -0.045 4= 0.016 Bs=-1.507
(-3.669) (2.66) (-7.38)
75 = 0.065 Bg = -0.690
(2.201) (-2.92)
B,=-0.153
(-1.90)
R2=0.997 R2=0.543 R2=0.810 R2=0.666 R2=10.991
R>=0.996 R*=0421 R*=0.684 R*=0.627 R>=0.990
SEE=0.028 SEE=0.311 SEE=1.582 SEE=1.116 SEE = 0.009

The system estimation results imply the following expressions for the natural rate of
unemployment and potential output:

t t t
U™ =1.42-0.903 Y (Aapp, + Aapp_,)/2+0.016 Y. Anwle, +0.065 Y Aunion, (15)
k=71 k=71 k=71
Y7 =058 +0.25k7 +3.511+0.013T (16)

Estimates of the historical path of potential output and output as well as the output gap
and the growth rates of potential output are shown in Figures 1, 2 and 3.

One feature of the results is that the output gap fluctuated during the 1970s with spikes in
1974, 1977 and 1980. Subsequently the output gap decreased with a tendency to increase after 1988
(due to the lack of capital stock data, potential output could not be estimated for the years after 1992).

4 In a first approximation the August unemployment rate is considered to be the natural unemployment rate. In the
yearly cycle the August unemployment rate is usually the lowest one. Total employees plus the fraction of the
unemployed not considered as structural is the potential supply of employees (EP°). Potential hours per employee
(LP°") is calculated as the long run equilibrium of an OLS regression of hours per employee on a constant, on trend
and lagged hours per employee: (L=f{1,T,L_;). Potential labour input is hence HP°*=LP% EP%. A capacity utilisation
index is constructed via yearly survey results of the "Konjunkturtest" (KT) and the "Investitionstest" (IT). An OLS
regression of (100-IT) é)n a constant and KT yields the capacity utilisation variable with which the private capital
stock is adjusted to yield potential private capital. Public sector real capital is assumed to be fully employed.
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Figure 1
Output and potential output (in 1,000 billions of Austrian schillings)
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Estimates of potential output along with the contributions to growth of changes in
potential factor inputs and multifactor productivity are shown in Table 2.

Table 2
Contributions to the growth of potential output
Annual percentage changes

1970-80 1981-88 1989-92
Potential output 2.82 2.19 2.09
Labour 0.41 0.29 0.53
Capital 0.86 0.58 0.50
Multifactor productivity 1.55 1.32 1.06

Slower growth in factor inputs contributed most to the slowdown in the growth of
potential output during 1981-88. In the period 1989-92 labour growth picked up whereas capital did
not return to its contribution of the 1970s. Multifactor productivity gradually decreased over the
whole estimation period.

The natural rate of unemployment is estimated to have increased steadily from a low of
1.5% in 1971 to a high of 6.3% in 1995. The increase in the natural rate of unemployment gained
momentum particularly during the 1980s. The unemployment gap widened during the 1980s but
narrowed in the last couple of years.

Mirroring the development of potential output, the same three periods seem to have
crystallised, with different trends in actual and natural unemployment — pretty stable development
during 1970-80, a drastic pickup after 1980 with a narrowing of the unemployment gap after 1988.

According to the estimation, the bulk of the increase in unemployment after 1980 can be
attributed to a rising natural unemployment rate.

Figure 4
Actual and natural unemployment rates

—— UNAT - U ;

70 72 74 76 78 80 82 84 8 88 90 92 94
Year

122



Table 3
Contributions to changes in the natural rate of unemployment

1970-80 1981-88 1988-95
Changes in actual -0.2 3.0 1.6
unemployment rate
Changes in natural rate 0.7 1.8 1.8
Due to non wage labour cost 1.7 0.7 0.7
Due to changes in apprentices -1.2 1.2 1.5
Due to changes in union density 0.2 -0.1 -0.4

Conclusions

What lesson may we draw from this exercise? The rise in unemployment after 1980
seems to be determined by structural factors which raised the natural unemployment rate. We
estimated a steady increase of the NAIRU from 1.5% in 1971 to 6.3% in 1995. The rise gained
momentum particularly in the 1980s and the gap between the NAIRU and actual unemployment
widened in this period, but has narrowed again recently. From this point of view, measures to remove
the structural impediments responsible for the malfunctioning of the labour market are called for. We
have identified three microeconomic factors, namely non-wage labour cost union density and the
share of apprentices in the labour force.

One policy conclusion from this result would be that measures should be taken to speed
up an easier integration of young people into the Austrian labour market and the flexibility of the
labour market should be enhanced — for example with respect to aspects of labour market regulation
which primarily affect the cost of labour; e.g. labour cost advantages of employing part-time workers,
cost of overtime pay and so on. Though we regard our results for the NAIRU as plausible, it has to be
pointed out that they seem to be very sensitive to parameter changes and to the specification of the
underlying equations and assumptions. Thus, policy conclusions should be drawn with great care.

What the results certainly dismiss is that fiscal or monetary policies have a tight link with
the rise of the unemployment rate in Austria.
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Appendix: Data sources

In the empirical analysis, annual data were used, ranging from the beginning of the 1970s
until 1995 (depending on availability). Most time series are taken from Osterreichisches Statistisches
Zentralamt: Osterreichs Volkseinkommen, as provided by WSR Data Bank.
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Comments on: "A systems approach to the determination
of NAIRU, inflation and potential output in Austria"
by Friedrich Fritzer and Heinz Gliick

by Palle Andersen

As the title suggests, this paper follows the approach of Coe and Adams (1990) and Coe
and Krueger (1990) for the United States and Germany. This is certainly the right approach to these
issues; yet I have some problems with the specifications used by Fritzer and Gliick, their estimates
and the final results for the NAIRU. Although I cannot quite find the source, I also think there is some
inherent instability in the model.

I do not have much say about their review of the literature for Austria, except that the
authors have not received much help from this source. Perhaps one estimate could have been updated
and used and that is Pichelmann's finding that distributional issues have forced up the rate of
unemployment in Austria. Since distributional issues are usually not included in wage negotiations
but left to fiscal policies, it is quite possible that in a period when fiscal consolidation has made it
more difficult to apply fiscal policy to solve distributional issues, these may have contributed to the
rising unemployment. In other words, distributional proxies could have been tested in the equation for
unemployment.

Let me then turn to the specification of the model and the individual equations. The basic
wage equation is based on the target real wage bargaining model, with real consumption wages
targeting potential productivity, and estimated as an error correction model. This differs from the
standard expectation-augmented Phillips curve in that deviations between actual and equilibrium
unemployment do not necessarily result in a continuous deceleration or acceleration of nominal wage
changes. Given the close link between Austria and Germany, it is also worth noting that Fritzer and
Gliick are able to confirm that the wage equation found by Coe and Krueger for Germany also applies
to Austria. Moreover, as for Germany, changes in the terms of trade (modelled as the difference
between changes in respectively output and consumer prices) significantly affect nominal wages. In
fact, in their estimates, the overall coefficient on consumer prices is actually 0 while output prices
obtain a coefficient of 1.7 which seems a bit on the "high side" to satisfy the homogeneity condition.
Perhaps, the authors should have used output prices instead of consumer prices in their target
equations as the "story" of the error correction equation is clearly one of nominal wages following
output prices.

The unemployment equation is specified in first differences which is sensible since the
rate of unemployment follows an A2-process for the period considered. In other words, there is almost
complete hysteresis. Including changes in non-wage labour costs, unionisation and the proportion of
apprentices as explanatory variables is also sensible, whereas I am not quite sure why the authors
prefer changes in the output gap; after all, by construction, the output gap is a stationary variable.

While the wage equation "overshoots" the homogeneity condition by assigning a very
high coefficient to price changes, we have the reverse problem in the price equation as the sum of the
nominal coefficients is less than 0.6. This clearly creates some short-run instability in the model
which, undoubtedly, would show up as very large short-run swings in the implicit profit share. Given
that Austria is a small and open economy, I was also surprised to see such a small impact of foreign
prices. Perhaps more lags should have been included or possibly a joint term in import prices and the
output gap as the pass-through of import prices might be influenced by cyclical conditions in Austria.

In the production function, which is specified with total factor productivity as the
dependent variable, I was slightly disturbed by the rather high coefficient on the ratio of actual to
potential output. This is a very strong Verdoorn-effect and really implies that by running the economy

125



above potential one can generate a permanent rise in the level of total factor productivity; I suspect
that this might be another source of the instability referred to above!.

There are relatively few major changes in going from the single-equation estimates to the
system approach and it is reassuring to see a confirmation of the importance of output prices in the
setting of wages and of the high degree of real wage flexibility in Austria. I am, however, a bit
disturbed by the further drop in the nominal coefficients of the price equation and by the implicit rise
in the short-run instability of profits.

Finally, let me turn to the implications of the estimates for the natural rate of
unemployment as presented in Figure 4 and Table 3. The major cause of the rise in the NAIRU since
1980 seems to be the fall in the number apprentices as a proportion of the labour force. That is a very
strong result and rather unique among European countries and I wonder what caused it and what could
be done to reverse the trend. Is it possible that this variable could be acting as a proxy for something
else and something more fundamentally disturbing? In this context, I also wonder how one can be so
certain that the rise in the natural rate had nothing to do with fiscal and monetary policy? I certainly
hope that this is true, but since the Austrian unemployment story is essentially a hysteresis story, I
would not give a "not guilty" verdict to policies without further proof.

1" Incidentally, let me note that it would be helpful to know how the variables have been defined and measured and what

sources have been used. This would also enable other readers to reproduce and test the results.
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An alternative to the mainstream model of inflation
with an application to Switzerland

Franz Ettlin

The inflation rate and the question of its determining process is not the only concern for
central bank policy, but in most of the developed countries undoubtedly a primary one. The model of
price change underlying the thinking of economists in general, and of central bankers as well as other
policy makers in particular, is dominated by the so-called price Phillips-curve approach. It can be
characterised by three main features. Firstly, the inflation rate is crucially dependent by the degree of
aggregate resource utilisation. A couple of statistical indicators are preponderantly used, either
alternatively or in conjunction, to provide representative utilisation measures. Most commonly applied
is the general unemployment rate, as an inverse measure, and the GDP-gap, the difference between the
economy's actual and potential real output, as a direct measure. To avoid obvious repetitive-type
formulations, the unemployment rate will in general be singled out in the following text as the
representative measure of aggregate resource utilisation. Secondly, the inflationary impulse generated
by the degree of aggregate resource utilisation is partially or fully propagated forward in time by
inflationary expectations which are formed on the actual inflation process. With partial propagation,
this model can be summarised by a negatively sloped relationship between inflation and the
unemployment rate. Thirdly, in case inflationary expectations fully respond to actual inflation, there is
a unique level of the unemployment rate at which the inflation rate is constant. This is the concept of
the so-called NAIRU, the non-accelerating-inflation rate of unemployment. Any given positive or
negative deviation of unemployment from this unique level of the NAIRU is supposed to generate a
corresponding acceleration or deceleration of the inflation rate. This implies that the long-run Phillips
curve forms a vertical line in a two-dimensional diagram with inflation on the vertical and
unemployment on the horizontal axis. Looking at the international research output on inflation and
related economic policy issues, this NAIRU view of the inflation process is taken seriously by many
economic theorists, econometricians and policy practitioners, not least in the central banks and some
prestigious multinational economic and monetary organisations.

It is the position taken in this paper that the Phillips curve and the associated NAIRU are
seriously flawed concepts, and that a very adequate alternative explanation of the inflation process
exists. This position is based both on theoretical and empirical grounds.

A first argument against modelling the inflation process according to the Phillips curve
derives from statistical considerations of the stationarity properties of the time series for the inflation
rate, on the one hand, and the unemployment rate (or the GDP-gap based on an aggregate production
function and potential input approach) on the other. There is evidence for Switzerland, as well as for
other countries, that the inflation rate preferably should be viewed as a stationary I(0) process and the
unemployment rate as a non-stationary I(1) process. This implies that for a valid model the inflation
rate should in principle be related to the change in the unemployment rate, as they are both stationary
I(0) variables. In other words, a stationary relationship involving the non-stationary level of the
unemployment rate could only exist by cointegration with the price level, not its rate of change.

A second argument against modelling inflation according to the NAIRU approach is
based on the solution of the second-order differential equation corresponding to the standard Phillips-
curve model with NAIRU properties.

That model forming a negative relationship between the rate of change of the inflation
rate and the level of unemployment can be stated as:
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where the symbol j}(t) stands for the second time derivative of the price level p at time ¢ and u(t) for

the corresponding unemployment rate (measured as a deviation from an inflation-neutral base level).
From this the following general solution for the price level can be derived:
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with initial conditions for the price level and the inflation rate and p(to): p, and p(t0)= Do

respectively.

From an economic point of view, the price level theory implicit in this deterministic
integral equation appears rather implausible. Apart from the homogeneous solution which forms a
constant-coefficient linear time trend of unspecified origin, the price level is determined only by the
complicated time-weighted history of the unemployment rate. The farther back in time a given
unemployment rate was experienced, the stronger is its cumulated influence on the price level.! There
are no further determinants. In particular, any influence from the uneven temporal development of
prices in the rest of the world as well as of exchange rates remains completely neglected in this pure
NAIRU version of the price Phillips curve.

There are, of course, also less extreme versions of Phillips type relations, including
AW H. Phillips' famous original paper, which make some aliowance, at least in principle, for a
secondary influence from import price changes in the inflation process. It is, however, the contention
of this paper — in broad agreement with the so-called Scandinavian model of inflation? — that in the
typical open economy the domestic currency price of foreign goods and services is not only a
secondary, but a primary force in domestic inflation. This important determinant can, in turn, be split
into foreign price changes measured in foreign currency and changes in the domestic price of foreign
currency. The neglect of this aspect, or its only secondary consideration in several inflation models,
seems to be representative of a current norm among economists in general:

Cyclical fluctuations in domestic employment and output play also a significant role in
the inflation process, but their direct influence tends to be much smaller on average than the influence
from changes in foreign prices and the exchange rate. Moreover, as suggested in the first critical
argument above, in many, if not most countries, this secondary force on inflation is likely to be
related to the changes and not the level of the unemployment rate.>

I This shows up still more clearly in the discrete-time equivalent to the integral solution equation:

t-1
D, =c +clt—0t2(1+‘c)u,_l.
=0

For a survey in English of the Scandinavian input-output model of inflation by its Norwegian originator see Aukrust
(1997). The first econometric implementation of the corresponding (also noneconometric) study for Sweden by
Edgren, Faxén and Odhner (1973) was Ettlin (1974). It was integrated into a full econometric model context in Ettlin
et al. (1979).

In Ettlin (1974) and Ettlin et al. (1979) the wage and price levels, not their respective rates of change, were
furthermore explicitly related to the level of the unemployment rate. This implied an aggregate domestic supply curve
with a positive slope with respect to the employment rate rather than a Phillips-curve relation. The former type of:
relationship regarding wages has recently been termed "the wage curve" by Blanchflower and Oswald (1994), who
found it empirically confirmed in a huge set of disaggregated data from a large number of countries. Perhaps, "the
price curve" would be an appropriate term for the price level relationship with the unemployment level. Sargan (1964)
seems to be the first econometric study of price and wage formation which made allowance for the primary
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A basic version of the alternative inflation model for an open economy can be derived
along the following lines. A country's gross output is assumed to be generated according to two
distinct log-linear aggregate production functions, one for the tradables and the other for the non-
tradables sector (called exposed and sheltered sectors respectively in the Scandinavian model
literature). Labour, capital as well as imports serve as production factors, and technical progress
proceeds at differing rates in the two sectors. Demand for the output of domestically produced
tradables and non-tradables depends log-linearly on domestic and foreign real income and on the
supply prices of domestic and foreign tradables and non-tradables. In this type of environment,
instantaneous profit maximisation with regard to all the factor inputs yields long-run optimal prices of
tradables and non-tradables. The logarithm of the prices of domestically produced tradables and non-
tradables is a log-linear function of the factor prices for labour, capital and imports with the
coefficients determined chiefly, and in case of constant returns to scale entirely, by the respective
output elasticities of the factors.

Money wage rates generally respond to the conditions pertaining in the sector exposed to
international competition. This, firstly, refers to the development of foreign prices measured in
domestic currency and, secondly, to the faster rate of technical change in the largely goods-producing
tradables sector. It implies that, on average, unit labour costs and prices rise faster for non-tradables
than for tradables. As a result, the total rate of price change of consumer expenditures, with their large
share of non-tradables will tend to exceed the rate of price change of tradables.

The latter point provides an important part of the explanation for the persistence of
above-target rates of change of consumer prices even in countries like Germany and Switzerland.
There, in spite of monetary policies mainly geared to price stability, the target rates of inflation of
zero or one percent were overshot by at least a couple of percentage points on average since the mid-
1970s. If the annual rate of growth of technical progress for non-tradables is, for example, 3
percentage points lower than for tradables, then the price rise of non-tradables will tend to exceed that
of tradables by 3 percentage points. With a share of, say, two-thirds for non-tradables in total
consumer expenditures a 2% inflation rate would result on that account alone.*

The specification of the alternative inflation model is, like the price Phillips-curve, a
quasi-reduced form or system's solution of structural equations for wages and prices. But as outlined
above, the structural equations of the alternative model are quite distinct from the corresponding
Phillips-curve relations. The result is a model specification in which the inflation rate of consumer
prices (ALPC) depends on the current and particularly also the lagged rate of change of import prices
(ALPIM) as well as a positive constant for the intercept reflecting both the effect of the sectoral
productivity growth differential on total unit labour costs and the average rate of growth of unit capital
costs and unit indirect taxes.

The relevant price of tradables is, in fact, more directly related to the price of exports. But
the latter is an endogenous variable that is substituted out in the reduced-form specification in favour
of its major determinant, the price of imports, which has a more exogenous character.

The influence of the domestic business cycle on wage and price determination is reflected
also by the (lagged) unemployment rate as in Phillips-curve models, but, in contrast to the latter, it is
a priori expected that the change rather than level of the (logarithm of the) unemployment rate
(ALUNR) affects the inflation rate. The short-run elementary version of the alternative model can thus
be formally stated as :

importance of import prices and correctly interpreted the role of the unemployment variable, at least in the long-run
solution he derived from the estimated equations. But, as a 90% adjustment to a new equilibrium was estimated by
Sargan to take almost 11 years, his results did not differ that much in the short and medium run from conventional
Phillips-type studies.

4 On that issue, see also Krugman (1996).
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The estimated price change equations presented in Table 1 provide empirical evidence on
these issues for Switzerland. Since the change of the logarithm of consumer and import prices as well
as the change in the logarithm of the unemployment rate are stationary I(0) variables, a stationary
short-run relationship is estimated in equations 1 and 2. They are simplified versions of the alternative
error-correction model to be shown in Table 3. To limit the specification at first to the most essential
variables only, the sample period in Tables 1 and 2 ends in 19943

Table 1

Basic quarterly rate of change equations of the
Swiss consumer price index 1976Q1-1994Q4

Dependent variable:
ALPC
Regressors: Equation 1 Equation 2 Equation 3
Intercept 0.006 0.007 0.004
(10.21) (11.16) (3.03)
A LPIM 0.200 0.207 0.187
(6.70) (7.29) (4.69) Regressors of
alternative model
A M8SPIM 0.340 0.308 0.291
(6.19) (5.80) 4.01)
A LUNR -0.008 -0.011
(3.00) (2.32) ]
LUNR 0.001 N
(1.37)
Regressors of
A LPC,y 0.080 mainstream
0.79) Phillips-curve
model
ALPC, 0.101
0.97) ]
Standard t-statistics are shown in parenthesis below the estimated coefficients.
Summary statistics:
Standard error of regression 0.005 0.005 0.005
(0.48%) (0.45%) (0.46%)
Adjusted R-squared 0.446 0.501 0.494
Durbin Watson statistic 1.741 1.799 2.050
Number of observations 76 76 76

5 The variables are explained at the end of this paper.
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In equation 1 the change of the logarithm of import prices appears first unlagged with a
significant coefficient of 0.20. This reflects mainly the direct input price effect from imports on
consumer prices. The second import price term with a similarly significant coefficient of 0.34, refers
to the change in an eight-quarter moving average, which is lagged by three quarters. This influence on
consumer prices is to be interpreted as an indirect one via the determination of wages and unit labour
costs. Finally, the highly significant intercept term of 0.006 implies a time trend of 0.6% per quarter
or 2.4% per annum in the price level. According to the alternative model, it is in principle agreement
with the expected result from lower productivity growth in non-tradables than in tradables production.
This interpretation is supported by the fact that the average inflation rate for consumer services is
much higher than for consumer goods. A part of this time trend is, however, also due to the average
rate of growth of nominal unit capital costs and unit indirect taxes, both of which do not appear
explicitly as regressors.

Equation 1 explains 45% of the variance of the inflation rate without making use of the
positively autocorrelated characteristic of inflation. Equation 2 contains additionally the lagged
change in the unemployment rate, also in accordance with the alternative model. The specified time
delay of six quarters for the change of unemployment reflects mainly the lag in the determination of
wages and unit labour costs but also some lag of consumer prices behind unit labour costs. This time
delay approximately matches the total mean delay of the lagged moving average import price term
identified above as the primary empirical determinant of consumer prices via wages and unit labour
costs. The correctly signed and significant coefficient estimate of the change of the logarithm of the
unemployment rate is -0.008. This implies, for example, that a doubling of unemployment from a
level of 0.5% to 1% or from 1% to 2% will, after a delay of six quarters, reduce the inflation rate by
about 0.6%. But with no further change in the level of unemployment assumed, the inflation rate will
thereafter be unaffected by the unemployment situation. In other words, in a two-dimensional
Phillips-curve diagram, with the inflation rate on the vertical and the unemployment rate on the
horizontal axis, this long-run partial relationship forms a horizontal line,% in contrast to a vertical line
for the NAIRU model. The height of this horizontal line is, of course, mainly determined by the
current and lagged changes in import prices and the factors subsumed into the intercept term. The
comparison of equation 2 with equation 1 shows that the addition of the change of unemployment
variable, although significant, affects the estimated coefficients of the other regressors only to a
limited extent. According to the adjusted R-squared statistic the explained portion of the variance of
the inflation rate rises, but only moderately from about 0.45 to 0.50. In other words, the results of
equations 1 and 2 suggest that over an almost twenty-year period the actual variations in the
unemployment rate within a range of almost 0-5% were only a very secondary force in Switzerland's
inflation experience compared to the dominant forces that emanated from variations in import prices
and a positive trend factor, presumed to reflect the productivity growth differential between the
tradables and non-tradables sector and the growth of nominal unit capital costs and unit indirect taxes.

In Equation 3 a basic set of regressors from the mainstream Phillips-curve model is added
to the elementary version of the alternative model. All the coefficients of the alternative model
variables remain correctly signed and significant, whereas no coefficient of the mainstream model
variables achieves standard levels of significance. The coefficient of the unemployment level is
wrongly signed, and price change expectations modelled generously on the actual inflation rates one
period ahead (!) and one period behind have only a minor impact on the coefficients of the alternative
model. Moreover, the rather small size of the coefficients of the actual inflation rates surrounding the
current period suggests that inflation expectations do not play the crucial role attributed to them in the
mainstream model. It is clear from these empirical results for Switzerland that the alternative model
entirely encompasses the mainstream model.

6 Positive and negative changes of unemployment will, cet. par., lead to temporary deviations of the inflation rate from
this horizontal line. These transitory observations will result in a scatter with a negative slope like a short-run Phillips
curve.
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Table 2 shows some estimation results for the mainstream model alone. In equation 4 the
level of the unemployment rate is entered for two successive periods, with the six quarter lag again
being empirically determined. According to the mainstream model the respective coefficients should
either be significantly negative or one significantly negative and the other insignificantly different
from zero. This is clearly not born out by the results which show a negative coefficient an lagged
unemployment being matched by a similar positive coefficient an unemployment lagged by an
additional period. This points towards the change of unemployment effect on inflation in accordance
with the alternative model. With these kinds of results being rather typical for other countries as well,
it comes as no real surprise that the dedicated pursuit of the Phillips-curve approach has, for various
countries, resulted in the hypothesis of a natural rate of unemployment which empirically tends to
follow the actual rate: The presumed unemployment level, measured as a deviation from the adapting
natural rate, becomes, in fact, an approximation to the change of unemployment!

Table 2

Mainstream-related quarterly rate of change equations of the
Swiss consumer price index 1976Q1-1994Q4

Dependent variable:

ALPC
Regressors: Equation 4 Equation 5 Equation 6
Intercept 0.002 0.004
(1.88) (3.99)
LUNR 4 -0.006 -0.005
(1.97) (1.52)
LUNR ; 0.005 0.004
(1.75) (1.25)
A LPC,, 0.343 0.439
(3.56) (5.28)
ALPC, 0.348 0.443 0.451
(3.48) (5.05) (4.29)

Standard t-statistics are shown in parenthesis below the estimated coefficients.

Summary statistics:

Standard error of regression 0.005 0.005 0.006
(0.52%) (0.53%) (0.58%)
Adjusted R-squared 0.340 0.317 0.188
Durbin-Watson statistic 2.446 2,677 1.950
Number of observations 76 76 76

The future and past actual inflation rates in equation 4 have correctly signed significant
coefficients summing to 0.69. But this result only appears because the estimated equation is primarily
a statistical lead-lag autocorrelation relationship with little autonomous economic substance added by
the presumed impulse variable, the unemployment level.
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In equation 5, where the intercept term is suppressed, the coefficients of the two
unemployment level variables again show opposite signs, which accords with the alternative model's
change of unemployment specification, although these coefficients are not significantly different from
zero according to standard criteria. This again leaves it foremost to the two lead-lag actual inflation
rates to explain the variance of the current inflation rate. Under these circumstances and in view of the
univariate autocorrelation relationship, the correct signs, the magnitude and the significant t-values of
the latter two coefficients come as no surprise. But this is not sufficient to confirm the crucial
propagator role of inflation expectations as expounded in the mainstream view. Finally, the first-
degree positive autocorrelation of the time series for inflation is illustrated in equation 6 without
interference from any other variables. This univariate relationship, again, is no proof that inflation is
preponderantly or fully propagated by inflation expectations.

Table 3

Error correction model for the
consumer price index of Switzerland 1976Q1-1996Q4

Dependent variable: Equation 7 Equation 8
LPC
Regressors: Level equation First-difference equation
Intercept 3.648
(53.42)
LPC, 0.180
(2.07)
LPIM 0.039 0.074
(2.90) (1.80)
LPIM 0.039
(2.90)
LPIMERS 0.206 0.152
(6.21) (3.67)
MS8LPIM 5 0.322 0.246
(27.29) (5.28)
TR 0.006 0.005
(61.82) (7.81)
TR90Q392 0.005 0.002
(22.68) (1.87)
MZ2LUNR -0.009 -0.008
9.12) (3.38)
VAT 0.008 0.011
(2.61) (2.88)
LEVEL-EQUATION RESIDUAL -0.571
(5.68)
The numbers in parenthesis below the estimated coefficients are the absolute values of the t-statistic. Standard
distribution assumptions concerning these t-statistics, however, apply only to the first-difference equation.
Summary statistics:
Standard error of regression 0.004 (0.36%)
Adjusted R-squared 0.685
Durbin-Watson statistics 0.970 1.858
F-statistic (8,75) 23.526
Number of observations 85 84
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Equation 2 shown in Table 1 above represents a basic version of the alternative inflation
model. Equations 7 and 8 in Table 3 below provide a fuller version which makes use of the
cointegration and error correction approach. Equation 7 estimates the relationship between the
consumer price level and the level of current and lagged import prices, a segmented time trend, and
the lagged level of the unemployment rate. Finally, the model explicitly incorporates the changeover
from the sales tax to the value-added tax in 1995, which was by far the largest discretionary increase
in the level of indirect taxation on consumption in the sample period.

The estimation results of the cointegrated level equation 7 confirm the a priori
expectations of the alternative model to a remarkable extent. In particular, the magnitudes of the
coefficients for the direct and the indirect influence of import prices on consumer prices seem to be
relatively close to the actual share of import and labour costs in total consumption. Their sum of 61%
would leave 39% to unit capital costs and unit indirect taxes, if the aggregate production functions
incorporate constant returns to scale. The time trend reflects the lower productivity growth in non-
tradables than in tradables production alluded to above and the trend rise of unit capital costs and unit
indirect taxes (apart from the introduction of VAT, which is modelled explicitly). The second time
trend variable reflects an intermittent phase of faster growth of productivity in tradables production in
the early 1990s, which increased the inflation-contributing productivity differential with regard to
non-tradables. The origin of this development was more rapid technological and structural change in
export and import-competing activities, firstly in the wake of political and economic transformation in
Eastern Europe, epitomised by German unification in mid-1990, and secondly by a speed-up of
globalisation of economic activity in general. It is assumed in the specification, that the previous
lower productivity growth differential was re-established in 1993 on account of a corresponding
speed-up of productivity growth also in non-tradables. The level of unemployment with an average
time lag of 5% quarters reflects the pressure of demand in the labour market. It mainly affects price
determination via wage formation. It should be observed that in Switzerland wages are mostly
adjusted at the beginning of each year (few staggered contracts) with wage negotiations typically
having taken place in the third and fourth quarter of the preceding year. This alone implies a mean lag
for wage compensation of at least 32 quarters behind observed import price developments and
unemployment. Furthermore, there is some mean lag in the propagation of unit labour costs to
consumer prices. Therefore, the empirically determined mean lags of 5% quarters implied in the
moving average terms for import prices and the unemployment rate appear quite plausible. Finally,
the coefficient of the VAT dummy variable provides a reasonable estimate of the price level impact of
the discretionary indirect tax increase in 1995.

The estimation results in Table 3 of the error-correction equation 8 for the quarter-to-
quarter inflation rate confirm the estimates in the cointegration level equation 7. The highly
significant coefficient of -0.57 for the lagged residual from the level equation — the error correction
term — provides confirming evidence for the stationarity of the cointegration equation (which contains
non-stationary I(1) variables). According to the magnitude of this coefficient more than half of any
deviation of the actual price level from its equilibrium as determined by equation 7 will be corrected
with a time delay of one quarter. After three quarters, more than 90% of the original deviation will
have disappeared already. Moreover, as most of the other coefficient estimates of the first-difference
equation 8 are quite similar to the corresponding estimates in the cointegrated level equation 7, the
level equation residuals will tend to be small. The model accounts for 68% of the total variance of the
inflation rate. The residual standard error of the first difference equation corresponds to 0.36% of the
price level, which is less than half of the total standard deviation of the actual inflation rate.

Summarising, it is evident that the alternative inflation model outlined and estimated for
Switzerland decidedly encompasses the mainstream Phillips-curve model. What does the estimated
model in Table 3 imply with regard to the Swiss inflation experience during the last two decades? It
was overwhelmingly related to the fluctuations in the rate of change of import prices expressed in
domestic currency. Thus, the low inflation rates around 1976-78, 1986-88, and 1994-96 coincided
with small or even negative current and lagged import price changes. Similarly, the high inflation
episode around 1981-82 and, to a somewhat lesser extent, also the one around 1990-91, was
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accompanied by a large acceleration of import price changes. But the contribution of import prices to
the average rate of inflation was only secondary compared with the much stronger time-trend related
effect which is mainly attributable to the productivity growth differential. Finally, the development of
the unemployment rate had only some secondary impact on the cyclical course of inflation.

The major implication for economic policy is, in brief, the suggestion that the widespread
emphasis on the primary role of unemployment in the inflation process in general and the NAIRU
view of a crucial threshold unemployment rate in particular does not appear to be justified. The
derivation of detailed monetary policy implications requires that the alternative inflation model is
analysed jointly at least with appropriate models of the exchange rate, interest rates and real economic
activity. Although suitable empirical versions of these model requirements are presently available in
Ettlin and Bernegger (1994) and Ettlin (1994, 1996), such a joint analysis, including relaxed
exegoneity issues, will have to be the subject of a separate study.

List of variables

LPC, LPC,y, LPC Natural logarithm of the consumer price index of
Switzerland, for the current, succeeding and preceding
quarter, respectively.

LPIM Natural logarithm of the implicit deflator of total imports
of goods and services.

LPIMERS Natural logarithm of the unit value index of imports of
energy, raw materials and semi-manufactures.

MSELPIM ;5 Eight-quarter moving average of LPIM, lagged three
quarters.
LUNR 4 Natural logarithm of registered unemployment as a

percentage of the labour force, lagged six quarters.
TR Integer linear time trend with 1976Q1=1.

TR90Q392 Integer linear time trend starting with 1990Q3=1 and
ending in 1992Q4.

VAT Dummy variable equal to zero until 1994Q4 and unity
from 1995Q1 on, when a value-added tax replaced the

previous more narrowly based sales tax.

A First (backward) difference of the indicated variable.
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Comments on: "An alternative to the mainstream model of
inflation with an application to Switzerland"
by Franz Ettlin

by Wilhelm Fritz

In this paper, the author takes the position that to explain the inflation process "the
Phillips curve and the associated NAIRU are seriously flawed concepts”. It is worth distinguishing
between the NAIRU-model, which is essentially an empirical construct, and the natural rate
hypothesis, which is actually the concept the author attacks. Clearly, when looking at unemployment
in Switzerland since the second world war it is not obvious what the "natural" unemployment rate
could be. A lengthy period of practically zero unemployment came to an end due to the oil crises and
since the beginning of the 1990s, Switzerland experienced a considerable increase to now more than
5%, a level considered unthinkable by many just a few years ago.

As an alternative to a Phillips-curve specification, the author presents a price-wage model
in levels and estimates it via an error-correction equation. This approach is not new. Already in the
early 1960s Sargent presented a real-wage model for the United Kingdom which was extensively used
until it broke down in the face of the first oil crisis. It has since been resurrected and virtually all the
current macro-models in the United Kingdom have wage-price equations estimated as error-correction
equations.

How does one justify a level model? As is mentioned in the paper, one argument runs
along the dynamic properties of the price, wage, unemployment and GDP gap series. For a Phillips
curve, both price changes and unemployment should be stationary, but they rarely are. It would be
helpful if the paper contained some stationarity test.

A second justification can be derived from theory. The paper highlights the implication
for the determination of the price level which are implicit in the NAIRU concept. However, instead of
criticising a specific variant of the Phillips curve, the author could explain the theoretical
underpinning for his own price level equation which actually seems to be a level-version of the Nordic
Model of Inflation which emphasises the role of the external sector in the price formation process.
Even in this context, several formulations could be discussed, all of which serve to underline the
crucial role of foreign prices for smaller countries.

The author regards imports as intermediate goods and includes them in an extended
production function. Alternatively — or complementing this formulation — he could have looked at the
prices of export or final import goods. One could assume that the exporting firms face a price
constraint which via profit maximisation naturally leads to real wages as a crucial variable. Similarly,
one could assume that firms competing with final import goods face a price constraint. In the Nordic
tradition, export prices have been crucial in determining domestic wage and price trends while in the
French version of the Nordic model the import price channel is crucial. Anyway, it would be helpful if
the model were explained. This way is would also be easier to understand why lagged import prices
capture the effect of wages.

In estimating the error correction model the author uses the two step-procedure although
it is now generally accepted that a one-step procedure (with the price change as the dependent variable
and both first difference and level variables on the right-hand side) is more efficient. Nevertheless, the
estimation results support the author's view that a level formulation outperforms the usual Phillips-
curve specification and that the development of import prices has had a major influence on the Swiss
inflation experience during the last two decades.
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Inflation and unemployment in Belgium

Michel Dombrecht and Philippe Moés!

Introduction

Low inflation and low unemployment belong traditionally to the objectives of economic
agents as well as of governments. It is, therefore, important to know whether both of these objectives
can be attained simultaneously.

As is well known, it was originally thought that there was a negative relationship
between inflation and unemployment: to reduce unemployment, the economy had to be stimulated,
implying a rise in inflation. On the other hand, inflation could be brought down by increasing the
number of unemployed. This negative trade-off is known as the Phillips curve. In the 1970s, most
economists became convinced of the inexistence of such a trade-off, at least in the long run: the long-
run Phillips curve is vertical. Only in the short run could there exist a negative correlation between
inflation and unemployment, but over larger intervals of time, the latter would tend towards its
equilibrium value which became known as the NAIRU (Non-Accelerating Inflation Rate of
Unemployment).

These considerations have continued to inspire economists, also in the recent past, and
they are of course also important for monetary policy. As far as inflation is concerned, the actual
mainstream idea is to stress the importance of inflationary expectations (vertical long-run Phillips
curve), whereas in the short-term, inflation may also be affected by disequilibria in the markets for
products and labour (negative slope of the short-term Phillips curve). An unemployment rate larger
(smaller) than the NAIRU normally implies a negative (positive) output gap; i.e. an output level
smaller (larger) than potential output, which puts downward pressure on inflation. As far as
unemployment is concerned, special interest developed in the NAIRU concept. If a natural rate of
unemployment exists and if its determinants could be identified, then this knowledge would open a
unique channel for analysing the unemployment problem and for guiding employment policy. Most of
the analysis in this respect has, economically speaking, been applied to large and relatively closed
economies. They are not necessarily applicable to small open economies, like the Belgian one. This
paper, therefore, approaches the inflation versus unemployment question from a Belgian perspective.

1. Price formation

Prices can be measured at different levels and following different methodologies. The
consumer price index, which represents a fixed basket of goods and services and is quickly available,
is, besides adjustment for indirect taxes, the result of a weighted average of prices of domestically
produced goods and services set by domestic producers and of prices of imported goods and services
set by foreign producers and converted into domestic currency. The prices set by domestic producers
are themselves output prices which are determined by the costs of labour, capital, intermediate inputs
(a large part of them being imported) and by a profit margin.

1" The authors are members of the Research Department of the National Bank of Belgium. The views expressed in this

paper are their own and do not necessarily reflect those of the Bank.
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The gross domestic product (GDP) deflator is a national accounts concept which is
germane to an output price concept except that it not only relates to private but also to public output
and that the direct influence of intermediate input prices has been removed. The GDP deflator
constitutes an important link in the explanation of consumption prices since it reflects the domestic
origins of inflation (wage costs, capital costs and the profit margin). This paper focuses on the GDP
deflator. Notwithstanding the conceptual differences, GDP inflation is strongly correlated with
consumer price inflation as is shown in Chart 1.

Chart 1

Inflation in Belgium
Percentage changes
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GDP-deflator = = = Consumption prices

1.1 Historical overview

The inflation rate in Belgium has followed an upward trend since the beginning of the
1960s up until 1974 — the outbreak of the first oil price shock (Chart 2). Since then, inflation has
followed a downward trend, which continued in the 1990s. In 1995, inflation was at a level equal to
the historical low levels of the early 1960s. A similar evolution can be found in the OECD area and in
Belgium's three neighbouring countries, which are also our main trading partners. In the 1990s a very
strong convergence of inflation rates occurred in Belgium and its neighbours (Chart 3).

139



Chart 2
Inflation in Belgium and in the OECD
GDP deflators, percentage changes
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Chart 4 shows the year-on-year change of the inflation rate. It demonstrates that inflation

volatility is not constant. This is confirmed in Table 1, containing averages and standard deviations of
inflation in each decennium. The table shows a strong negative correlation between the level of

average inflation and its volatility. For the monetary authorities, this is an important argument to
focus on for the following reasons:

high inflation entails large price volatility, implying a high degree of uncertainty for producers.
Investment, process and product innovation and employment fare better when producers can
more easily predict the future cash flows to be expected from such new projects;

stable prices render relative price changes between different goods and services more visible to
consumers and producers. Because high inflation is correlated with high volatility and
uncertainty, market signals are less clear and, therefore, the efficiency of the market mechanism
is blurred, which may lead to welfare losses;

questionnaires? undertaken in different countries show a strong inflation aversion of the
population. The main reason for people's concern about inflation is the perception that it hurts
their standard of living. This may be due to the non-neutral character of taxation with respect to
inflation. In most countries tax brackets are not being indexed to price changes and inflation
accounting is not a part of standard accounting principles.

Chart 4
Year-on-year change of inflation in Belgium
In percentages
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See, for example, Shiller, R. J. (1996): "Why Do People Dislike Inflation?" NBER, Working Paper No. 5539.
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Table 1
Inflation: averages and volatility

Period 1961-1996 1961-1969 1970-1979 1980-1989 1990-1996
AVG | STD | AVG | STD | AVG | STD | AVG | STD | AVG | STD
Belgium 4.63 2.58 3.31 1.30 7.23 2.95 4.56 1.70 271 0.92
Western 3.76 1.65 333 0.97 5.52 l.64 3.0 1.20 2.89 1.06
Germany
France 6.07 3.55 4.25 1.43 9.29 242 7.15 3.69 2.26 0.71
Netherlands 446 | 295 5.14 1.86 7.66 2.01 233 227 2.03 0.44
OECD 6.70 | 2.84 3.62 0.68 9.05 2.28 8.30 1.88 4.76 0.88

AVG = average; STD = standard deviation.

1.2 Long-run determinants of inflation

Section 2 of Annex 1 describes a model of optimal price setting in a market characterised
by monopolistic competition. In such a market constellation producers take into account the degree of
price elasticity of demand for their products when fixing prices. If the price elasticity of demand is
small, firms can charge high mark-ups above production costs and vice versa. In the limit (perfect
competition), the price elasticity is infinite and mark-ups disappear.

Consumers decide on their optimal consumption-saving behaviour as well as on the
optimal mix of their consumption basket. When relative prices change, consumers will reallocate their
consumption portfolio and the extent of this restructuring depends on the price elasticities of demand
for all products. These price elasticities depend on:

. the cleamess of market signals, mentioned above, which increases with the degree of overall
price stability;

. the market structure; a cartel market limits the consumer's freedom of choice and hinders the
composition of an optimal consumption basket;

L the degree of openness of the economy which determines the accessibility of the consumer to
the international markets of goods and services. If domestic producers are largely exposed to
competition with foreign firms both on domestic and foreign markets, their mark-ups will tend
to be smaller. Contrary to the case of large and relatively closed economies, this consideration
should be taken into account in the price formation process of firms in a small economy such as
Belgium.

On the basis of these arguments and assuming that consumers allocate their consumption
according to an Almost Ideal Demand System (AIDS), Annex 1 explains the GDP deflator by:

L] unit labour costs (nominal wage cost per unit of output), which, in turn, depend on wage cost
per employee (further explained in Section 2) and apparent labour productivity;

° a mark-up above unit labour costs, the extent of which depends on the price elasticity of
demand. At the macro level, the price elasticity for the country as a whole, is related to the
market share of domestic producers and hence to the relative price of foreign with respect to
domestic firms converted into a common currency. This relative price is nothing else than the
real effective exchange rate. When foreign prices are relatively high, market shares of domestic
firms are relatively high as well, such that they can raise their own prices in order to reach the
optimal profit maximising mix between profit margin and market share. This analysis
demonstrates that even the GDP deflator, which reflects the domestic origins of inflation, is
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subjected to a direct influence of foreign prices. This result is, of course, especially relevant in
the case of countries where foreign trade represents a large proportion of final demand and is
absent in the inflation analysis originating in large countries. It should be added that foreign
prices also exert an indirect influence on domestic prices. Prices of imported consumer goods
are part of the overall consumer price index, a variable taken into account in wage negotiations.
Furthermore, imported intermediate inputs are part of production costs and an integral part of
output prices of domestically produced consumer goods. These indirect effects do not play their
role through the profit margin, but via nominal wage costs.

The analysis of the inflation process, therefore, demands insight into the course of both nominal
unit wage costs and the profit margin. If the latter cannot be sufficiently explained, it will be
hard to understand and interpret the inflation process (not only on the basis of the GDP deflator
but also other price indexes). Monetary policy in many large economies exerts its influence
through its effects on inflationary expectations of economic agents. More specifically, credible
monetary policy may contribute to wage moderation. In Belgium, wages are indexed to
consumer prices such that expectations play only a minor role. Furthermore, in such a small
open economy, foreign prices and exchange rates are principal factors underlying domestic
inflation. Chart 5 compares unit labour costs with the GDP deflator in Belgium. It is clear that
the GDP deflator can diverge for rather long periods from unit labour costs, thereby giving rise
to marked changes in the macroeconomic profit margin as shown in Chart 6. According to the
theoretical analysis, the profit margin is related to relative prices or, at the macro level, the real
effective exchange rate of the Belgian franc. An increase (decrease) in the relative price should
be interpreted as a real effective depreciation (appreciation). Although somewhat blurred during
1982-86 by the strong dollar and oil price movements, Chart 7 demonstrates the positive
relationship between the mark-up and the real effective exchange rate, based on GDP deflators.
This implies that foreign prices constitute a constraint on price setting by domestic firms. The
pass-through from domestic unit wage costs to output prices is incomplete: if domestic wage
costs increase, while foreign prices remain constant, only part of the additional labour costs can
be transferred to price increases and the profit margin will decline.

Summarising, domestic output prices are determined as a function of a weighted average

of the foreign price level, expressed in domestic currency, and unit labour costs (Chart 8), with the
latter consisting of two components: wage costs per employee (), which will be analysed in
Section 2; the inverse of apparent labour productivity (L/Y) which itself can be decomposed into:
influence induced by substitution between factors of production (due to changes in relative factor
prices): (L/K) and Total Factor Productivity (TFP), i.e. the autonomous technological progress.3 The
employment-capital ratio (L/K) can itself be further decomposed, as employment (L) is the product of
the active population (LS), reduced by the proportion out of work (U): L = LS (1-U).

The econometric analysis in Annex 2 evaluates the weights of all these factors that

influence inflation, and derives the following long-term steady-state inflation equation:

P=0.62W+0.44 P* -0.06 OIL— 0.65TFP+ 0. 19(LS/ K) —-0.002AU

where: °© = growth rate of the relevant variable;

P = GDP deflator;
W = nominal wage cost;

P* = weighted average foreign GDP deflators expressed in the same currency as P;

(1-a)

3 In the case of a Cobb-Douglas production function: (Y = (TFP)L*K" "), the employment intensity of output (i.e. the
inverse of labour productivity) can be written as: L/Y = (1/TFP)(L/K)!"%.
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Chart 5
GDP labour and wage cost per unit of output in Belgium
Index numbers, 1960=100
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Macroeconomic profit margin in Belgium
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Chart 7
Profit margin and relative GDP deflator in Belgium
In logarithms
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Explanatory variables of GDP inflation
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OIL = index of world oil prices;
TFP = total factor productivity;
L5= active population;

K = capital stock;

U = unemployment rate.

The results indicate that the direct weight of foreign prices in domestic inflation is quite
substantial. Oil price increases somewhat moderate this foreign influence as foreign countries that are
producers of oil do not affect the Belgian market share because its share in those products is zero
anyway. The part of foreign inflation that is connected with oil price movements is thus irrelevant for
the domestic inflation rate. We may, therefore, conclude that foreign inflation has a direct weight
equal to 38% in domestic GDP inflation, as compared to 62% for unit labour costs. By implication,
foreign prices may drive an extensive wedge between domestic prices and unit labour costs.

1.3 Short-run determinants of inflation

In the short run, inflation reacts with a certain delay to its long run determinants. In the
framework of a prediction exercise, it is important to take these reaction lags into account, while they
are far less relevant in a longer-run analysis of inflation. Annex 2 contains the estimated short-term
inflation equation.

2. Wage formation

Except in periods of government intervention, the formation of wages is the result of
negotiations between employers and unions, as explained in Section 1 of Annex 1. The unions'
objective is to obtain the highest possible after-tax net real wage; i.e. the real wage cost after
correction for the tax wedge (expressed as the difference between wage cost for the firm and net wage
income earned by the employee in percentage of wage cost). During the negotiations, the unions
anticipate the reaction of employers to their wage demands. They take into account the probability
that negotiations fail or are followed by lay-offs or that those actually unemployed may fail to find a
job. This probability is proportional to the observed unemployment rate. Unions also are aware that
when becoming unemployed members will earn unemployment benefits, the magnitude of which,
therefore, affects their wage demands. After conclusion of the wage negotiation, firms decide on their
(profit-maximising) prices, output and production technology; i.e. the optimal mix of factors of
production. The result of the wage negotiation will, therefore, affect employment.

Taking account of these considerations, wage formation depends on:

o unemployment benefits: they constitute a safety net in case of becoming unemployed if wages
turn out to be too high to preserve a high level of employment. The more generous this safety
net, the lower the perceived opportunity cost of loosing one's job and, therefore, the higher
wage demands will tend to be;

L] the tax wedge: an increase in employers’ social security contributions raises wage cost, and a
rise in taxation on employees will induce the latter to raise their wage claims;

° the market share (and hence relative prices) of domestic producers on world markets: higher
market share tends to be accompanied by higher profitability and stimulates the quest for higher
wages;

L the unemployment rate: the higher this rate, the higher the perceived probability of becoming
unemployed, which will exert a moderating influence on wage claims.
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From the econometric estimation results, the following long-term wage growth equation
can be derived:

o o

W=P+0.3 I(P* / P] +0.63b - 1.22[1 - T] -0.026AU

where b =real unemployment benefit per person unemployed;
T =tax wedge;
AU = change in the rate of unemployment, expressed as a percentage.

This long-term equation shows a negative dependence of wage growth on changes in the
unemployment rate; an increase of the unemployment rate by 1%, ceteris paribus, reduces wage
growth by 2.6 percentage points. This coefficient is generally regarded as a measure of wage
flexibility since it reflects the magnitude of price reaction to disequilibria between demand and
supply, in casu of labour. A few remarks should be made in this respect. First, in Belgium, this
flexibility was frequently enforced by government intervention in the wage formation process.*
Second, despite the observed flexibility of wages to changes in the unemployment rate, the growth of
wage costs has been continuously stimulated by the ever increasing tax wedge. Third, the significant
rise in real unemployment benefits in the 1970s has contributed to the strong growth of wages in that
period.

3. The ultimate determinants of domestic inflation

As the preceding analysis has shown, steady-state inflation and wage growth are
interrelated. Taking account of all interactions (i.e. calculating the reduced form of the inflation
equation) results in the following expression of the ultimate determinants of inflation:

o

P=110P*—0.10POIL+0.67b—1.32(1 - 1) -0.032AU - L.13TFP+ 0.34(LS / Kj

The ultimate factors explaining inflation are, therefore:

o the foreign rate of inflation: if foreign inflation rises by 1 percentage point, domestic prices also
accelerate by 1 point. This implies, of course, a strong dependence of domestic prices on
exchange rates, especially with respect to Germany, France and the Netherlands, our main
trading partners;

o total factor productivity: an increase in TFP raises labour productivity, which reduces unit wage
costs and puts downward pressure on prices;

L the per capita capital stock: an increase in this variable, with a constant unemployment rate,
also implies a reduction in unit labour costs and therefore reduces inflation;

L] the tax wedge: when rising, this induces an upward movement of wage costs (both directly if
employers' social security contributions go up and indirectly through the negotiated gross wage
rate) and hence on prices;

L real unemployment benefits: an increase in this variable reduces the opportunity cost of
becoming unemployed and encourages higher wage demands;

4 These interventions took the form of real wage freezes, imposition of wage norms, limiting the indexation mechanism,
changing the reference price indicator to which wages are indexed. This is no longer the general consumption price
index but the so-called health index.
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° the unemployment rate: this determines the perceived probability of losing one's job. It puts
downward pressure on negotiated wages and on prices.

The previous equation allow us to compute an underlying inflation rate based on the
growth rates of the explanatory variables. Substituting historically observed values for these variables
allows us to compute the underlying inflation for each year. However, important shocks to the
exogenous factors immediately and strongly affect the underlying rate of inflation whereas observed
inflation adapts only slowly. Hence the use of moving averages over three years in Chart 9 where the
effective and underlying inflation rates are shown. It appears that the underlying inflation rate is a
leading indicator of inflation. Although the former seems to be too volatile, the turning points are well
explained, showing a lead of about two years.

What have been main factors behind underlying inflation in the last thirty years? To
make things simple, we aggregate the many variables given by the theoretical analysis and decompose
progressively. Chart 10 gives the foreign inflation rate and the impact of all the remaining factors
taken together. Until the mid-1970s the trend in Belgian inflation reflects the foreign one. The other
factors are erratic around zero. But between 1978 and 1984, their contribution exceeds -2%. and even
more between 1981 and 1983. As a consequence, the underlying inflation falls below imported
inflation. In the second half of the 1980s, foreign inflation and the other factors have more or less the
same positive impact, between 1 and 3%. From 1992 onwards, the other factors fall sharply together
with the underlying inflation which in 1994 is below the foreign inflation rate. To conclude on this
matter, even if the domestic inflation is indexed to the foreign one, the domestic factors are able to
introduce quite significant and persistent divergencies. We now analyse more closely the contribution
of these other factors.

Chart 9
Effective and underlying inflation rates
Moving averages over three years
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We can distinguish between one external variable (OIL/p*) and internal ones: real
unemployment benefits, the tax wedge, TFP, capital stock per capita and the unemployment rate. We
further distinguish between permanent and transitory internal factors. Permanent factors are those
whose growth rate may permanently lie above zero: unemployment benefits, 7FP and capital stock
per capita; in contrast the tax wedge and the unemployment rate should stabilise somewhere in the
long run. Hence, their contribution can only be transitory. Chart 11 gives the contributions to the
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inflation differential according to this subdivision. The permanent factor is the most important one
over the whole period. The transitory factor is less important until 1983 and the differential follows
the "permanent” fluctuations plus some impact from the oil price. From 1984 onwards, the impact of
the transitory and permanent components are comparable but the volatility of the permanent factor
goes down and the differential follows the "transitory" fluctuations as well as the impact of the reverse
oil price shock.

Chart 10
Underlying and foreign inflation rates
Moving averages over three years

r o eme o — ——t—t

~ ® O = &N M ¥ v © nmg-—ggg ~ - g
8 5888858588k 8 8 8 2 8388838 2
- e e v v v e e e v ey e v v v oy e e e v e = v v -

[====undertying inflation —O—foreign inflation (in BEF) —8—other factors |

Chart 11
Infaltion differential Belgium — foreign competitors
Moving averages over three years
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Behind the permanent factor (Chart 12) is the growth of unemployment benefits adjusted
for productivity growth (TFP plus capital per head). In fact, the estimates (0.67 for the unemployment
benefits and 1.13 for productivity) imply an overcorrection for productivity. Until 1971, the benefits
had no link to previous wages but depended on age and gender. Real growth adjustments were only
occasional but quite significant (see Chart 13). They happened in 1967, 1968 and at the junction to the
present system, in 1972. These shocks explain the two first rises in the unemployment benefits
contribution. Afterwards, a single shock appeared in 1975, probably as a consequence of the massive
arrival of new and high-wage unemployed persons. This shock added to the previous 1972 real
adjustment. In the opposite direction, a fall in real unemployment benefits occurred in the middle of
the 1980s. These evolutions underlie the movements in the permanent factor. The productivity
variables are very stable. The only event to mention is the 1975 productivity slowdown. 7FP fell from
2.9% a year to 1.2%, lowering the negative contribution to the inflation differential from 3.3% to
1.3%.

Chart 12
Factors behing the permanent factor
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The transitory factor (Chart 14) follows the unemployment rate movements with one
single exception: the rapid rise of the tax wedge in the early 1980s. The contribution of the
unemployment rate may exceed 3% in absolute value. The tax wedge contribution is fairly constant, at
+2%.

It appears that the underlying Belgian inflation rate can substantially diverge from
inflation abroad. Two main factors have, in the past, contributed to discrepancies: the growth of real
unemployment benefits and unemployment rate movements. However, structural shocks affected the
growth of unemployment benefits in the first half of the sample and they should not repeat
themselves. In the long run the benefits should follow productivity. In that case, their impact would be
much less important. As far as unemployment is concerned, its fluctuations should remain transitory
since a continuous divergence always calls for counteracting measures.

150



Chart 13
Unemployment benefits
1991=100, in logarithms
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Chart 14
Factors behing the transitory factor
Moving averages over three years
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4. The rate of unemployment

The reduced-form inflation equation mentioned above implies a long-run relationship
between the deviations of domestic with respect to foreign inflation rates and variations of the
unemployment rate. The existence of a NAIRU, on the other hand, requires long run independence of
inflation with respect to both the level and variation of unemployment. In this sense no NAIRU for
Belgium can be derived. Chart 15 plots the relationship between inflation and unemployment and
demonstrates that the unemployment rate does not fluctuate around a relatively constant equilibrium
value: the unemployment rate fluctuated around some 2% up till 1974 but shifted from 1975 onwards
to about 11% in 1982. Since then, it has fluctuated within a very broad interval around some 9%.

Chart 15
Inflation-unemployment trade-off in Belgium
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In the absence of a NAIRU, the above-mentioned price equation is not sufficient to detect
the explanatory factors behind the marked shift in the unemployment rate. For that purpose, the
inflation equation, which represents the supply side of the economy, has to be supplemented with a
description of the demand side. This leads to the recognition that the domestic unemployment rate is
not independent of foreign unemployment and, more specifically, of the unemployment situation in
the rest of the European Union. Annex 3 demonstrates that in the long run the Belgian unemployment
rate is determined by:

o the foreign unemployment rate. Chart 16 shows the comovement of unemployment rates in
Belgium and in the rest of the Union.

° besides the foreign unemployment rate, domestic factors may play a significant role as the
Dutch example so clearly demonstrates. The more extensive use of part-time employment may
in part explain the lower unemployment rate in the Netherlands, although other domestic
elements may also be part of the explanation. According to our analysis, these other domestic
factors are related to the wage-price formation processes:
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o productivity developments tend to limit the pressure on prices such that, external conditions
remaining equal, demand for domestic products rises, thereby encouraging domestic
employment. On the other hand, rising real unemployment benefits put upward pressure on
wage claims and on inflation, thereby depressing employment. Our calculations imply that the
overall contribution of these three variables on average had a positive influence on domestic
employment during the period 1962 to 1994. This beneficial influence was, however, more than
compensated by a fourth domestic factor:

o the development of the tax wedge, which has put upward pressure on wage costs.

Chart 16
Unemployment rates in Belgium, the EU and in the Netherlands
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The analysis can be interpreted as follows. Increasing involuntary unemployment implies
a growing disequilibrium in the labour market, which was not eliminated because wage formation was
not sufficiently flexible. The question, however, is: why has wage formation been that inflexible? In
the public debate frequent reference has been made to institutional factors such as minimum wages,
inflexible working hours, wage indexation, organisation of wage negotiation, etc. Our analysis implies
that the ever growing tax wedge has contributed to the explanation. Because of the lack of
spontaneous and sufficient response of wages to the unemployment rate, the government had to
intervene frequently in the wage formation process. At the end of periods of imposed wage
moderation, wages tended to recover previously lost grounds, such that government had to intervene
again, all of this giving rise to a stop-go process in wage formation. Modulating the tax wedge is
probably an effective instrument to enhance the flexibility of wages towards disequilibria in the labour
market. This avenue, which became part of public policies (in the form of several new measures to
reduce employers' social security contributions), is, of course, constrained by the need for fiscal
consolidation. This demonstrates again that a sound budget balance is a necessary condition for fiscal
policy to be an effective instrument of economic policy.
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Conclusions

The GDP-deflator, which is strongly correlated with the consumer price index, is in the
long run determined by unit labour costs and a profit margin. The profit margin is not constant (not
even in the long run) since it depends on the price elasticity of demand, which itself is related to the
market share of domestic producers and therefore to the relative output price. At the macro level, this
implies that domestic producers, when setting their prices, directly take account of foreign prices
expressed in domestic currency.

Besides this direct influence, foreign prices also affect domestic prices indirectly through
the reaction of nominal wage costs to price changes. Unit wage costs depend on wage cost per
employee and on the employment intensity of output. This inverse of apparent labour productivity is
itself determined by total factor productivity (the autonomous increase of labour productivity due to
technical progress) and by the combination of per capita capital stock and the rate of unemployment,
which reflect changes induced by movements in the relative price of factors of production. Wage costs
per employee are the result of wage negotiations or of government intervention as a reaction to
unfavourable changes in the unemployment rate. In general, wage costs are seen to react to prices, the
profit margin of producers, the level of generosity of employment benefits, the tax wedge and the
unemployment rate.

Because of the dual relation between price inflation and wage costs, the ultimate causes
of price movements are those that directly affect inflation plus all other variables determining wage
costs. In this way, foreign inflation, and hence the exchange rate, is a most powerful force that drive
domestic prices. This explains why Belgium traditionally chooses exchange rate stability with its
most important trading partners as its intermediate target of monetary policy. But even then the
inflation differential is not necessarily constant: domestic sources of inflation also remain relevant.
More specifically, changes in the unemployment rate in some periods have had a dampening effect on
wages and on inflation.

The strong dependence on foreign inflation, often found in a small open economy,
implies that the NAIRU, typical of large and relatively closed economies, cannot be derived in the
case of Belgium. To obtain insight into the driving forces of the unemployment rate, the demand side
also has to be entered into the analysis. The result is that domestic unemployment is determined by
both external (the foreign unemployment rate) and internal factors (related to the wage formation
process).
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Annex 1: Wage-price dynamics in theory

1. Wage bargaining

Wage formation is derived as a simplified version of the model in Layard, Nickell,
Jackman (1991),5 with the union wishing in firm i to maximise utility (income) of potential workers.
The objective of the union is thus:

L{Wi(l—r)} [ L.JA.
L LA (1)
NL PC N/ PC

where:  u; = utility;

L = number of employees employed in the firm (this number clearly depends on the
outcome of the wage negotiation);

N = potential workers;

W = nominal wage cost;

T = tax wedge, i.e. the difference between wage cost and net wage;
PC = overall consumer price index;

A = alternative nominal income of an employee outside the firm.

The alternative income consists of two elements:

)W;(I_T) B

A. )
=(1-9U; +o,U,—— @)
PC PC PC

where: QU = probability of being unemployed which depends on the unemployment rate scaled with ¢ ;

# (1- 1) = nominal alternative wage that can be earned in other firms;

B = nominal unemployment benefits.

If the wage negotiation is unsuccessful, employees would fall back on utility level «9,
being the alternative income:

u, =—- &)

Excess income from successful bargaining is, using equations (1) and (3):

L|W(l- A.
%—ﬁ=—{JL—Q——L} @)
N PC PC

Firm i, for its part, wishes to maximise profits:

U, =FY, -WL - Cil?i ©)

Layard, R., S. Nickell and R. Jackman (1991): Unemployment, Oxford University Press, Oxford, Chapter 2.
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where: Il = profits;
P = output price;
Y.=real output;
C = capital cost;
K = capital stock, which is a fixed production factor in the short run.

If the wage negotiation fails and workers go on strike, the alternative (negative) profit of
the firm is:

I’ =-CK, (6)

The excess profit resulting from a positive bargaining income is derived from equations
(5) and (6) as:
-1 =

H i

BY, - W, )

4

The bargaining type which is considered here corresponds to the so called "right to
manage" model; union and firm negotiate about the wage level, taking the employment effects into
account (meaning that in equations (4) and (7), employment, L;, should be interpreted as the profit
maximisation level of employment). In a second stage, after the wage is fixed, employers decide on
the actual level of employment in the firm, which will correspond to its equilibrium value given the
negotiated wage level. Using the Nash maximand, the bargaining outcome is the one that maximises:

0, =i, ~) (- 1°) ®

where: B measures relative union power.

Taking natural logs of (8), differentiating with respect to the gross wage rate, taking into account
equations (4) and (7) and noting the envelope theorem JI1; / 8W; = —L; (where L should be interpreted
as its equilibrium level), the following first-order condition is obtained:

3L, 3L,
Blw,(1-1)—+L(1-1)-4 —

dInQ &, Y/ L _, ©)
8W, L[w(1-7)- 4] Y, ~WL,

Working through (9), taking account of equation (2) and aggregating over all firms
(supposed to be identical) yields:

-1
B _1|-8mL 1
w(i-1) oU| 8w, B((PY/WL)-1)

(10)

Equation (10) determines the aggregate nominal net wage level. It is a positive function
of unemployment benefits and a negative function of the unemployment rate, the elasticity of labour
with respect to wages (in absolute values) and the labour share. The last two factors may be derived
from the producers' optimisation programme.
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2. Pricing and labour demand by firms

Production technology is assumed to be Cobb-Douglas:

Y, =TFPL'K,™® (11)
where: TFP = index of total factor productivity.

Firms are assumed to operate in markets characterised by monopolistic competition. The
demand for their products is drawn from an "Almost Ideal Demand System" (AIDS), such that the
market share of an individual firm is given by:

S =

1

PY. R
—’L:mi+Zyij InP; +,;In— (12)
R i 1P

where: R = total nominal demand;
IP = general aggregate index of prices;

and with:

IniP=0,+ Y0, InP, +%Y, Y v, InP, nP,
k k1

and:
Yo =Yies 20, =1, 2T =0, 2% =0
k k k
The firm's optimum is obtained by maximising:
PY, WL, -C,

subject to equations (11) and (12).

After substitution, the objective function can be rewritten as:

R = R\R o
max.y =, + 2y, InP, +%, ln—}R—WiLi—CiKi—k [mi+27ijlnPj +%, ln——]——TFPiL‘j‘K,.1 *
j IP J IP)P,

H

Maximisation with respect to A, P and L; yields the following first-order conditions (under the
assumption that /P, R and competitors' prices are given for each individual firm):

SR
P=—t— (13)
TFPLK,
r=| —ti__|p (14)
Yi =S
W, = N\TFPal’ " K ~* (15)
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where, in terms of the absolute price elasticity of demand (1),

» 1
[—L—] =1-— with v, supposed to be <0 such that n;; > 1.
Yi =S Nii
The absolute price elasticity is a negative function of the market share.
Converting equations (12) - (15) into growth rates gives the following system of
equations:
P;=S,+R-TFP-0L (16)

Ai=P-—L—5, (17)
Si_Yiz
o 1 o 1 ° 1 o
iz__[ ,}+—x+—mt;. (18)
- 1-o -
S=Y0p+Xip-tipp (19)

;S s s,

i ]

From the reduced-form solution, it can be shown that:

2
dlnZ, _ "(Si - Yii) <0 20)

dInl, IP,R,P; (S,' _Yii)z _U'Yfi

from which it follows that the absolute wage cost elasticity of labour demand is decreasing in S;.
When aggregating over » identical domestic firms, the demand system boils down to the allocation of
total consumption between domestic (i) and foreign goods (j):

PY * P R
S;=——=0;+n Y;In—+y,In— @21
nR P 1P

where: P * = foreign price level,

n* = number of foreign firms j;

Yy > 0; that is, we expect the aggregate market share to be a positive function of the foreign
price deflated by the price of domestic firms (the effective exchange rate).

From equations (14) and (15) follows:

WL WL -oy;
FY, PY §-v;

(22)

158



which can also be written as:

=(Yii‘Si)@

(23)
Yi oY

It follows that although we assumed a Cobb-Douglas production technology, the labour
share and price mark-ups are non-constant. Mark-ups tend to increase and the labour share tends to
decline when the market share improves because firms' price elasticity of demand is inversely related
to their market share.

Substituting equations (20) and (22) in (10) yields the following wage equation:

-1
2
(- B _ L (Si - Zii) —+ &Y (24)
wi-1) oU|(S;-v,) - oY i B[(Si —1,) + o,

oW
with: —>0.

S,

1

Both the labour share and the wage elasticity of labour depress the wage level and both of
them are decreasing in the firm's market share. Hence, W is positively influenced by the domestic
market share or the relative price of competitors. This result is independent of any myopia on the part
of wage earners. Foreign prices raise the domestic wage because the wage outcome is positively
affected by the lower wage elasticity of labour and the lower labour share that a rising market share
implies.

The unemployment rate U can be defined as:

U=1-— 25)
L

where: L= labour supply.

The complete model now consists of equations (11), (21), (23), (24) and (25). Linearising
these equations, making some substitutions and assuming y;, = 0, the following price and wage
equations can be obtained:

s
l1-o| L
InP=n,+m,S; + In——-U |-InTFP + InW (26)
o K
or alternatively:
lI-o, ¥ 1
InP=mn,+xS, + In——-—InTFP + oW (26Y
o K «
InW =06, +In -o,U+0,S; 27)

(1-1)
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with:

*

P
S;=py +p;In—. (28)
P

In Layard-Nickell type models, given the real unemployment benefits, the equivalents of
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