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How have external factors
affected monetary policy in the EMEs?

Dubravko Mihaljek1

1. Introduction

Over the past decade or so, economic and financial integration has reshaped the monetary
policy frameworks and transmission channels in the emerging market economies (EMES).
Economic and financial linkages have become stronger, resulting in greater synchronisation
of business cycles across advanced and emerging market economies. This has led to the
faster transmission of shocks, especially through financial channels. Short-term and long-
term interest rates as well as asset prices in the EMEs have thus become much more
responsive to global financial conditions than 10 or 15 years ago.

Against this background, the 16th annual meeting of Deputy Governors from the major
emerging market economies, held at the BIS in Basel in February 2011, addressed the
question of how external factors had affected monetary policy in EMES over the past few
years. The present volume brings together papers prepared for that meeting.

The discussion was organised around four broad topics: (i) international banks, new liquidity
rules and monetary policy in EMESs; (ii) exchange rates and monetary policy frameworks in
EMEs; (iii) the implications of foreign exchange market intervention for central bank balance
sheets; and (iv) additional supporting policies that central banks can use to address the
policy dilemmas from the influence of external factors. BIS staff prepared background papers
on these topics, and central banks contributed their own studies on different aspects of these
issues. These contributions are compiled in the chapters that follow this overview.

One of the main conclusions of the meeting, highlighted in the contribution by Subir Gokarn
and Bhupal Singh (Reserve Bank of India), was that financial globalisation has multiplied the
number of transmission channels and associated risks through which external factors
influence domestic economic and financial conditions in EMEs. This complicates the
assessment of the outlook for inflation and growth. It also introduces an additional dimension
— the evaluation of financial stability risks — to the objectives of central banks. Monetary
policy in EMEs has become much more complex as a result.

The remainder of this overview summarises the main findings of the papers in this volume
and the key points raised in discussions of Deputy Governors at the meeting in Basel.

2. International banks, new liquidity rules and monetary policy

International banks play a large role in emerging markets. As noted in the BIS background
paper entitled “International banks, new liquidity rules and monetary policy in EMES”
prepared by El6d Takats and Agustin Villar, total claims of international banks have been
around one-quarter of emerging markets’ GDP throughout the past 15 years. This means
that international banks have on average expanded their business at roughly the rate of GDP
growth in EMEs, ie by more than 8% per annum in US dollar terms. As a result, the claims of

Y The author thanks Stephen Cecchetti, Philip Turner, EI6d Takats and Agustin Villar for helpful comments.
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international banks in EMEs have tripled in size over the past 15 years — in 2010, they
amounted to about $4 trillion. But relative to total domestic credit, which has grown faster
than GDP, the claims of international banks have decreased from over 40% in the mid-
1990s to less than 30% in 2010.

Evolving role of international banks in EMEs

One of the main findings of Takats and Villar is that the differences between international and
domestic banks seem to have faded over the past decade. In particular, foreign-owned
banks today allocate credit across corporate, household and government sectors similarly to
domestically owned banks. There has also been a major shift in the currency composition of
bank lending. Despite their comparative advantage in accessing international credit markets,
local offices of foreign banks today provide on average more than 50% of their total loans in
local currency, compared with just 15% a decade ago.

Deputy Governors agreed that international banks were increasingly behaving like domestic
ones. In particular, funding strategies nowadays seemed to explain banks’ business models
better than ownership. There was also broad agreement that international banks had
contributed to the rapid financial and economic development of EMEs by improving the
allocation of resources and transferring valuable banking technology and expertise to the
emerging markets. But there are also cases where the activities of foreign-owned banks had
led to the emergence of significant maturity or currency mismatches on bank balance sheets,
as detailed in papers by Jong-Hwa Kim (Bank of Korea) and Aron Gereben, Ferenc Karvalits
and Zalan Kocsis (Hungarian National Bank).

In the 2008-09 crisis, international banks had not withdrawn from the EMEs as they had in
previous financial crises. At the same time, the crisis has shown that cross-border claims
could fall in periods of turbulence regardless of how well a host country was performing.

International banks and monetary policy transmission mechanism

Greater involvement of international banks in the financing of emerging market economies
may have weakened the transmission of domestic policy rates to long-term interest rates.
Several central banks noted that long-term rates had been less responsive to the recent
domestic policy rate increases than in the past. The reasons could be specific to the post-
crisis environment of low global interest rates and strong inflows to domestic bonds in EMEs.

Central banks also felt some weakening of the exchange rate channel for the transmission of
monetary policy. In particular, in the EMEs where dollarisation and foreign currency
borrowing were widespread, any weakening of the domestic currency would on balance have
a contractionary effect on output. The reason is that exchange rate depreciation in such a
case stimulates output through an increase in net exports, but weakens domestic demand
through the higher domestic currency cost of FX loan repayments. The paper by Kim shows
that the threshold level of external debt at which the contractionary effect takes over is fairly
low: in a sample of four Asian EMEs (Indonesia, Korea, Malaysia and Thailand) from 2000 to
2010, the effect of exchange rate depreciation on GDP growth becomes negative when the
external debt ratio exceeds 12% of GDP.

Impact of new liquidity rules

How far banks are able to provide credit to the economy in times of crisis depends in part on
internationally agreed liquidity rules. The new bank liquidity standards agreed by the Basel
Committee on Banking Supervision in December 2010 have important implications for bank
operations and monetary policy frameworks in EMEs. The aim of the new regulations is to
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establish global liquidity standards that improve the banking sector’s ability to absorb shocks
arising from financial and economic stress.

Deputy Governors noted that banks in many EMEs already held a relatively high proportion
of liquid assets on their balance sheets in the past, partly as a result of high reserve
requirements, and partly due to specific regulations on liquidity (see the contribution by
Miguel Angel Pesce, Central Bank of Argentina). But in the absence of internationally agreed
rules on liquidity, many international banks (and in some cases their branches in EMES) were
subject to less stringent liquidity standards. This may have encouraged cross-border lending
and led to growing maturity mismatches in some EMES’ banking systems. The new liquidity
standards are therefore expected to promote a more resilient banking sector in EMEs.

Deputy Governors also welcomed regulations such as the net stable funding ratio, which are
expected to focus the attention of banks on liquidity gaps in terms of maturities. In the past,
such gaps were generally less pronounced because the short-term nature of funding implied
that most bank loans were short-term; in addition, abundant inflows of foreign capital did not
provide enough incentives for banks to promote long-term deposits.

The discussion also indicated that the new liquidity standards might lead to some reduction
in, and a simultaneous redistribution of, claims in the portfolios of internationally active
banks. In particular, by affecting credit multipliers, the new liquidity rules could lead to some
reduction in domestic credit and cross-border bank lending. It was also pointed out that bond
prices tended to fall more in EMEs than in advanced economies in periods of financial
market turbulence. Large bond holdings could thus result in bank losses in a crisis, as was
the case in several Latin American countries in the past.

New sources of funding

If tighter liquidity rules require international banks (and perhaps domestic banks) to reduce
their maturity transformation, the question arises whether the banks active in emerging
markets should start issuing more long-term debt to fund their lending.

The discussion at the meeting confirmed that banks in emerging markets (including foreign-
owned ones) were by and large relying on deposits as the main source of funding. The need
to reduce reliance on wholesale funding, which is one of the intentions of the new liquidity
rules, is thus not as pronounced in EMEs as in many advanced economies. But private
sector deposits have expanded more slowly than bank lending in recent years, so that
emerging market banks have increasingly turned to external funding. In addition, maturity
risks in some countries have increased, as banks have greatly expanded housing and
infrastructure finance without lengthening the maturity of their liabilities.

There was broad agreement that these developments provided incentives for developing
longer-term funding from domestic sources. Kevin Cowan and Carla Valdiva (Central Bank of
Chile) highlight in their paper the benefits of developing a market for covered bonds
compared with external credit or international bonds issued by domestic banks.
Nevertheless, banks are not expected to replace capital markets as the main supplier of
long-term funds in EMEs in the near term. In this connection, Sukudhew Singh (Central Bank
of Malaysia) cautions in his paper that deep financial markets are not a panacea when it
comes to sustained large capital inflows, as they have also posed considerable challenges to
the conduct of monetary policy in some EMEs.

3. Exchange rates and monetary policy frameworks in EMEs

Central banks in emerging market economies have managed the exchange rates of their
currencies more actively in the last two or three years than they did in the decade or so

BIS Papers No 57 3



before the crisis. Reserve accumulation, capital controls and a variety of other tools have
been used to one extent or another in many jurisdictions. This increased activism in
exchange rate management is all the more surprising as some central banks that had
previously been strong proponents of flexible exchange rates recently decided to build up
their foreign exchange reserves to address the challenges of volatile capital inflows.

The nominal exchange rates of emerging market currencies indeed fluctuate widely. During
the crisis of 2008-09, the currencies of Brazil, Korea, Poland and Russia first weakened by
40-60% against the dollar (between October 2008 and February 2009) and then appreciated
by 20-40% (between March and September 2009). The implied volatility of EME exchange
rates has also increased since the start of the recovery in 2009 compared with the
2005-08 pre-crisis period. There is no doubt that such large swings may affect financial
markets and the real sector, especially if they are deemed to be unrelated to the fundamental
determinants of exchange rates.

Motives for managing exchange rates

The BIS background paper entitled “Exchange rates and monetary policy frameworks in
EMEs” by Andrew Filardo, Guonan Ma and Dubravko Mihaljek, classifies the motives for
stabilising exchange rates into two broad categories: (i) concerns about the short-term impact
of exchange rate fluctuations on macroeconomic and financial stability; and (i) concerns
about the medium- to long-term impact of exchange rates on resource allocation. The short-
term motives include the pass-through of exchange rate changes to inflation; the impact of
exchange rate volatility on asset prices and private sector balance sheets; and the fact that
EME exchange rates have become much more sensitive to shifts in global risk aversion. The
longer-term motives include the impact of exchange rate appreciation on external
competitiveness and the impact of exchange rate misalignment on resource allocation.

Flexible exchange rates still enjoy broad support in many EMEs, especially in view of their
disciplining effect on private sector behaviour. The paper by Hernando Vargas (Bank of the
Republic, Colombia) notes that the increased volatility of the Colombian peso after the
abandonment of the target zone in 1999 helped reduce the exchange rate pass-through to
local prices, but also currency mismatches, by forcing residents to internalise currency risk in
their financing decisions.

Inflation targeting central banks thus generally regard foreign exchange intervention as an
unconventional monetary policy and plan to end it once global interest rates return to normal
levels. They emphasised the need to intervene only in the event of very large or very rapid
changes in exchange rates, and to avoid supporting the exchange rate when it starts to
depreciate. One also had to possess deep knowledge of the functioning of financial markets
in order to intervene successfully, as noted by Piotr Banbuta, Witold Kozinski and Michat
Rubaszek (National Bank of Poland). Some central banks operating managed floats also
realised that they had undermined their own credibility in the past by not articulating clearly
their motives for exchange rate stability and reserves accumulation.

Yet almost all participating central banks also acknowledged increased involvement in
exchange rate management since the start of the crisis — the only central bank participating
in the meeting that has not intervened in the past seven to eight years is the Czech National
Bank. The motives for intervention most frequently mentioned were building a cushion of
reserves (which helps in a crisis and with credit ratings); reducing the incentives for
speculation based on the expectations of a continuing appreciation (as described in the
contribution by the Bank of Russia); and the need to support exports, given that many central
banks in EMEs have a legal mandate to support growth or are not fully independent in
exchange rate management.

It was also pointed out that exchange rate flexibility could not absorb external shocks on its
own, if labour and product markets were rigid, or if the institutional setting was weak. In
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particular, Wang Xiaoyi (People’s Bank of China) argues in his paper that China’s banks
need time to acquire the FX risk management expertise and build the necessary
infrastructure, including a deeper market for hedging instruments, before freeing up the
exchange rate of the renminbi. Some managed floaters also felt that the low degree of
financial literacy in the non-financial corporate sector made it too risky to let the exchange
rate float freely.

Finally, some EME central banks still express a clear preference for exchange rate stability.
Abdulrahman Al-Hamidy (Saudi Arabian Monetary Authority) notes, for instance, that for a
resource-based economy such as Saudi Arabia, countercyclical fiscal policy and a fixed
parity of the currency are more appropriate for containing output shocks than a flexible
exchange rate.

Exchange rate as a medium-term policy target

If exchange rates are being more actively managed, the question arises as to what
benchmarks central banks should be aiming for. In particular, is it feasible and desirable to
aim for a real value of the exchange rate over the medium term? Table Al in the background
paper by Filardo et al summarises more than a dozen different empirical approaches to
estimating equilibrium exchange rates, while Table A3 lists some 30 central bank
publications on the estimation of the equilibrium exchange rates. One unresolved conceptual
issue in this literature is the choice of the appropriate price index (CPI, tradable prices, unit
labour costs, GDP deflators). Another is assumptions about the nature of the adjustment in
foreign exchange markets — is the main driver of adjustments uncovered interest rate parity
over long horizons, or do internal and external imbalances in EMESs play a key role?

Despite these drawbacks, several central banks felt that they could sustain a medium-term
target for the real exchange rate by allowing appreciation in line with the underlying path of
the equilibrium exchange rate. They have some sense — often from their own research — of
the width of the “normal” fluctuation bands and the “permissible” pace of appreciation. For
instance, Zvi Eckstein and Amit Friedman (Bank of Israel) analyse in their paper estimates of
the equilibrium real exchange rate of the Israeli shekel and how they are used in deciding on
interventions, while Mojmir Hampl and Michal Skofepa (Czech National Bank) discuss how
measures of long-term equilibrium exchange rates are being used in assessing the timing of
the Czech Republic’s entry into the euro area.

In practice, it is often difficult for policymakers to be precisely guided in their decisions by
estimates generated from models of equilibrium exchange rates. Concerns about the impact
of exchange rate volatility on financial stability and fears about the loss of export revenue
should exchange rates overshoot often lead policymakers to resist exchange rate
appreciation by applying some combination of interest rate and exchange rate policies.

Factoring exchange rate considerations into monetary policy decision

If exchange rates play two different roles in the monetary policy frameworks of EMEs — first
as a policy tool to help achieve the inflation target and output stabilisation, and second as a
separate target of monetary policy in a way similar to the inflation target — then the question
arises as to how these roles can be factored into monetary policy decisions. Filardo et al
describe a simple conceptual framework that could be used to address this question. They
estimate an exchange rate-augmented Taylor-type rule that describes how central banks
choose between the policy interest rate and the nominal exchange rate in order to stabilise
inflation and output. The estimated policy rates fit the actual policy rates fairly well in a
number of EMES, including Chile, India, Malaysia, Peru, Thailand and Turkey.

A special case of the use of the exchange rate as a monetary policy tool is that of Singapore.
The Monetary Authority of Singapore (MAS) targets a trade-weighted value of the Singapore
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dollar so that it appreciates when the economy is overheating and depreciates when the
economy is weak. Thus, when very large capital inflows in October 2010 raised concerns
about overheating, MAS widened the band in which the Singapore dollar exchange rate can
fluctuate, thereby increasing a two-way risk for investors in domestic asset markets.

Another interesting case of taking exchange rate movements into account in monetary policy
decisions is that of Turkey. As described in the paper by Mahir Binici and Mehmet Y&rikoglu
(Central Bank of Turkey), when inflation in Turkey fell inside its target range in late 2010, the
central bank lowered the policy rate in an effort to discourage short-term capital inflows and
exchange rate appreciation, and at the same time raised reserve requirements in an effort to
restrain domestic credit growth. This approach has since reversed the appreciation trend and
slowed credit growth. Yet some central banks felt that changing interest rates in response to
exchange rate developments represented a major departure from inflation targeting.

4, Intervention, balance sheets and alternative policy instruments

The recovery of the global economy since mid-2009 has been associated with renewed
foreign currency inflows to the EMEs, reflecting a combination of capital inflows and current
account surpluses. Many emerging market central banks have responded to the resulting
exchange rate appreciation by intervening in foreign exchange markets, in the process
expanding their holdings of foreign assets and the overall size of their balance sheets. In
addition to the well-known concerns about the effects of prolonged intervention on the
financial system, the expansion of central bank balance sheets has raised concerns about
the effectiveness of monetary policy.

Balance sheets of central banks in EMEs

As discussed in the BIS background paper entitled “Foreign exchange market intervention in
EMESs: implications for central banks” by Ramon Moreno, the median ratio of total central
bank assets to GDP was around 24% in 2010. Central banks with asset-to-GDP ratios that
are well above the median include financial centres (Hong Kong SAR and Singapore); oil
exporters (Algeria and Saudi Arabia); and some Asian economies (China, Malaysia and
Thailand). Central banks with balance sheets well below the median are mostly inflation
targeting regimes (Chile, Colombia, the Czech Republic, Mexico, Poland, South Africa and
Turkey). Central bank assets in EMEs are generally larger than in advanced economies,
even after account is taken of the sharp increases in the size of central bank balance sheets
in the United States, the euro area and the United Kingdom. In addition, net foreign assets
account for the bulk of central bank assets in EMEs — the median share was 87% in 2010.

Large foreign asset holdings appear to have been associated with significant costs for central
banks. These involve sterilisation costs (reflecting the differential between the domestic
interest cost of financing foreign asset positions, and the interest rate earned on foreign
assets) and possible losses from domestic currency appreciation. These costs are quite high
in a number of countries, ie close to or exceeding 1% of GDP assuming full sterilisation. For
countries with large foreign asset holdings, valuation losses that could be associated with
appreciation could be even larger. As a result, the return on foreign exchange assets in a
sample of EMEs has decreased on average during the period of strong capital inflows.

Discussions at the meeting indicated that central banks were increasingly concerned about
the high opportunity costs of holding large foreign exchange reserves. Many central banks as
a result faced the problem of negative capital. Deputy Governors expressed concern that
these quasi-fiscal costs were not well understood by politicians and other policymakers, and
thus posed potential risks for central bank independence. Separately, it was noted that large
reserves could give incentives to the private sector to take on more foreign exchange risk.
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Despite these costs, there was broad agreement that high foreign reserves had been crucial
for weathering the global financial crisis, including in Brazil, China, Korea, Mexico and
Russia. Against this background, one alternative to accumulating reserves at the national
level, discussed in the paper by Diwa Guinigundo (Central Bank of the Philippines), is to
establish standby agreements and pooling facilities that provide regional safety nets against
crises. Asian countries are currently leading several initiatives on this front.

Sterilisation operations

Central banks use a variety of mechanisms to sterilise partially or completely the impact of
foreign asset accumulation on their domestic financial systems. In addition to the traditional
domestic operations — selling treasury securities on their portfolio, issuing central bank debt
or accepting government deposits — central banks can avoid the expansionary effects of FX
intervention via foreign currency operations that reduce their net foreign assets
(eg implementing offsetting transactions in forward or futures markets). These are market-
based instruments for sterilisation. In a number of cases, central banks have also used non-
market instruments, such as adjusting reserve requirements for commercial banks.

As discussed in the background paper by Moreno, the choice of sterilisation instruments will
have different implications for a central bank’s balance sheet and the risks and costs the
central bank assumes. One patrticular issue worth noting is that, before September 2008, the
growth in net foreign assets had been positively correlated with growth in reserve money (net
of currency in circulation), M2 and credit. Since then, however, this relationship has broken
down, indicating either more effective sterilisation, or the fact that weak demand for money
and credit has dampened the effect of foreign asset accumulation on money growth.

Central bank contributions and discussion at the meeting confirmed that operational
challenges could weaken the effectiveness of sterilisation. Sterilisation instruments could
attract foreign investors even where they are not allowed to hold such instruments directly
(as is the case in China, India, Peru and Russia), and thus offset the liquidity draining effects
of sterilisation. One way of isolating the foreign exchange market from large foreign currency
transactions is to channel them through the central bank. This is the practice, for instance,
with dollar revenues of the state petroleum company in Mexico, as described the paper by
José Sidaui, Manuel Ramos-Francia and Gabriel Cuadra (Banco de México).

Another challenge is the limited supply of treasury securities for sterilisation purposes, as
well as legal restrictions on the issuance of central bank paper (eg in the Philippines).
Cooperation between the central bank and the ministry of finance is essential in such
circumstances. Many EMEs have achieved a high degree of cooperation, sometimes
reflecting limited central bank independence, in other cases as a result of clear and
transparent rules such as public memoranda of understanding between the central bank and
the ministry of finance in Israel.

Alternative policy instruments

Most EME central banks have a broad mandate that includes not only price (or exchange
rate) stability, but also the safeguarding of financial stability and the promotion of economic
growth and, sometimes, financial development. To fulfil these multiple objectives within the
constraints imposed by a patrticular policy regime — inflation targeting, fixed exchange rate or
a managed float — central banks in EMEs have been accustomed to using different monetary
policy tools. This experience has been particularly useful in the recent crisis.

The Annex to the BIS background papers entitled “Alternative central bank policy
instruments” by Dubravko Mihaljek and Agne Subelyte reviews three broad categories of
such tools: (i) reserve requirements and measures that in the past few years have come to
be known as macroprudential tools (real estate market measures, limits on credit growth,
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limits to foreign exchange exposures of banks and the non-financial corporate sector);
(ii) balance sheet policies other than foreign exchange intervention; and (iii) fiscal and quasi-
fiscal measures to offset the domestic consequences of FX intervention.

One of the alternative monetary policy tools discussed at some length was bank reserve
requirements. The paper by Renzo Rossini, Zendén Quispe and Donita Rodriguez (Central
Reserve Bank of Peru) elaborates how reserve requirements differentiated by domestic and
foreign currency, residency of depositors, etc were used to manage capital in flows to Peru.
Similarly, the paper by Vargas describes how managing banking sector liquidity through
reserve requirements helped address the limitations of sterilisation in Colombia. One
advantage of reserve requirements for the central bank is that, unlike sterilisation, quasi-
fiscal costs are passed to the financial system. However, reserve requirements also create
distortions by increasing interest rate spreads, which often leads to disintermediation.

The use of reserve requirements also creates communications challenges. It was noted that
interest rates affect the entire economy, while reserve requirements affect only one part of
the financial sector, ie banks. The two instruments might therefore not be independent
enough to affect two different objectives, the exchange rate and credit growth. Moreover,
reserve requirements could not help manage exchange rate risks in the corporate sector.

Among macroprudential tools, the one that has attracted particular attention is the loan-to-
value (LTV) ratio for housing loans. The contribution by the Hong Kong Monetary Authority
assesses the effectiveness of LTV policy and finds that it has helped reduce systemic risk
associated with boom-bust cycles in property markets in Hong Kong SAR. Similarly, the
Bank of Thailand notes in its contribution that the LTV ratio played an important role as a
signal to shape potentially over-exuberant expectations in housing markets. But ultimately,
such could not substitute for monetary tightening aimed at overall price stability.
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International banks, new liquidity rules
and monetary policy in EMEs

Eléd Takéats and Agustin Villar

1. Introduction

Globalisation has allowed emerging market economies to capitalise on their comparative
advantage and reap rewards in terms of rapid economic development and rising living
standards. Capital movements became more responsive to changes in saving and
investment patterns globally. International banks have facilitated these capital flows, and in
many countries have also transferred valuable banking technology and expertise.? However,
the recent financial crisis has also revealed the vulnerability of the international financial
system and of international banks. This has raised question about the impact of international
banks on monetary policy choices and transmission in EMEs. The crisis has also led to the
development of the first internationally agreed framework for measuring and monitoring bank
liquidity, which could have important implications for international bank operations and
monetary policy in EMESs.

To provide a background for the discussion of these issues, this paper discusses the impact
of international banks’ activities on the domestic financial system and monetary policy in
emerging markets; how the new liquidity rules are likely to affect the operations of
internationally active banks in emerging markets; and, in this light, how far banks in emerging
markets might need to fund themselves by issuing long-term debt securities. The discussion
is based on central bank papers and questionnaire responses prepared for this meeting.

We find that the differences between foreign and domestically owned banks in emerging
markets have diminished over the past 15 years. International banks have significantly
increased the lending provided from deposits collected locally in emerging markets. Their
entry also seems to have improved competitiveness in local EME banking sectors. The new
liquidity standards are expected to significantly strengthen EME banking system stability. In
some cases, however, the new standards could result in lower cross-border and domestic
bank lending in EMEs.

The paper is organised as follows. Section 2 discusses the impact of international banks on
monetary policy choices and transmission mechanism in emerging markets. Section 3
discusses the likely implications of tighter liquidity rules for banks and monetary policy in
EMEs. Section 4 looks at the need for domestic banks in EMEs to increase issuance of
longer-term debt. Section 5 concludes.

1 The authors thank Stephen Cecchetti, William Coen, Dubravko Mihaljek, Philip Turner, Andrew Willis and

Jingchun Zhang, and participants of the meeting for helpful comments. Emese Kuruc, Jimmy Shek and Agne
Subelyte provided research assistance.

Recent literature taking the perspective of advanced economies distinguishes between “international banks”,
ie those focusing on cross-border lending from head offices in developed countries to banks and the non-bank
sector in emerging markets; and “multinational banks”, ie foreign-headquartered banks mainly lending from
local branches or subsidiaries in emerging markets (see McCauley et al (2010)). From the perspective of
emerging market economies this distinction is less important than that between domestically owned and
foreign-owned banks. Therefore, in this paper we shall use the term “international banks” to cover the
activities of all foreign-owned banks operating in EMEs.
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2. International banks and domestic monetary policy transmission

How has the increased role of international banks in emerging markets affected their
domestic financial systems and monetary policy? This section aims to answer this question
by looking at the role and key characteristics of international banks in emerging markets and
considering their impact on monetary policy transmission.

2.1 The role of international banks

Globalisation has contributed to the rapid development of economic activity of EMES, in
which international banks have played an important role. International bank lending falls into
two main categories: “international claims” (light brown bars in Graph 1), which capture
lending of head offices and foreign currency lending of local subsidiaries and branches; and
local claims in local currencies (“local-in-local” claims; beige bars in Graph 1), which capture
local currency lending of foreign bank branches and subsidiaries in EMES.

Measured in terms of GDP and total credit, the role of internationally active banks in EMEs
has been fairly constant: international and local-in-local claims increased from around 23% to
25% of EMEs’ GDP between 1995 and 2010 (Graph 1). This has primarily reflected strong
GDP growth in emerging markets, as total claims of international banks on EMEs more than
tripled over the period, from around $1.2 trillion in 1995 to $4 trillion in 2010. Domestic credit
in EMEs increased even faster, so that the share of claims by international banks in total
bank credit of EMEs declined from more than 40% in 1995 to less than 30% in 2010
(Graph Al in the Appendix).

Graph 1
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! Consolidated emerging market positions of banks headquartered in 30 reporting countries. Data are not
adjusted for exchange rate movements. Emerging market economies: Algeria, Argentina, Brazil, Chile, China,
Colombia, Czech Republic, Hong Kong SAR, Hungary, India, Indonesia, Israel, Korea, Malaysia, Mexico, Peru,
Philippines, Poland, Russia, Saudi Arabia, Singapore, South  Africa, Thailand, Turkey and
Venezuela. 2 Annual GDP data on current prices. International claims comprise consolidated cross-
border claims in all currencies and local claims in foreign currencies. * Local claims in local currency
comprise local currency claims of reporting banks’ foreign offices with local residents.

Sources: BIS consolidated banking statistics on an immediate borrower basis; IMF, World Economic Outlook.

International bank lending fell sharply during the Asian crisis of 1997-98 and more recently
during the global financial crisis in 2008—09 (Appendix Graph A2). In the recent financial
crisis many emerging markets experienced substantial declines in cross-border lending even
though the crisis did not originate in EMEs. This suggests the presence of some common

10 BIS Papers No 57



lender effects and, in particular, the supply constraints of international banks (Takéts (2010);
Chui et al (2010)). However, there is also some evidence that the presence of foreign banks
had stabilising effects on emerging markets during the crisis, especially in central and
eastern Europe (EBRD (2010); Herrmann and Mihaljek (2010)).

Over the past 15 years, lending by international banks shifted in a major way from
international claims to local-in-local claims. The share of local claims in local currencies
increased from around one sixth in 1995 to around half of total lending of BIS reporting banks
since 2005 (Graph 1). International banks’ activity is thus more evenly balanced between
foreign and domestic currency lending than in the past.

The composition of international bank lending differs across regions. Local-in-local claims
have increased in all EME regions (Appendix Graph A3). Local-in-local claims have
increased particularly fast in emerging Europe and Latin America. Relative to GDP, the
growth has been slowest in emerging Asia, reflecting the rapid GDP growth in the region.

Developments in international claims have been even more diverse (Graph A4 in the
Appendix). International claims have actually fallen relative to GDP in emerging Asia and
Latin America, reflecting both economic growth and changes in international banks’ business
strategy. In Africa and the Middle East, international claims have developed in step with the
regional economy. In emerging Europe, however, international claims have increased
rapidly, roughly doubling relative to regional GDP, reflecting the strength of foreign bank
lending funded mostly by parent banks after 2000.

Regional differences reflect not only the heterogeneity of EMEs but also that of
internationally active banks. Some internationally active banks operate under centralised
liquidity management, capital structure and lending activities (eg Deutsche Bank and UBS).
Others operate in a more decentralised manner (eg BBVA and HSBC). Banks that operate
under decentralised regimes are reported to be more similar to local banks, in the sense that
they respond more to domestic than to international developments. They also seem to collect
more local currency deposits and provide more local currency lending, so that they might be
less liable to sudden stops in cross-border lending. In fact, some emerging market regulators
and central banks do not see much difference between decentralised international and local
banks. However, quantitative inferences seem to be hard to obtain as there is no consistent
information on the distribution of international banks with different organisational structures
across different EMEs.

It has been suggested that the volume of lending and, in particular, the stability of local-in-
local claims, might also depend on the way international banks organise their international
activities. However, the results of an unpublished BIS study cannot confirm that
organisational form, ie branch vs subsidiary structure, is a major driver of the stability of
local-in-local lending. One complicating factor is that regulations concerning branches and
subsidiaries are quite dissimilar across EMEs. Branches in some countries are required to
hold capital locally and do not differ significantly from subsidiaries in other countries.

2.2 Key characteristics of international banks

International banks’ business models differ somewhat from those of local banks because
they have different comparative advantages. First, international banks provide direct cross-
border loans from their head offices to individual emerging markets mostly in foreign
currencies (Appendix Graph A2).

Second, international banks also operate locally in emerging markets. Because of parent
banks’ comparative advantage in accessing international credit markets, local offices of
foreign banks might be expected to provide more foreign currency loans than domestically
owned banks in EMEs. As shown in Graph 2, this is the case in a few emerging markets, in
particular Hungary and Poland. Though foreign currency lending is present in Hong Kong
SAR and Singapore, these financial centres are special cases, as foreign currency loans
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provided by local offices of foreign banks are mostly provided to other foreign clients rather
than the local economy. Foreign currency lending by foreign-owned banks is also higher than
that of domestically owned banks in the Czech Republic and Mexico, but in both countries
the share of FX lending in total credit is low.

The actual volume of foreign currency lending, and thus the impact on monetary policy, also
depends on the relative size of foreign banks. On this measure, foreign banks in our sample
of countries provide on average marginally more foreign currency loans than domestic banks
(Graph 2). However, this is largely due to the four outliers noted above. In many EMESs, local
offices of foreign banks provide hardly any FX loans; in other cases (eg Argentina, Peru, the
Philippines, Russia, Turkey), they provide between 5-10% of total loans only.

Graph 2
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PE = Peru; PH = Philippines; PL = Poland; RU = Russia; SA = Saudi Arabia; SG = Singapore; TH = Thailand;
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! Share of FX lending by foreign and domestic banks in their total lending in the host economy, in per cent.
Reference dates differ across economies (from Mar 2009 to Dec 2010). Definitions are according to the central
bank’s classifications. * Share of foreign bank FX lending in total (domestic and foreign) bank lending. In the
case of China the total means total foreign bank lending. % Share of domestic bank FX lending in total
(domestic and foreign) bank lending. Data are not available for China.

Sources: BIS questionnaire; BIS calculations.

In some countries there might be an additional channel through which foreign banks affect
the level of FX lending — in a competitive environment, foreign banks may lead in the
provision of FX loans and domestic banks may feel obliged to follow in order to keep their
market shares. For instance, Kirdly et al (2008) provide some evidence that foreign banks in
Hungary competed more by offering higher-risk products such as foreign currency loans,
than by offering lower interest rates. Domestic banks followed this approach and expanded
their own foreign currency lending. This implies that, even if the observed differences
between foreign and domestic banks in terms of FX lending are small, the presence of
foreign banks may have raised the overall level of FX loans in some countries.?

More detailed empirical investigations are inconclusive. Basso et al (2007) and Luca and Petrova (2008) found
that banks with better access to foreign currency funding tended to lend more in foreign currency. However,
Haiss et al (2009) and Brown and de Haas (2010) found that foreign bank presence did not affect foreign
currency lending after controlling for relevant macroeconomic and industry factors.
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One should note that the presence of foreign currency lending is probably more related to
economic policy and regulation than to the presence of foreign banks. In patrticular,
managing exchange rates or dampening exchange rate volatility in the presence of free
capital flows might contribute to higher foreign currency lending.

There are also other differences between international and domestic banks that are relevant
for monetary policy in EMEs. Foreign banks are often seen as less likely to fund small,
informationally opaque firms (Brown et al (2010)). This could in principle affect the efficiency
of the banking sector and the growth potential of the economy. However, evidence on this
effect is mixed. De Oliveira (2008) shows that lending to large firms in Brazil declined much
less than lending to small firms during the latest crisis, both for domestic and foreign-owned
banks. However, the discrepancy seems to be explained mainly by easier access of large
firms to credit from the national development bank (BNDES).

One should note that foreign as well as domestic banks evolve and change over time. On
theoretical grounds one would expect that many differences, especially in know-how and
expertise, would fade as domestic banks develop. In other words, ownership may have
become less important for lending decisions. Comparing the evidence from past BIS
questionnaires (from 1999 and 2004; see Mihaljek (2006)) and the questionnaire prepared
for this meeting suggests that the differences between foreign and domestic banks are
indeed becoming smaller. Domestic and foreign banks allocate credit more similarly across
corporate, household and government sectors today than they did five or 10 years ago
(Graph 3 and Appendix Graphs A5 and A6).

Finally, international banks seem to have intensified competition in the EMES’ banking
industry. Two main channels could have played a role. First, the entry of international banks
as new market participants intensified competition. Furthermore, the privatisation and selling
of former state-owned banks to internationally active banks has improved competitiveness in
the banking sector (Mihaljek (2006)). The Bank of Korea highlights the contribution of foreign
banks to the development of the economy via more efficient resource allocation. Banai et al
(2010) note that increasing foreign bank presence together with bank privatisations improved
the functioning of the banking sector in Hungary. Even in markets where the volume of
international banking activity remained subdued, such as trade finance and FX derivatives,
foreign-owned banks have played a relatively large role in improving competitiveness.

The second channel worked through the transfer of know-how and banking expertise and
was particularly relevant at the early stage of development in emerging markets. It was, for
instance, an important goal of the first wave of privatisations in many EMEs (Hawkins and
Mihaljek (2001)). An interesting question is whether this largely positive role of international
banks in diffusing information will be re-evaluated after the financial crisis. On the one hand,
the emerging market banks have acquired substantial know-how and are better placed to
understand local market characteristics. This would imply that international banks’ initial
advantage is on the decline and might become less important in the future. On the other
hand, financial markets in most EMEs still lag behind advanced economies. As rapid
economic growth requires commensurate development of financial services, the constantly
evolving expertise of international banks will continue to be useful to EMEs.
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Graph 3
Distribution of lending by sector
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2.3 Monetary policy transmission

The substantial role of foreign banks seems to affect three main channels of monetary
transmission: the interest rate, the exchange rate and the credit (or bank lending) channel.
The other two channels identified in the literature — the asset price and the expectations
channels — are not explicitly discussed in this section. Given that there is little empirical
evidence for the relative importance of different transmission channels in EMEs, this section
focuses on the qualitative effects identified in the literature and central bank practice.

Interest rate channel. All three major characteristics of internationally active banks could in
principle affect the interest rate channel. First, cross-border lending in foreign currencies
does not respond directly to domestic monetary policy. Normally, changes in the policy rate
affect the term structure of interest rates and ultimately the real economy. However, cross-
border lending may not respond to the domestic policy rate, but rather it may be affected by
international financing conditions. In fact, higher domestic rates might increase the demand
for cross-border loans.

In this regard, the Central Bank of the Republic of Turkey argues that higher reserve
requirements together with tighter macroprudential policies can be used alongside lower
interest rates to simultaneously curb capital inflows and limit domestic credit expansion. In a
sense, the policy followed by the Central Bank suggests that the interest rate channel might
work differently when substantial capital inflows (and cross-border lending) are present.

Second, foreign currency lending might also weaken the interest rate channel, as noted by
the Magyar Nemzeti Bank. As the reference rate for foreign currency loans is not the local
policy rate, but rather the foreign policy rate plus the country risk premium, monetary policy
tightening might even lead to additional FX lending through larger interest rate differentials.
This would in turn weaken the interest rate channel of monetary transmission.

Third, more competitive banking sectors should improve the efficiency of the interest rate
channel — in more competitive markets, the oligopolistic mark-ups are generally smaller. This
implies that changes in costs should be transmitted to lending and deposit rates faster in
those EMEs where the presence of foreign-owned banks is larger.

In summary, the impact of international banks on the interest rate channel is ambiguous.
Some arguments suggest that the impact of changes in policy rates on economy-wide
interest rates is stronger when foreign banks are present, while others suggest the opposite.
The net effect will depend on the individual characteristics of each economy.

Exchange rate channel. Foreign currency lending is also likely to weaken the exchange rate
channel of monetary policy. Monetary easing usually depreciates the exchange rate through
uncovered interest rate parity. Depreciation stimulates the export sector through increased
external competitiveness. Though clearly important, the expansionary effect of depreciation is
hard to quantify empirically because many EME exports have high import content, and
because large depreciations usually coincide with economic crises and financial turmoil.
Furthermore, the existence of large unhedged FX positions in the corporate and household
sectors can partially reverse the positive effect of currency depreciation, as the rising domestic
currency value of FX loans leads to financial losses on the balance sheets of firms and
households. Foreign currency debt and interest payments measured in domestic currency also
increase immediately, reducing the funds available for consumption and investment.

The exchange rate channel is discussed in the contributions to this volume by the central
banks of Colombia, Hungary, Peru and Poland. In Hungary and Poland, the large volume of
foreign currency mortgages is important for monetary policy because depreciation has a
negative impact on the balance sheets of households. The National Bank of Poland notes
that the balance sheet effect could even reverse the expansionary effect of monetary easing
if accompanied by the weaker zloty. The balance sheet effect is also discussed by the Bank
of Korea. By contrast, the absence of currency mismatches in Colombia facilitates large
exchange rate adjustments.
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Furthermore, exchange rate depreciation might adversely affect the liquidity position of the
banking sector. Banks, unlike households and corporations, usually hedge their foreign
currency positions in the FX derivatives markets. When the currency depreciates, margin
calls on some derivative products reduce the FX liquidity of banks and may therefore lead to
lower lending to the economy, as happened for instance in Hungary in late 2008.

Credit channel. The separate credit (or bank lending) channel operates through the
non-price elements of bank lending. There is evidence that during the financial crisis the
supply constraints of major international banks adversely affected lending to emerging
markets (Cetorelli and Goldberg (2008 and 2009); Takats (2010) and Chui et al (2010)).
However, there is also evidence that the presence of foreign-owned banks helped to stabilise
cross-border lending to EMEs (EBRD (2010); Herrmann and Mihaljek (2010)). Still,
policymakers may need to consider international banks as a separate credit channel that
does not entirely respond to domestic regulatory policies.

3. Liquidity rules and internationally active banks

This section discusses the potential impact of new bank liquidity standards agreed by the
Basel Committee on Banking Supervision (2010) on bank operations and monetary policy
frameworks in EMEs. The aim of the new standards is to strengthen global liquidity
regulations and thus promote a more resilient banking sector (Box 1). They are expected to
significantly improve the banking sector’s ability to absorb shocks arising from financial and
economic stress, thereby reducing the risk of spillovers from the financial sector to the real
economy. Recent discussions have also indicated that the new liquidity standards might lead
to some reduction in and a simultaneous redistribution of claims in the portfolios of
internationally active banks. However, these potential downsides have to be weighed against
improvements in bank liquidity buffers and risk management that the new liquidity standards
are likely to bring. Separately, the ongoing rise in other capital flows to EMEs and the
positive reassessment of emerging market country risk will further mitigate the potentially
negative implications of new liquidity rules on credit supply. To some extent, the impact on
EMEs will also depend on the manner in which the agreed framework will be implemented at
global and national levels.

This section starts with a discussion of business models of banks in EMEs and the liquidity
risk (Section 3.1). Next we discuss the main concerns raised by the new internationally
agreed liquidity standards (Section 3.2). Finally, we consider the potential impact of new
liquidity rules on monetary policy in EMEs (Section 3.3).

3.1 Banks’ business model and liquidity: what are the risks?

The current business model of banks is well known. Banks operate the payment system and
extend credit to business, households, government and, to a lesser extent, other financial
institutions. Their role in the credit market gives them the power to decide for themselves the
size of their balance sheet subject to regulatory capital. Jointly with the size of their balance
sheet, banks decide on the liability management strategy that encompasses different types
of domestic and foreign borrowing and issuance of deposits, securities or equity to finance
their activities. To maximise their profits, banks would consider the alternative with the lowest
financial cost, although arbitrage should equalise the risk-adjusted return of each source of
funding.
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Box 1
The internationally agreed liquidity framework

Issued in December 2010 by the Basel Committee on Banking Supervision, the Basel Il
International framework for liquidity risk measurement, standards and monitoring document
presents the details of global regulatory standards on bank liquidity as agreed by the Governors and
Heads of Supervision, and endorsed by the G20 Leaders in November 2010. This framework
represents the first internationally agreed set of rules governing minimum liquidity requirements for
banks. It rests on the earlier regulatory standard, the Principles for sound liquidity risk management
and supervision, published in September 2008.

The new liquidity framework represents the liquidity portion of the Basel Committee’s reforms to
strengthen global capital and liquidity regulations with the goal of promoting a more resilient banking
sector. The objective of the reforms is to improve the banking sector’s ability to absorb shocks
arising from financial and economic stress, whatever the source, thus reducing the risk of spillover
from the financial sector to the real economy.

The new liquidity framework has two separate but complementary objectives:

() The Liquidity Coverage Ratio (LCR) aims to ensure that a bank maintains an adequate level of
unencumbered, high-quality liquid assets that can be converted into cash to meet its liquidity needs
for a 30-calendar-day time horizon under a significantly severe liquidity stress scenario specified by
supervisors. At a minimum, the stock of liquid assets should enable the bank to survive until Day 30
of the stress scenario, by which time it is assumed that appropriate corrective actions can be taken
by management and/or supervisors, and/or the bank can be resolved in an orderly way.

(ii) The Net Stable Funding Ratio (NSFR) aims to promote more medium- and long-term funding of
the assets and activities of banking organisations. It is structured to ensure that long-term assets
are funded with at least a minimum amount of stable liabilities in relation to their liquidity risk
profiles. The NSFR thus aims to limit over-reliance on short-term wholesale funding during times of
buoyant market liquidity and to encourage better assessment of liquidity risk across all on- and off-
balance sheet items. In addition, the NSFR approach offsets incentives for institutions to fund their
stock of liquid assets with short-term funds that mature just outside the 30-day horizon for that
standard.

The standards are expected to be reported from the start of 2012 and an observation period has
been introduced in order to address unintended consequences. The LCR, including any revisions,
will be introduced in 2015, and the NSFR, including any revisions, will become a minimum standard
by 2018.

By its nature, the banking business model involves a number of risks. One is the risk of
“overborrowing” or “overextension” and the possibility that banks can become insolvent. A
second is liquidity risk. The exposure of banks to liquidity risk is inherent to their business:
banks tend to invest in relatively illiquid assets (eg loans) because risk-adjusted returns on
such assets are higher than those on liquid assets such as cash or central bank deposits.
Another source of liquidity risk arises from maturity mismatch, the funding of longer-term
assets with short-term liabilities. Given the differences in maturity between assets and
liabilities, banks cannot redeem their total liabilities at par at any given moment.* A third source
of liquidity risk is the possibility of a sudden drying-up of a funding source — interbank markets
or deposit runs have on many occasions in the past exposed banks to liquidity problems.

Market liquidity risk is probably greater in emerging than in mature markets. For instance, in
past financial crises in EMESs, it has often been the case that government bonds became less
liquid as confidence waned and government credibility came under closer scrutiny by the
markets. For instance, although Mexico was not at the centre of the international financial

*  Diamond and Dybvig (1983) is the best known reference. In this model there is no uncertainty, so illiquidity is

the outcome of a (rational) “bank run” equilibrium due to the irreversibility of investment.

BIS Papers No 57 17



crisis in 2008-09, the liquidity of its government bonds decreased after the collapse of
Lehman Brothers. In late October 2008, the government announced an increase in the share
of borrowing in foreign currency. It also shortened the duration of its new debt issuance in
order to meet the strong demand for short-dated government paper and address the
steepening of the local yield curve. There is an additional twist: the return differential
between foreign assets and domestic government bonds in EMEs results in larger
government bond holdings by banks, which increases the exposure of banks to liquidity risk.

Finally, some internationally active banks operating in EMEs rely on money markets as their
main source of funding — their deposit base is relatively narrow so they “acquire” funding
indirectly through the interbank market. This funding pattern might appear similar to that of a
foreign bank in a mature economy; however, its liquidity risk is greater, as interbank lending
and borrowing are more volatile (and costlier) in EMESs.

Foreign currency liquidity. Cross-border financing, which tends to be denominated in
foreign currency, compounds the liquidity problems of banks in EMEs. Securing FX liquidity
in EMEs might not be easy: interbank markets in foreign currencies in emerging markets are
usually shallow, and in many jurisdictions foreign currency deposits are not allowed. In
addition, central bank intervention often absorbs a significant share of foreign currency flows
to the non-bank private sector in many EMEs.

More importantly, there is often no “outside” source of foreign currency liquidity in EMEs
other than the internationally active banks. During the recent financial crisis in 2008, some
central banks in EMEs set up facilities to supply foreign currency liquidity to domestic banks.
However, such policy efforts arguably have limits. First, the amount of FX reserves is
restricted. Given the size of reserves, the authorities’ room for manoeuvre is inversely related
to the size of the financial sector and its degree of internationalisation. And second, the
events in 2008 illustrate that in a financial crisis in global markets, even the supply of foreign
currency liquidity by major international banks can shrink.

These considerations indicate the need for a truly “outside” source of liquidity. During the latest
crisis, the central banks of some advanced economies set up temporary FX swap lines with
central banks in a few EMEs where financial institutions from the advanced economies had a
large presence. However, the success of such arrangements requires policy credibility — in
times of turbulence, policy needs to get ahead of the markets and provide credible evidence
that the FX swap lines would be available; otherwise expectations of the private sector can turn
quite volatile.”

Another concern is that the outside sources of liquidity might be at the root of the problem.
The existence of a safety net to assist banks with liquidity problems can give rise to moral
hazard problems. In the context of foreign liquidity assistance to banks, the additional
complication is that international lending involves exposure to sovereign risk. Under these
conditions, using commercial bank rather than public funds to set up an emergency foreign
currency liquidity source might be sensible. In this way, the central bank would have an
additional instrument for expanding or contracting liquidity in the financial system (Guidotti
(2000)).

3.2 Liquidity requirements: benefits and some issues

Benefits. The build-up of liquidity buffers for stress periods is expected to contribute
significantly to the stability of EME banking systems. Banking crises often arise from the risks

Some observers argue that weak fundamentals are the ultimate cause of the crises, as they do not anchor
expectations in the presence of policy uncertainty. Others argue that structural factors such as incomplete
reform effort are the main cause of the crises (Calvo (2005)).
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accumulated in the system over longer periods, eg a credit boom lasting several years. In
such a case, the new liquidity requirements should enhance banks’ capacity to provide credit
when the cycle turns, thereby contributing to financial stability.

International lending aspects. The development of the world’s first internationally agreed
liquidity standards is a notable achievement. However, in the absence of the long experience
and extensive data that have guided the development of the capital standards, the new
liquidity framework could entail some unintended consequences. One concern is the
potential impact of new liquidity standards on wholesale funding markets and the activities of
international banks in EMEs. The liquidity coverage ratio reduces the credit multiplier: for
each unit of short-term liabilities banks will have to keep on their balance sheet a certain
percentage of assets in cash, deposits at the central bank or high-quality liquid assets.
International banks may therefore end up with fewer assets, and EMEs may experience
some cut-backs in credit.

The new liquidity requirements could also affect the foreign currency loans of international
banks, especially if such loans are funded by foreign currency deposits collected in EMEs.
The implementation details would be crucial. In the computation of liquidity requirements,
deposit funding is weighted positively; however, foreign currency deposits in EMEs could be
considered a more volatile source of funding and ignored in the calculations, ie banks could
be required to hold liquid assets against them. Liquidity standards applied to the international
bank headquarters could result in further requirements for liquid assets, even if foreign
currency lending is funded from the FX deposits raised in EMEs. Finally, the liquidity
requirements would probably raise the demand for eligible liquid assets: foreign currency
deposits raised in EMEs will generate a demand for claims on economies other than EMESs.

On the upside, enhanced liquidity buffers could reduce the volatility of cross-border banking
flows and strengthen the domestic banking systems in EMEs, making a positive contribution
to macroeconomic stability. They may also contribute to the financial stability of the EMEs by
reducing the inflows of short-term “hot money”, which have been a concern of many EMEs.

Eligible securities. The new liquidity framework explicitly recognises governments bonds
issued by so-called “non-zero risk-weighted” sovereigns as high-quality liquid assets.®
However, during a crisis the market value of government bonds tends to fall more sharply in
emerging markets than in advanced economies. For instance, between early September and
late October 2008, heightened risk aversion in global markets led to sharp increases in
spreads for emerging market sovereign bonds.” Yields rose dramatically, and markets
became very volatile. While volatility also rose for returns on advanced economy bonds, the
increase for emerging markets was much bigger. One puzzling development was also that
the yield on dollar-denominated bonds in Brazil, Hungary, Indonesia and Turkey rose more
sharply than the yield on these countries’ local currency bonds.®

As a result of these developments, government bonds were in some cases no longer
considered to be liquid by the markets, and ended up being transferred from the balance
sheets of financial institutions to the balance sheet of the central bank. In Mexico, for

Articles 40(d) and 40(e) of the liquidity framework list as so-called Level 1 assets “non-0% risk-weighted
sovereigns, sovereign or central bank debt securities issued in domestic currencies by the sovereign or central
bank in the country in which the liquidity risk is being taken or in the bank’s home country”; and, “non-0% risk-
weighted sovereigns, domestic sovereign or central bank debt securities issued in foreign currencies, to the
extent that holding of such debt matches the currency needs of the bank’s operations in that jurisdiction”.

Total returns on emerging market bonds, hedged for exchange rate risk, fell by 22% between mid-September
and end-October 2008, compared with an increase of 1%2% for comparable advanced economy bonds (CGFS
(2009); Table H1, p 115). Unhedged returns on emerging market bonds fell by almost 16%.

One explanation for this pattern is that the investor base in EMEs is more stable in domestic markets during
the crisis; another points to official policies supporting local currency bond markets.
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instance, the central bank held in its balance sheet an equivalent of almost 28% of GDP in
government debt securities at the end of 2009, of which about 10 percentage points
represented the inflow during the year.

In principle, in a highly volatile environment the central bank could apply a haircut to
government bonds when accepting them as collateral. However, this seems highly unlikely for
political economy reasons. Thus, while emerging market government bonds will remain high-
quality liquid assets from the perspective of financial institutions and regulators in the new
liquidity framework, this might not be the case from the market's perspective during a crisis.
As a result, the central bank may end up holding the assets considered to be illiquid by the
market. This could in turn affect the credibility of its monetary and exchange rate policy. By
contrast, in major advanced economies the credibility problem generally does not arise, so
that the central bank can more easily expand its liabilities to accommodate a liquidity shock.

After the financial crisis of 2008 and the relatively good performance of several EMES, there
is an increasing sense of confidence that a more lasting solution to the policy credibility
problem in emerging markets has been found. The strong performance of EMEs was
interpreted as a vindication of their policy frameworks. However, one should not forget that
several emerging market countries had to tighten fiscal and monetary policies or change their
debt management strategy when the business cycle turned. In addition, international
financial assistance had to be extended to several EMEs.

A related issue is that in some EME jurisdictions there is a perceived scarcity of government
bonds. Where financial policies have resulted in a low stock of government debt, there is a
concern that government bonds would not be available to comply with the new liquidity
requirements. This could be a problem in several Asian EMEs. The new liquidity framework
addresses this issue by allowing a transition period before the full implementation of a
guantitative approach that would determine eligibility of certain assets (see Box 1). The Basel
Committee will be also reviewing alternative treatments to address this issue for the very
small number of jurisdictions that might be affected.

Regulators in EMESs recognise some of these challenges, as indicated by recent proposals to
deal with these issues. One proposal is the establishment of new contractual committed
liquidity facilities, which would be provided by central banks at a fee and would count towards
the coverage ratio. One advantage of this proposal is that it implies no “real” resources.
While the fee charged might be internalised by the banks in their activities and lead to a
reduction in the liquidity risk, the liquidity ratio would not demand “real” resources given that
the central bank can create liquidity. This proposal shares some similarity with a proposal to
levy “liquidity charges” on banks (similar to Pigouvian taxes) to discourage them from taking
liquidity risk (Perotti and Suarez (2009)). However, contractual liquidity facilities might be
preferable, in the sense that they provide a source of liquidity that is credible, given that the
revenue from “liquidity charges” would be supplemented by central bank resources.

Another proposal is to permit greater opportunities for creating liquid assets out of banks’
claims on the private sector. These claims should be of superior risk quality and rather short
maturity, so that they could be relied upon to enhance liquidity (Allen (2009)). One major
drawback of this proposal is that, because of its “inside credit” nature, the liquidity of these
instruments would fluctuate with the cyclical position of the economy. Another potential
drawback is that these instruments would draw on the liquidity pool available inside the
banking sector and its private sector clients, whereas in crisis periods the “outside” supply of
liquidity to the banks and the economy more generally would matter the most.

One should acknowledge that the adjustment that liquidity buffers would impose on
internationally active banks might in the end have a smaller impact than feared.
Internationally active banks that operate as autonomous financial units in EMEs may have
already internalised the costs of higher liquidity buffers in their international operations.
Reduced reliance on liquidity from headquarters; pricing of cross-border credit lines at
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market rates; and reduced funding from domestic interbank market could all lessen the
impact of higher liquidity requirements.

3.3 Impact on monetary policy frameworks and operations

Liquidity requirements are prudential policy instruments. Though reserve requirements are
generally viewed as a monetary policy instrument, they also have similar prudential
characteristics. Reserves are usually met with cash or balances at the central bank. Though
reserve requirements can be remunerated they are often either not remunerated or carry a
lower return than the interest paid on bank deposits.

What are the implications for monetary policy of higher liquidity buffers? Interbank markets
have an important role in monetary policy frameworks in several EMEs — for instance, the
policy rule often targets a short-term interbank interest rate. One concern arises from the
observed relationship between reserve requirements and money market volatility. The
literature has found a positive and significant correlation between the level of reserve
requirements and volatility in money markets (Brunner and Lown (1993)). High reserve
requirements make banks more concerned about the possibility of not complying, so they
become less responsive to policy rate changes. With low reserve requirements, the risk of
not complying is small and banks become more concerned with the level of the policy rate
and its impact on the whole array of money market rates, given that the full pass-through of
policy rate changes occurs over a relatively short period of time.

The cost of adjusting to a policy of higher liquidity buffers could affect the monetary policy
transmission mechanism. High reserve requirements usually delay the transmission of the
monetary policy impulse and make it less complete. Monetary policy might become less
effective and the central bank might need to introduce larger changes in its policy interest
rate. Higher liquidity buffers could adversely affect the transmission mechanism — if higher
liquidity requirements reduce the size of the interbank market, policy rate changes could be
transmitted less effectively to market rates, creating uncertainty about the workings of the
monetary transmission mechanism.

The transmission channels are usually more diverse in EMEs (Agenor (2004)) and are
related to the substitution possibilities between different forms of financing. Domestic interest
rates affect only a fraction of the financing of expenditures in many EMES, and private sector
long-term borrowing through banks and capital markets is limited. To maintain control of
monetary aggregates, the monetary authority could instead increase reserve requirements,
which tend to stabilise the demand for money, particularly in the context of targeting of
monetary aggregates. However, to be effective, reserve ratios need to be high, which can be
costly and inefficient for the economy. These costs are likely to be passed on to borrowers in
the form of higher interest margins.

Higher liquidity requirements could also affect the response of the economy to fluctuations in
the exchange rate. Liquidity buffers that encompass foreign currency deposits and are met
with foreign assets could reduce the balance sheet effects of exchange rate fluctuations. In
the event of depreciation, the exchange rate losses would be reduced and bank solvency
would suffer less. However, the liquidity requirements would need to be made up of assets
that are not subject to foreign exchange risk (ie foreign currency deposits held abroad). In the
event of appreciation, which is presently a major concern to many EMEs, liquidity
requirements would limit the gains from revaluation of the domestic assets.

Finally, it should be acknowledged that higher reserve and liquidity requirements would
strengthen the solvency and stability of the financial system (Fernandez and Guidotti (1995)).
This opens up one additional route for higher liquidity buffers to improve the transmission
mechanism — liquidity requirements can be used as collateral when borrowing, in order to
mitigate information and incentive problems that would otherwise limit the ability of banks to
borrow. This might be particularly relevant for emerging market economies, where banks’

BIS Papers No 57 21



assets are difficult to value, given that the agency costs of financial intermediation drive a
large wedge between the internal cost of funds to the banks and the cost of external (or
monitored) financing.

4, Need for issuing longer-term debt

If tighter liquidity rules require international and perhaps domestic banks to reduce their
maturity transformation activities, the question arises whether the banks active in emerging
markets should start issuing more long-term debt to fund their lending. This question will be
addressed here from the perspective of supply of and demand for long-term debt issued by
banks. We find that banks in many EMEs could benefit from issuing longer-term debt, and
that capital market developments in EMEs should allow the issuance of such debt.

The duration of bank lending has increased fast in most EMEs. A number of factors have
contributed to the rapid development of long-term lending. First, the reduction of international
risk premia on emerging market assets has helped to boost longer-term investments.
Second, there are large infrastructure investment needs in most EMESs, which require long-
term financing. For instance, the ADB has projected that East Asia and the Pacific need well
over US$4 trillion in infrastructure investments between 2010 and 2020 (ADB Institute
(2009)). Although direct capital market financing is likely to increase, there is also room for
long-term bank lending to grow. Moreover, income and house price increases in recent years
have led to the rapid development of housing markets in many EMEs. As Graph 4 shows, the
share of housing loans in total bank loans there was already high in 2005, and in many
countries it has increased further in the past five years.

Graph 4
Share of housing loans in total private loans
In per cent
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AR = Argentina; BR = Brazil; CL = Chile; CO = Colombia; CZ = Czech Republic; DZ = Algeria; HK = Hong Kong
SAR; HU = Hungary; IL = Israel; IN = India; KR = Korea; MX = Mexico; MY = Malaysia; PE = Peru; PL = Poland;
RU = Russia; SG = Singapore; TH = Thailand; TR = Turkey; ZA = South Africa.

' End of year data. Data are not available for Algeria, Peru and South Africa. 2 Definitions are according to
the central bank’s classifications. Total private loan means the total minus the government lending. Reference
dates differ across economies (from Mar 2009 to Dec 2010).

Sources: BIS questionnaire; IMF, International Financial Statistics; CEIC; Datastream; central banks; national
data; BIS calculations.
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The main argument favouring greater issuance of longer-term debt by banks is that it limits
the extent of maturity transformation taking place in the banking system, as well as the
reliance of banks on short-term and foreign currency funding.® Currently, banks in EMEs fund
their lending mostly from short-term deposits, as domestic debt and interbank markets are
generally poorly developed (see Appendix Graph A7). However, private sector deposits have
been growing much more slowly than bank lending in recent years. As a result, emerging
market banks have increasingly turned to external funding. While rapidly developing EMEs
with a structural saving-investment imbalance will continue to rely on foreign funding for
many of their long-term investments including infrastructure development, most other EMEs
would benefit from developing longer-term funding from domestic sources.

However, the costs and benefits of issuing longer-term debt need to be carefully considered,
along with the costs and benefits of alternative approaches.® The existing market for long-
term bank debt in most EMEs is small. As shown in Graph 5, emerging market banks tend to
issue substantially less long-term debt than they provide long-term loans. Although this is not
unusual, the size of the gap between the banks’ long-term funding and lending gives an
indication of the significant need in emerging markets for greater issuance of longer-term
bank debt.

Graph 5
Long-term bank debt and lending*
As a percentage of GDP?
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AR = Argentina; CZ = Czech Republic; HU = Hungary; IN = India; KR = Korea; MX = Mexico; MY = Malaysia;
PE = Peru; TH = Thailand.

! Reference dates differ across economies (from Mar 2009 to Oct 2010). Definitions are according to the
central bank’s classifications. * Annual GDP data on current prices for the corresponding economies for 2009.
¥ Long-term domestic debt securities issued by financial institutions.

Sources: BIS questionnaire; BIS IBFS; BIS calculations; IMF, World Economic Outlook.

The costs associated with creating and developing markets for longer-term bank debt will
depend on the characteristics of individual EMEs (Zettelmeyer et al (2010)). The

For instance, the European Bank for Reconstruction and Development (EBRD) argues for issuing longer-term
local currency bonds in its local capital market development initiative.

10 Alternatively, banks could securitise their assets, thereby limiting maturity transformation and on-balance

sheet liquidity risks. The benefits of securitisation in terms of financial stability are largely similar to those of
issuing longer-term debt. However, securitisation seems to be even more demanding than long-term debt
issuance in terms of market infrastructure needs, because not only individual banks but individual asset
bundles need to be placed and priced efficiently.
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development of long-term government securities markets provides some useful insights in
this respect. Where government bond markets are large relative to banks’ long-term lending
— eg in Argentina, Mexico and Turkey (Appendix Graph A8) — it should be easier for banks to
issue larger amounts of long-term bonds.™ For instance, long-term government securities
provide useful benchmarks for long-term bank debt issues. However, one should keep in
mind that in some cases the small size of the government bond market may reflect strong
public finances, while at the same time private capital markets may be well developed. This
would of course facilitate the issuance of long-term debt by banks. In other cases, large
government securities markets could signal large demand for savings by the public sector,
which could crowd out private bond issuance.

An alternative indication of the likely demand for long-term bank debt is the relative strength of
capital market institutions such as pension funds and mutual funds (Graph 6). Many emerging
markets have partially privatised their pension systems. These pension funds have reached
substantial size (left-hand panel), and might accommodate longer-term debt issues by banks in
their country. Similarly, mutual funds have developed fast in many EMEs and could in principle
also absorb some of the new debt issued by banks (right-hand panel). The sheer size of these
institutions does not necessarily indicate their ability to absorb long-term bank debt. Pension
funds are often required to hold a substantial share of their assets in government bonds.
Moreover, many pension funds consciously build globally diversified portfolios, which could
further reduce their ability to invest in domestic long-term bank debt. Similarly, some mutual
funds focus on other asset classes or shorter maturities, so that only a part of institutional
investors’ portfolio would be available for investing in longer-term bank debt.

Graph 6
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AR = Argentina; BR = Brazil; CL = Chile; CN = China; CO = Colombia; CZ = Czech Republic; HU = Hungary;
IL = Israel; IN = India; KR = Korea; MX = Mexico; MY = Malaysia; PE = Peru; PH = Philippines; PL = Poland;
RU = Russia; TH = Thailand; TR = Turkey; ZA = South Africa.

! Reference dates differ across economies (from Dec 2009 to Dec 2010). 2 Annual GDP data on current
prices for the corresponding economies for 2009. ® Definitions are according to the central bank’s
classifications. * For pension fund assets, 2007 data.

Sources: Investment Company Institute, 2010 Investment Company Fact Book; OECD, Global Pension
Statistics; BIS questionnaire; national data.

' Note that data in the Appendix Graph A8 provide only a snapshot of the situation as it was in 2009-10; for a

more accurate assessment one would need to take a longer time perspective.
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A related issue is that domestic institutional investors would need to develop their capacity to
evaluate the risks of domestic banks. Creating initial liquidity in the market is likely to require
discounts from first issuers, whose bonds will be illiquid. Government action might therefore
be required to coordinate demand and supply side development, and especially to offset the
“first mover” disadvantage.

5. Conclusion

International banks have played a major role in financing EMEs over the past 15 years. This
has helped emerging markets to develop their economies and allocate capital and financial
know-how efficiently across countries. However, the substantial role of international banks
also poses some challenges for monetary policy and financial stability in emerging markets.
This paper investigated three such challenges. First, the more substantial role of international
banks might affect monetary policy in EMEs because international banks sometimes operate
differently from domestic banks. Second, the new tighter liquidity rules are expected to
strengthen banking system stability in EMEs. In some cases, tighter liquidity rules could
result in cutbacks in credit; however, the overall ability of banks to provide credit through the
cycle should improve. Finally, should global liquidity conditions change, local long-term debt
issued by banks might provide a viable source of domestic funding.
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Appendix

Graph Al
BIS reporting banks’ consolidated lending to emerging market economies®

As a percentage of domestic credit
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! Consolidated positions of banks headquartered in 30 reporting countries vis-a-vis EMEs. Data are not
adjusted for exchange rate movements. Emerging market economies: Algeria, Argentina, Brazil, Chile, China,
Colombia, Czech Republic, Hong Kong SAR, Hungary, India, Indonesia, Israel, Korea, Malaysia, Mexico, Peru,
Philippines, Poland, Russia, Saudi Arabia, Singapore, South Africa, Thailand, Turkey and Venezuela.
2 International claims comprise consolidated cross-border claims in all currencies and local claims in foreign
currencies. ® Local currency claims of reporting banks’ foreign offices with local residents.

Sources: BIS consolidated banking statistics on an immediate borrower basis; IMF, International Financial
Statistics.
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Graph A2
BIS reporting banks’ external assets vis-a-vis emerging market economies®
Estimated exchange rate adjusted changes, in billions of US dollars

Asia® Africa and Middle East®
200 40

100 | —20

-100 ——-20

95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 :l.OQ:;ZOO 95 ! 96 ! 97 ! 98 ! 99 ! 00 ! 01 ! 02 ! 03 ! 04 ! 05 ! 06 ! 07 ! 08 ! 09 ::.0Q3T40
Latin America® Emerging Europe®

80 80
- o0 |- {60
- a0 | a0
L 20 L 20
,/\/\"/\ p=A A A 0 M A 1 0

W VYW WUY |4 .
L 20 |- 220
L a0 | 40
Lo NI T I T A T BN N |

—60 —60
95 96 97 98 99 00 01 02 03 04 05 06 07 08 0910Q3 95 96 97 98 99 00 01 02 03 04 05 06 07 08 0910Q3

! External assets of banks headquartered in 43 reporting countries vis-a-vis emerging market economies. Data
are calculated on a gross basis. 2 China, Hong Kong SAR, India, Indonesia, Korea, Malaysia, Philippines,
Singapore and Thailand. % Israel, Saudi Arabia and those African economies for which data are available.
4 Argentina, Brazil, Chile, Colombia, Mexico, Peru and Venezuela. 5 Albania, Belarus, Bosnia and
Herzegovina, Bulgaria, Croatia, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Macedonia, Moldova,
Montenegro, Poland, Romania, Russia, Serbia, Turkey and Ukraine.

Source: BIS locational banking statistics.
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Asia®

BIS reporting banks’ consolidated lending to emerging market economies*

Graph A3
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! Consolidated emerging market positions of banks headquartered in 30 reporting countries. Data are not
adjusted for exchange rate movements. % Local claims in local currency comprise local currency claims of
reporting banks’ foreign offices with local residents. Annual GDP data on current prices. % China, Hong Kong
SAR, India, Indonesia, Korea, Malaysia, Philippines, Singapore and Thailand. 4 Israel, Saudi Arabia and
those African economies for which data are available. ° Argentina, Brazil, Chile, Colombia, Mexico, Peru and
Venezuela. ° Albania, Belarus, Bosnia and Herzegovina, Bulgaria, Croatia, Czech Republic, Estonia,
Hungary, Latvia, Lithuania, Macedonia, Moldova, Montenegro, Poland, Romania, Russia, Serbia, Turkey and
Ukraine.

Sources: BIS consolidated banking statistics on an immediate borrower basis; IMF, World Economic Outlook.
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Graph A4
BIS reporting banks’ consolidated lending to emerging market economies*
International claims, as a percentage of GDP?
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Hungary, Latvia, Lithuania, Macedonia, Moldova, Montenegro, Poland, Romania, Russia, Serbia, Turkey and
Ukraine.

Sources: BIS consolidated banking statistics on an immediate borrower basis; IMF, World Economic Outlook.
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Graph A5
Composition of lending, 1999-2009*
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AR = Argentina; CL = Chile; CO = Colombia; HU =Hungary; IL=Israel; KR =Korea; MX = Mexico,
TH = Thailand; TR = Turkey.

' As a percentage of the total of the household, corporate and government lending. Reference dates differ
across economies (from Dec 2009 to Nov 2010). Definitions are according to the central bank’s classifications.
Government lending data are not available for Chile for 2009, and state-owned bank lending data are not
available for Israel for 2009.

Sources: BIS questionnaire; BIS calculations.
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Graph A6
Composition of lending in 2009*
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PH = Philippines; PL = Poland; RU = Russia; SA = Saudi Arabia; SG = Singapore; TH = Thailand; TR = Turkey;
ZA = South Africa.

' As a percentage of the total of the household, corporate and government lending. Reference dates differ
across economies (from Mar 2009 to Dec 2010). Definitions are according to the central bank’s classifications.
State-owned bank lending data are not available for Israel and not applicable for Hong Kong SAR, Saudi
Arabia, Singapore and South Africa, and government lending data are not available for Chile.

Sources: BIS questionnaire; BIS calculations.
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Graph A7

Loan-to-deposit ratios*
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Graph A8
Government securities and long-term bank lending*
As a percentage of GDP?
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! Reference dates differ across economies (from Mar 2009 to Dec 2010). Definitions are according to the
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® Government securities data are not available for China, Peru and South Africa.

Sources: BIS questionnaire; BIS calculations; IMF, World Economic Outlook.
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Exchange rates and monetary policy frameworks in EMEs

Andrew Filardo, Guonan Ma and Dubravko Mihaljekl

1. Introduction

Financial integration has reshaped monetary policy frameworks and transmission channels in
emerging markets over the past few years. Both short-term and long-term interest rates in
emerging market economies (EMEs) have become more responsive to foreign financial
conditions. One important channel for the transmission of external factors on monetary policy
is the exchange rate. The current environment of rising inflation and currency appreciation
pressures in many EMEs poses a particular challenge, as monetary policy now faces a more
difficult trade-off between price stability and exchange rate stability. Indeed, many central
banks highlight the increased influence of external shocks in formulating domestic monetary
policy in their contributions to this meeting.

Against this background, this paper discusses the motives for stabilising hominal exchange
rates in emerging markets; how far central banks can sustain a target for the real exchange
rate over the medium term; how the notions of long-run equilibrium exchange rates influence
monetary policy strategies; and how monetary policy frameworks and actual decisions could
incorporate exchange rate movements. The discussion is based on central bank papers
published in this volume and questionnaire responses prepared for this meeting, as well as
our own analysis, with a focus on the period from 2007 to early 2011.

The main findings of our paper are as follows. First, at least since 2009, central banks in
emerging markets have been managing the value of their currencies more actively via some
combination of reserve accumulation, policy interest rates and administrative measures.
Second, motives for influencing exchange rates vary across jurisdictions, reflecting concerns
about large capital flows, undesired spillovers from swings in global risk aversion and long-
run external competitiveness. Third, more active currency management puts a premium on
our understanding of equilibrium exchange rates, notions of which are still difficult to define
conceptually and empirically. Finally, policy rates and exchange rate flexibility are critical
tools in addressing the challenges facing EME central banks today, but there is no
consensus yet on how best to incorporate exchange rate movements into monetary policy
frameworks.

The remainder of the paper consists of five parts. Section 2 highlights key motives for
stabilising nominal exchange rates. Section 3 discusses practical limitations for central banks
that aim to sustain a target for the real exchange rate over the medium term. Section 4
reviews various notions of long-run equilibrium exchange rates used by central banks, and
how they influence monetary policy strategies. Section 5 presents a simple analytical
framework for discussing how monetary policy frameworks and actual decisions could
incorporate exchange rate movements. Section 6 concludes.

' The authors thank Stephen Cecchetti, Philip Turner and participants in the meeting for valuable comments,

and Jakub Demski, Lillie Lam and Agne Subelyte for outstanding research assistance.
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2. Motives for stabilising nominal exchange rates

Why do central banks in emerging markets try to stabilise exchange rates of the currencies
they issue? And how valid are these motives on theoretical and empirical grounds?

Whether central banks in emerging markets aim to stabilise nominal exchange rates
depends in the first instance on the monetary policy framework and exchange rate regime
they have adopted.? Thus, central banks that operate a currency board or a fixed exchange
rate regime, such as the Hong Kong Monetary Authority or the Saudi Arabian Monetary
Authority, have a legal mandate to keep the external value of the domestic currency stable.
Accordingly, they tailor their policy instruments to manage the exchange rate against a
benchmark — exchange rate stability is simply the overriding goal of monetary policy.

For other exchange rate arrangements, the motives for stabilising exchange rates fall into
roughly two broad categories: concerns about the short-term impact on macroeconomic and
financial stability; and concerns about the medium- to long-term impact on resource allocation.

Short-term motives. All central banks naturally incorporate issues of exchange rate
fluctuations into their respective monetary policy strategies. As noted in the National Bank of
Poland paper in this volume, central banks are ultimately concerned about exchange rate
movements even in a floating regime because these movements influence inflation. Ideally,
floating exchange rates play a macroeconomic stabilisation role by absorbing various
shocks. However, experience in emerging markets has shown all too often that significant
short-term exchange rate movements that deviate from fundamentals can also affect
macroeconomic performance.

Another reason why central banks in an independent floating regime may occasionally want
to stabilise exchange rate movements is that exchange rate volatility may affect financial
stability. This may occur, for instance, if markets for hedging exchange rate risk are
underdeveloped, as is often the case in EMEs; in financially dollarised economies; or, more
generally, in EMEs in which the financial sector is small relative to the size of short-term
capital flows. Nominal exchange rates of emerging market currencies tend to fluctuate very
widely, both with respect to benchmark currencies such as the US dollar (Graph 1) and in
effective terms (Appendix Graph Al). For instance, during the crisis of 2008-09, the
currencies of Brazil, Korea, Poland and Russia first weakened by 40—-60% against the dollar
(between October 2008 and February 2009) and then appreciated by 20-40% (between
March and September 2009) (Graph 1). Such large swings in exchange rates may affect
financial markets and the real sector, especially if they result from capital inflows, sharp
terms of trade swings, or other shocks that are deemed to be temporary or unrelated to the
fundamental determinants of exchange rates.®

A particular concern is that exchange rate fluctuations will encourage speculative behaviour
on the basis of expectations that the exchange rate will continue to appreciate, as noted in
the Bank of Russia contribution. Depending on the maturity structure and currency
denomination of assets and liabilities in the economy, sharp exchange rate movements could
result in liquidity shortages and trigger significant balance sheet effects, which may require
central bank action to stabilise the system — for instance, by providing short-term foreign
currency liquidity to the banks. Central banks have been also concerned that much of the
recent exchange rate appreciation has been due to the wide interest rate differentials with

The fundamental choice of exchange rate regime goes beyond the scope of this paper; instead we focus on
issues associated with modifications of strategies within existing regimes.

For a discussion of the concerns about exchange rate volatility in emerging markets, see Calvo and Reinhart
(2002).
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respect to advanced economies, which is seen to result largely from the continuation of the
near zero policy rates in advanced economies.

Graph 1
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Sources: Bloomberg; Datastream; national data.

A comparison of the pre- and post-crisis periods provides some support to concerns about the
increased volatility in foreign exchange markets. The implied volatility (derived from foreign
exchange options) of emerging market exchange rates has been generally higher since the
start of the recovery in March 2009 than it was before September 2008 — the notable
exception was the Thai baht (Graph 2). This suggests greater market uncertainty about
exchange rates in the near term, a concern for policymakers in emerging market economies.

Graph 2
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! Implied volatility is derived from spot at-the-money exchange rate against US dollar options.
Sources: JPMorgan Chase; BIS calculations.
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Recent policy discussions have highlighted one related motive for stabilising nominal
exchange rates: in recent years, the demand for EME currencies has proved sensitive to
changes in risk aversion in international markets. Thus, during the global financial market
boom from 2003 to 2007, key emerging market currencies strengthened: the Brazilian real by
150%; the Indian rupee by almost 30%; the renminbi and other widely traded emerging
market currencies by 15-20% (Graph 3). The Lehman bankruptcy and its aftermath led to a
flight from emerging market assets, and the dollar value of most EME currencies plunged.
The renminbi was an exception: it did not fall against the dollar and rose sharply against
other emerging market currencies (green line in Graph 3). A significant recovery in the
exchange rates of EMEs other than the renminbi did not start until the end of the period of
extreme volatility in global financial asset prices around March/April 2009.

Graph 3
Nominal exchange rates of major emerging market currencies
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Turkish lira, based on 2005 GDP and PPP exchange rates; an increase indicates appreciation of the local currency; monthly
averages.

Sources: Thomson Reuters; BIS calculations.

Over the past year, developments in major international currencies have again strongly
affected movements in emerging market exchange rates. Following a brief period of
downward pressure triggered by the sovereign debt crisis in Greece in May 2010, key
emerging market currencies appreciated against the US dollar until October (Graph 1). In
Brazil, Chile, Korea, Poland, South Africa and Turkey, the nominal exchange rates
appreciated by 13-23%. However, since early November 2010, the dollar has partly
recovered against some major currencies, as the outlook for the US economy improved and
a new round of sovereign debt problems emerged in Europe. Reflecting these developments
— and not necessarily the economic performance of emerging markets, which was fairly
stable throughout the year — the appreciation trend of emerging market currencies has
reversed since November 2010 (notably in central and eastern Europe (CEE) and Korea),
flattened in others (Brazil, Mexico and many Asian EMEs) and continued among major
commodity exporters (including Chile and South Africa) (Graph 1).

Longer-term motives. For central banks operating managed exchange rate regimes, the
additional motives for exchange rate stabilisation include the impact of exchange rate
fluctuations on external competitiveness and the impact of possible exchange rate
misalignment on resource allocation in the long term.

At a theoretical as well as empirical level, one can find some justification for concerns about
the impact of exchange rates on external competitiveness. The demand for many emerging
market exports is fairly price elastic. This may result in the loss of market share even in the
short run. Furthermore, exchange rate appreciation puts the tradable sector at a
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disadvantage relative to the non-tradable sector in the home country. Depending on the
country’s initial external position, this can lead relatively quickly to external imbalances and
financial instability.

The arguments for stabilising exchange rates in order to avoid resource misallocation in the
long term seem less persuasive. Floating exchange rates do have a tendency to overshoot
their long-term trend values for prolonged periods (see Section 4). This was the case with
many CEE currencies during the long cyclical upswing from around 2003 to mid-2008.
However, whether such deviations lead to potentially irreversible loss of capacity in the
tradable sector — the so-called “Dutch disease” — is less clear. Structural change and shifts in
comparative advantage are ultimately driven by technical innovation, income growth and
shifts in labour skills. Maintaining stable exchange rates or resisting exchange rate
appreciation will not prevent adjustments in industrial structure from taking place; it may only
postpone the inevitable adjustments — eg the shrinking of textile or steel industries — at a
large cost to the economy in terms of resource misallocation in the long term. Moreover, a
false sense of exchange rate stability may lead to currency mismatches in the private sector
that prove very costly to unwind, as demonstrated by the Asian crisis of 1997-98 and the
recent experience of the Baltic states.

Evidence from policy responses. Policy moves over the past two years indicate that
central banks and other policymakers in emerging markets have employed various tools to
influence the stability of exchange rates: foreign exchange intervention and reserve
accumulation; targeted administrative measures, including taxes, to dampen the inflows; and
other restrictions on short-term capital inflows.

One significant manifestation of EMEs’ efforts to stabilise their currencies has been rapid
reserve accumulation. As shown in Table 1, the EMEs accumulated almost $1.3 trillion in
reserves over 2009 and 2010, reflecting aggregate current account surpluses of $440 billion
in 2009 and $345 billion in 2010, as well as net capital inflows of, respectively, $300 billion
and $260 billion in the past two years. While the aggregate external surplus of emerging
markets is lower today than before the crisis, the fact that it is not showing signs of durable
decline is once again raising the question of global imbalances and the need for their
adjustment.

Another piece of evidence is that many inflation targeting central banks that normally do not
intervene have recently found merit in foreign exchange intervention. For example, the
National Bank of Poland notes in its contribution that very large, bubble-like deviations of the
exchange rate from levels seen as sustainable over the medium term can amplify rather than
absorb the shocks. Its guidelines for monetary policy in 2010-11 thus state that the floating
exchange rate regime does not rule out foreign exchange interventions should they turn out
necessary to ensure domestic macroeconomic and financial stability (NBP (2010)). The
National Bank of Poland thus intervened in April 2010 for the first and only time since 1998 to
reduce the volatility of the zloty and increase the risk facing investors engaging in momentum
trading strategies. Similarly, the Central Bank of Chile has recently resumed regular
interventions in the foreign exchange market, as the central bank estimated that a reserve
buffer was needed to better deal with the contingency of a significant deterioration of the
external environment. In Asia too, most inflation targeting central banks have experienced
noticeable reserve accumulation since early 2009.

A further indication of attempts to stabilise exchange rates comes from indicators of
exchange rate volatility. Some EME central banks aim to stabilise their bilateral exchange
rate against a major international currency such as the US dollar, while others tend to
manage their currencies on a trade-weighted basis. By comparing volatilities of the bilateral
US dollar exchange rate with that of the nominal effective exchange rate, one can gauge the
relative weight central banks put on the basket of currencies against which they benchmark
their own currency. A higher ratio indicates a relatively greater basket orientation — some
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analysts also take ratios much higher than 100 to indicate a relatively high basket orientation,
while a ratio significantly below 100 indicates a relatively low basket orientation.

Table 1
Balance of payments®

In billions of US dollars

Currt()ent account Net capital inflows Reserve assets?
alance

2009 2010 2009 2010 2009 2010
Emerging Asia 426 372 207 74 —-600 —444
China 297 270 141 71 -399 -345
Hong Kong SAR 18 19 44 -18 -71 -2
India -36 —44 40 60 -4 -15
Indonesia* 11 6 3 10 =12 -16
Korea* 43 26 25 -5 -69 -18
Malaysia 32 32 -23 =21 -4 -11
Philippines* 9 8 -2 -0 -6 -7
Singapore 32 44 -20 -33 -11 -11
Thailand* 20 11 -1 10 -24 -19
Latin America -15 -47 63 109 -45 —72
Argentina 6 6 -10 -7 -1 -2
Brazil* -24 -52 66 86 -45 -38
Chile* 4 -1 -2 -3 -2 0
Columbia* -5 -8 7 10 -1 -2
Mexico* -5 =12 15 32 -5 =20
Peru* 0 -2 1 11 -1 -9
Venezuela 9 22 -14 -20 10 -1
CEE 27 20 27 80 -30 -83
Czech Republic* -2 -2 5 2 -3 -2
Hungary* 0 1 9 0 -9 -2
Poland* -7 -11 37 31 -15 -13
Russia* 50 70 -33 -7 -3 -51
Turkey* =14 -38 9 54 -0 -15
Other EMEs 19 31 1 9 9 -42
Algeria 0 5 4 2 -5 -7
Israel 7 12 6 -6 =17 -8
Saudi Arabia 23 29 -22 -5 33 -24
South Africa* -11 -15 13 18 -2 -3
Total emerging
markets 438 345 297 263 —675 -599

" Inflation targeting economies are indicated with an asterisk. Data for 2010 are estimates. 2 A negative sign
indicates an increase in foreign exchange reserves.

Source: IMF, World Economic Outlook.

42 BIS Papers No 57



The change in this ratio over time can also be used as an indicator of a shifting orientation in
exchange rate management. The recent evidence indicates that quite a few EMEs have
gravitated toward basket-oriented management (Ma and McCauley (2010)). Graph 4
suggests that, since early 2009, this is the case with Brazil, India, Indonesia, Malaysia, the
Philippines, Russia and Turkey, among others. In addition, Chinese authorities in June 2010
put more emphasis on the role of the effective exchange rate in their policy regime. A
possible reason for EMES to shift their orientation is to diversify away from US dollar risk; in
addition, some Asian economies see benefits in enhancing intraregional currency stability
and promoting the growth of the region’s supply chains.

Graph 4
Ratio of bilateral to nominal effective exchange rate volatilities*
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Source: BIS calculations.

3. Real exchange rate as a medium-term policy target

The increased emphasis on managing exchange rates in emerging markets in recent years
presents a number of operational challenges. One justification for this approach by
policymakers has been the desire to reduce “excessive” exchange rate volatility. This
assumes that one can reasonably estimate excessive movements, on both the upside and
the downside. Moreover, underlying this assumption is a notion of a medium-term target for
the real exchange rate. At least three questions arise: How does a central bank set the
target? Which tools could it use to achieve it? And what are the constraints on maintaining
the target?

Setting a target for the real exchange rate over the medium term requires a guidepost as a
reference. Many options have been proposed, each having advantages and drawbacks. One
notion of the equilibrium exchange rate is based on long-term economic fundamentals: the
next section will argue that this is difficult to quantify. Various measures are being used by
central banks in emerging markets, as our survey indicates (Table 2), but there is no
consensus on the best approach.*

Some concepts are intuitively clear — for instance, the notion that exchange rate appreciation
is driven by fundamentals such as productivity differentials between tradable and
non-tradable sectors in EMEs relative to advanced economies (the Balassa-Samuelson

4 Table Al provides a summary of the range of empirical approaches to estimating equilibrium exchange rates.
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effect).” Even these well known concepts are difficult to operationalise. Calculating
“permissible” real exchange rate appreciation within the Balassa-Samuelson framework
requires a large amount of high-quality data that are not always available in emerging market
economies. One measure of the challenge is that emerging market central banks have yet to
solve the simpler problem of correctly measuring wage and price changes when calculating
real exchange rates.

Regarding the tools used to achieve a targeted exchange rate, central banks in emerging
markets traditionally rely on foreign exchange intervention (to influence the nominal
exchange rate) and sterilisation (to offset the increase in banking system liquidity resulting
from intervention). These techniques are well known, and central banks in emerging markets
generally view them as effective (Mihaljek (2005)). However, the literature on intervention
and sterilisation finds that such actions entail various risks and costs that eventually affect
both the ability and the willingness of central banks to resist exchange rate movements.
These include valuation losses, sterilisation costs and, in particular, increased commercial
bank lending resulting from partial or ineffective sterilisation.® Prolonged intervention can also
result in the perception by the markets of a one-sided exchange rate bet. In such conditions,
carry trade dynamics easily arise. Where one-sided bets accumulate, central banks may
have an incentive to trade in a discretionary fashion on the other side. This may help to
balance the order flows, but it may also lead to losses for the central bank.

Apart from the costs of intervention and sterilisation, general macroeconomic developments
can also constrain the willingness of central banks to sustain a target for the exchange rate.
Since late 2010, for instance, growing domestic inflationary pressures have complicated
trade-offs associated with intervention, measures to dampen capital inflows and conventional
monetary policy. The recent monetary policy environment in China illustrates this point: even
though foreign exchange intervention and capital controls have been successful in limiting
the pace and extent of nominal currency appreciation, they may not be able to succeed in
alleviating inflationary pressures arising from the expansion of banking sector balance
sheets. The policy alternatives are also problematic at this stage. Higher interest rates would
help to rein in inflationary pressures but could wind up attracting additional capital inflows.
And, an unchanged policy mix would mean that the costs and risks associated with foreign
reserve accumulation would rise further.

Finally, controversy remains over the role of prolonged foreign exchange interventions by
emerging market central banks in the face of persistent global current account imbalances.
One perspective is that such actions impede global readjustments and even push down
yields on very liquid international assets, which in turn compresses risk premia, inflates asset
prices and lowers the perceived imperative for fiscal consolidation in advanced economies.
Another perspective is that large fiscal deficits, easy monetary policy and quantitative easing
in advanced economies aggravate global current account imbalances, prompting capital
flows to emerging markets that result in EME central banks undertaking foreign exchange
interventions. These two perspectives are not mutually exclusive.

The Balassa-Samuelson effect starts from the observation that productivity growth in the traded goods sector
has historically been faster than in the non-traded goods sector. By the law of one price, the prices of
tradables tend to get equalised across countries, while the prices of non-tradables do not. Higher productivity
in the tradable goods sector will bid up wages in that sector and, with labour being mobile, wages in the entire
economy will rise. Producers of non-tradables will be able to pay the higher wages only if the relative price of
non-tradables rises. This will lead to an increase in the overall price level and hence real exchange rate
appreciation.

See, for instance, the accompanying background paper on intervention and central bank balance sheets, and
Mohanty and Turner (2006).
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4. Equilibrium exchange rates and monetary policy strategies in
EMEs

How do notions of equilibrium exchange rates influence monetary policy strategies in
emerging markets? As discussed in several central bank contributions to this volume, many
emerging market central banks have concluded that recent capital inflows and real effective
exchange rate appreciation are to a considerable extent due to sounder fundamentals in their
countries. This is one of the conclusions in the central bank papers from the Czech Republic,
Israel, the Philippines, Poland, South Africa and Thailand, among others. Several central
banks also view the sizeable growth differential between the EMEs as a whole and the
advanced economies as permanent, not cyclical. Similarly, some central banks (eg the South
African Reserve Bank) now consider increased foreign investment in emerging market debt
as structural in nature. These considerations would imply that the equilibrium real exchange
rate of many EMEs has appreciated over the past few years and, hence, that the observed
real effective exchange rate appreciation is consistent with equilibrium dynamics.

Nevertheless, commodity exporters, small open economies, and the EMEs that are closely
integrated with advanced economies — such as Israel, Mexico and central European
countries — remain more dependent on exports and growth in developed countries than the
large economies of Brazil, China and India. For these smaller EMES, large real appreciation
can imply a palpable decline in external competitiveness. As noted by the Bank of Israel, real
exchange rate misalignments that are due to medium-term deviations of the actual exchange
rate from the equilibrium real exchange rate could result in inefficient resource allocation over
the cycle, including underutilisation of factors of production in some periods and
overutilisation in others.

More solid evidence on where the equilibrium exchange rate might be at a point in time
would enhance the ability of central banks to assess the implications of exchange rate
fluctuations for policymaking. To illustrate this point, note that real effective exchange rates
have fluctuated considerably over the past few years. If we compare the situation in early
2011 with the long-term average for the pre-crisis period from 2000 to 2007, the picture that
emerges is one of very diverse developments across EMEs (Graph 5):

- strong real appreciation (40-60%) in Brazil and Russia;

- substantial appreciation (20—40%) in Indonesia, the Philippines, the Czech Republic,
and Turkey;

- moderate appreciation (10-20%) in China, India, Singapore, Thailand, Chile,
Hungary, Poland and South Africa;

- strong real depreciation (almost 40%) in Argentina;
- substantial real depreciation (10—-20%) in Hong Kong SAR, Korea and Mexico; and

- stable real exchange rates compared to the 2000-07 average in Algeria, Israel,
Poland, Saudi Arabia, Malaysia, Peru and Venezuela.

These very different developments suggest that the determinants of equilibrium real
exchange rates are likely to be fairly country-specific. No generalisations are possible and
each central bank needs to feel its way to what the equilibrium exchange rate of its currency
might be at a given point in time.

BIS Papers No 57 45



Graph 5
Real effective exchange rates®
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One simple but crude measure of the equilibrium exchange rate is the PPP-implied nominal
effective exchange rate, ie a trade-weighted basket of foreign currencies evaluated at PPP.’
Its main advantage is that estimates of PPP rates are readily available and can be easily
compared with trade-weighted exchange rates, which most central banks typically compute
on a monthly basis. Graph 6 shows that the PPP-implied exchange rate gaps can be large
and very persistent. For instance, the rupee and the renminbi were, respectively, 60% and
40% below their PPP-implied exchange rates in late 2010 (Graph 6, upper left-hand panel).

As Obstfeld and Rogoff (2000) pointed out, the size and persistence of these gaps constitute
one of the big puzzles in international economics. One interpretation is that exchange rates
are subject to very weak short- to medium-term feedbacks from fundamentals in financial
markets and the real economy. The weak feedback also suggests that exchange rates may
appear to become unanchored from economic fundamentals for extended periods of time,
and that these price signals from the misaligned exchange rates lead to real distortions. This
exchange rate disconnect perspective is confirmed in many studies of the predictability of
exchange rates: a debate about whether exchange rates follow a random walk over short
horizons is still going on (Rogoff and Stravrakeva (2004)), while for long horizons there is
some evidence of predictability of exchange rates.

" The purchasing power parity (PPP) exchange rate between two currencies is the rate at which the currency of

one country needs to be converted into that of a second country to ensure that a given amount of the first
country’s currency will purchase the same basket of goods and services in the second country as it does in
the first. For comparison purposes, the PPP rates are expressed in units of local currency per US dollar. The
advantages and disadvantages of using PPP-based exchange rates are discussed in Callen (2007) and IMF
(2003, Box 1.2).
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Another perspective about the size and persistence of the gaps highlights the possibility of
significant measurement issues. The International Comparison Programme, which surveys
prices globally, is a huge statistical undertaking to develop new, more precise international
price comparisons; but such comparisons are available only at infrequent intervals.
Nonetheless, the results of the programme raise questions about the use of PPP exchange
rates even as a rough guide for central banks searching for an appropriate measure of the
equilibrium exchange rate.

Graph 6
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Many emerging market central banks have therefore been developing more sophisticated
empirical models of equilibrium exchange rates. Table Al in the Appendix provides a
summary of more than a dozen currently used approaches to estimating equilibrium
exchange rates.® One unresolved conceptual issue in this literature is the choice of the
appropriate price index (CPI, tradable prices, unit labour costs, GDP deflators). Another is
assumptions about the nature of adjustment mechanism in foreign exchange markets — is the
main driver of adjustments uncovered interest rate parity over long horizons, or do internal
and external imbalances in EMEs play a key role?

Among central banks attending this meeting, only India, Mexico, Russia, Saudi Arabia and
Turkey do not prepare estimates of long-run equilibrium exchange rates (Table 2). Of those that
do, Hungary, Korea and Malaysia do not publish their estimates because they consider them to
be sensitive information that could be potentially disruptive to the foreign exchange market.

Most central banks report in answers to the BIS questionnaire that they use a combination of
behavioural (BEER) and fundamental (FEER) equilibrium exchange rate methodologies
(including the Czech Republic, Colombia, Malaysia, Peru and Poland) (Table 2). Singapore
and Thailand combine estimates from macroeconomic balance and BEER approaches; and
Hungary, Israel and Korea those from external sustainability and FEER approaches. Algeria,
Hong Kong SAR and the Philippines rely on the IMF’'s three major Consultative Group on
Exchange Rates (CGER) methodologies. The Central Bank of Algeria, for instance,
intervenes on the foreign exchange market on the basis of inflation differentials against the
major trading partners and other fundamental indicators of the domestic economy. Several
central banks also look at the PPP estimates of equilibrium exchange rates (eg Colombia,
the Philippines and Poland). Overall, the methodology for estimating equilibrium exchange
rates seems to be particularly well developed in Colombia, the Czech Republic, Israel and
Poland.

Among the contributions to this volume, the paper by Bank of Israel analyses estimates of
the equilibrium real exchange rate of the Israeli shekel and how they are used in deciding on
FX interventions. The estimates based on a model derived from long-run fundamentals show
that the Israeli currency was overvalued in early 2008. This prompted the central bank to
start purchasing foreign currency, thereby probably contributing to a gradual realignment and
some undervaluation in 2009, followed by convergence close to equilibrium in 2010.
However, based on an alternative approach, the real exchange rate was still undervalued in
2010 due to the relatively large current account surplus.

In Colombia, the central bank staff routinely prepare estimates of long-run equilibrium
exchange rates based on several methodologies: PPP, tradable/non-tradable relative prices
(Balassa-Samuelson approach), BEER and FEER. The staff calculate estimates and
confidence intervals for each methodology, and assess the probability of misalignment by
examining the position of the current real exchange rate or nominal effective exchange rate
with respect to the confidence intervals. This information is used to form a judgment on
misalignments, which is in turn a key input in foreign exchange intervention decisions. Most
methodologies are computed for a PPI-based, trade-weighted real exchange rate index, but
the staff also examine other real exchange rate indices, including CPI-based indices and
indices of competitiveness in third markets.

8 For literature reviews, see Egert (2003) and Egert et al (2006).
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Table 2
Estimation of equilibrium exchange rate

G . Published
Availability Methodologies studies?
Algeria Yes Real effective exchange rate (REER) and nominal N/A

effective exchange rate (NEER) with IMF methodology as
the reference.

Colombia Yes Rates based on PPP, tradable/non-tradable relative Yes
prices, behavioural equilibrium exchange rate (BEER)
and fundamental equilibrium exchange rate (FEER).

Czech Republic Yes BEER, permanent equilibrium exchange rate (PEER), Yes
natural real exchange rate (NATREX), FEER and models
related to sustainable real exchange rate (SRER). Also, the
Czech National Bank develops original approaches, such
as the pricing-to-market (disparity) and the autarchy (ie
cross-border order flow-adjusted) exchange rate concept.

Hong Kong SAR Yes Three approaches adopted by the IMF: the equilibrium Yes
exchange rate approach, the macroeconomic balance
approach and the external sustainability approach.

Hungary Yes FEER. Yes
Israel Yes REER. Yes
Korea Yes REER and FEER. N/A
Malaysia Yes Based on a combination of fundamentals and N/A
behavioural approaches.
Mexico No
Peru Yes BEER and FEER. Yes
Philippines Yes The Bangko Sentral ng Pilipinas’s multiple equation Yes
model (MEM), which generates exchange rate estimates
based on PPP and interest rate parity conditions. The
REER and the IMF's CGER methodologies are also
considered.
Poland Yes The National Bank of Poland takes into account the Yes
results of the International Comparison Programme,
BEER, PPI-based real exchange rate of EUR/PLN,
FEER and firm-level data relevant in exchange rate
misalignment analyses. Also, the IMF’'s CGER estimates
are considered.
Russia N/A
Saudi Arabia Yes Based on an overall assessment of the prevailing N/A
macroeconomic outlook.
Singapore Yes BEER. Yes
Thailand Yes Two methodologies similar to those of the IMF: Yes
macroeconomic balance approach and BEER.
Turkey No

! N/A indicates information not provided by the central bank; publications are listed in Appendix Table A3.
Source: Central bank responses to the BIS questionnaire.

In Poland, the central bank uses a FEER model to estimate the level of the real exchange
rate that would be consistent with the simultaneous attainment of internal and external
equilibria, which are defined as zero output gap and the sustainable level of the current
account. The latter is calculated on the basis of a solvency criterion, ie the sustainable level
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of the current account that stabilises Poland’s net foreign debt at an exogenously set level. A
particular feature of the National Bank of Poland (NBP) model is that it takes into account the
supply side performance of the Polish economy, by incorporating firm-level data relevant in
exchange rate misalignment analyses. The results of the model are updated quarterly and
are presented to the Monetary Policy Council .’

The Czech National Bank paper in this volume discusses how measures of long-term
equilibrium exchange rates have been used in assessing the timing of entry to the euro area.
Because the long-term trend appreciation of the Czech koruna, which is driven by high
productivity growth in its tradable sector, is expected to continue over the next decade,
entering the euro area now would imply an expansionary shock to interest rates of 1¥2—3
percentage points. This could lead to the boom and bust cycle observed in countries such as
Greece, Ireland, Portugal and Spain before they entered the euro area in the 1990s.

Many central banks in EMEs have faced a more pressing issue over the past year: How fast
and how far can they allow exchange rates to appreciate before a potentially unhealthy
dynamic in domestic asset markets develops? Here opinions clearly differ. One view,
mentioned in the note by the Bank of Russia, is that allowing a sharp currency appreciation
would create a two-way forex risk, limiting speculative inflows into domestic asset markets. A
contrary view is that appreciation generates expectations of further appreciation, sparking
increased carry trades and aggravating an overshooting of domestic asset prices.

In practice, it is often difficult for policymakers to be precisely guided in their decisions by
estimates generated from models of equilibrium exchange rates. Concerns about the impact
of exchange rate volatility on financial stability and fears about the loss of export revenue
should exchange rates ultimately overshoot factor into decisions by policymakers to resist
exchange rate appreciation by applying some combination of interest rate and exchange rate
policies. This issue is addressed in the next section.

5. Exchange rates in monetary policy frameworks: tools, targets or
both?

The preceding discussion indicated that the exchange rate can play two different roles in the
monetary policy frameworks of emerging market economies. First, it can be used as a policy
tool to help achieve the inflation target and output stabilisation. Second, it can be a separate
target of monetary policy in a way similar to the inflation target. This section describes a
simple conceptual framework that could be used to analyse these two roles of the exchange
rate in monetary policy frameworks.

5.1 Exchange rate as a policy tool

To the extent that central banks can control both the policy rate and the nominal exchange
rate — for instance, in a managed floating regime with incomplete capital mobility — the
exchange rate could be used as a tool of monetary policy. Other things being equal, letting
the nominal exchange rate appreciate would lower domestic prices of imports and help lower
the import components of production costs and consumer prices.

These are the results of an economic climate survey conducted each quarter among more than 1,000 Polish
enterprises. The indicator used most often is the median answer to the question “At which EUR/PLN rate does
your export activity becomes unprofitable?” The results of the survey are posted on the NBP website and are
presented to the Monetary Policy Council.

50 BIS Papers No 57



A special case of the use of the exchange rate as a monetary policy tool is that of Singapore.
The Monetary Authority of Singapore (MAS) operates a managed floating regime with
domestic interest rates largely determined by foreign interest rates and the expected future
movements of the Singapore dollar. To achieve price stability, MAS targets a trade-weighted
value of the Singapore dollar so that it appreciates when the economy is overheating and
depreciates when the economy is weak.

One way to conceptualise this framework is to consider an exchange rate-augmented Taylor-
type rule, following the approach of Ball (1999):

oR +(1- o) f; :a"‘ﬂ(”t—l_”T)—?/(Yt—l_Y:—l)"‘gt 1)

where the right-hand side of equation (1) includes three terms of a conventional Taylor-type
rule: a constant a; an inflation gap (., — ITT), defined as the deviation of inflation from its
target; and the output gap (Y1 — Y 1), defined as the deviation of output from potential.’® The
left-hand side of the equation includes a weighted average of the policy interest rate, R, and
the nominal exchange rate, f, with a weight w that takes on values between zero and one.

We can think of the weight w as characterising various types of exchange rate regimes: a
freely floating regime would be consistent with w = 1; while w = 0 is consistent with a
Singapore-type framework. Intermediate values of w would represent managed floating
regimes. Equation (1) thus highlights possible trade-offs between the policy interest rate and
the exchange rate as monetary policy tools in EMESs. Historically, the central banking practice
of focusing on an average of the policy interest rate and the exchange rate was formalised at
several central banks (eg the Bank of Canada, the Reserve Bank of New Zealand and
Sveriges Riksbank) as a monetary conditions index (MCI). In the past decade, formal MCI
regimes have fallen out of fashion.

From a theoretical point of view, Ball (1999) emphasises that the optimal choice of w arises
from consideration of the role of exchange rates in determining both output and inflation
dynamics, and of the policymakers’ preferences for output and inflation variability.**

In practice, EME policymakers rely on more pragmatic assessments when choosing the best
mix of policy rates and exchange rate movements. In recent years, greater willingness to
manage exchange rates raises questions about how central banks have been deciding this
policy mix.

To inform the discussion of this issue, we estimated a version of equation (1) and plotted the
fitted against the actual policy rates in the Appendix (Graph A2). Except for some end points,
the estimated policy rates fit the actual policy rates fairly well in a number of countries, in
particular Chile, India, Malaysia, Peru, Thailand and Turkey. For some of the others, the
estimated policy rates can undershoot or overshoot the actual policy rates by a large margin
at times, indicating the importance of factors other than inflation, output and exchange rates.

Table A2 presents the coefficient estimates and test statistics for the corresponding
regressions. The coefficient estimates on inflation and output gaps generally have the correct
signs and are statistically significant. The coefficients on the exchange rate are somewhat
more diverse. The negative signs would be consistent with a trade-off between changing the
exchange rate and policy interest rates in determining the policy setting.

10 Ball (1999) also includes a lagged value of the exchange rate on the left-hand side of the equation. For

expositional purposes, we drop this in equation (1), but include it when estimating the model.

1 Formally, the results are derived from a standard linear-quadratic optimal monetary policy setup with a set of

equations describing the macroeconomy and a standard quadratic loss function for the central bank in terms
of a weighted average of inflation and output variability.
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5.2 Rethinking currency misalignments and monetary policy

Engel (2011) has recently argued that currency misalignments should play a bigger role in
the setting of monetary policy. He derives this result from a fully optimising model of
monetary policy and shows that the appropriate loss function in such an economy depends
on the square of the inflation gaps, output gaps and the average currency misalignment. In
other words, his research suggests that central banks should target currency misalignments
(in addition to inflation gaps and output gaps) to reduce the inefficient resource allocations
associated with violations of purchasing power parity across economies. Questions remain
about how relevant this research is for emerging market central banks.

One simple way to think about this issue more formally is by adding a misalignment variable
on the right-hand side of equation (1).*? Such a simple instrument rule captures the notion
that a central bank would use its policy tools to stabilise inflation, output and exchange rates
around the inflation target, potential output and an appropriate measure of the equilibrium
exchange rate, respectively. In this sense, such a simple monetary policy rule captures the
notion of “leaning against the wind” with respect to exchange rate misalignments.

It is important to note that this type of policy rule does not imply that central banks would
narrowly focus on exchange rate deviations, as was the case with PPP-based exchange rate
regimes in the 1980s and 1990s (Reinhart and Rogoff (2004)). Those regimes did not
provide a strong nominal anchor for inflation expectations: in the face of an inflation shock,
the nominal exchange rate would depreciate; this would raise import prices; and lead to
further rounds of inflation via the pass-through effect, and so on. Over the past two decades,
many EME central banks have gained credibility for achieving and maintaining price stability,
so it is unlikely that the narrow PPP-based exchange rate regimes of the past would be seen
as desirable today.

Instead, this approach highlights the multiple objectives that central banks would try to
balance simultaneously. First and foremost, price stability is important. This does not suggest
that central banks aim to keep inflation at the target every period; rather, central banks aim to
reduce inflation deviations — on either the upside or the downside — over time in a way
consistent with price stability. The record for this approach to targeting inflation has been
commendable in both advanced and emerging market economies (see eg Filardo and
Genberg (2010)).

Second, output stabilisation is also important. This objective can be explicit in the central
bank’'s preferences, as in the case of dual-mandate central banks such as the Federal
Reserve. It can also reflect indirectly the important influence of the output gap on inflation
dynamics, as is the case in many formal monetary policy models of inflation targeting.

Finally, as with inflation and output stabilisation, central banks would not strictly target a
given level of the exchange rate at each point in time. Rather, a central bank would factor in
its policy decisions the desired speed at which to reduce the misalignment of the exchange
rate from its equilibrium rate, along with concerns about inflation and the stage of the
business cycle. Technically, the speed of adjustment in general equilibrium would reflect the
central bank’s preferences and the time series behaviour of output, inflation, exchange rates
and other key macroeconomic variables.

A few other comments on policy horizons and measurement uncertainty deserve
consideration.

2t is important to note, as Engel (2011) does, that the proposed instrument rule is not unique under the

assumptions in the model. For a discussion of instrument rules and targeting rules in his model based on that
of Clarida et al (2002), see Section 9 of Engel (2011).

52 BIS Papers No 57



Conventionally, the policy horizon for inflation and output stabilisation is one to two years. In
cases where this is judged to be too short given the nature of shocks influencing the
monetary policy environment — eg in the case of crises or other large and persistent
macroeconomic shocks — the policy horizon can be appropriately extended. For exchange
rates, the convergence to the equilibrium value may be much longer than for inflation and
output. In part, this may be due to the fact that the determinants of exchange rates, such as
inter-industry and international productivity differentials, take several years to adjust to their
equilibrium values (Obstfeld and Rogoff (2000)). In such cases, central banks may prefer to
allow the exchange rate to converge over a relatively long horizon and therefore avoid strong
reactions to misalignments.

Uncertainties about the measurement of equilibrium real exchange rates may also influence
the desired speed of adjustment. The greater the uncertainty, the smaller generally will be
the desired reaction to exchange rate misalignments.’® Otherwise, spuriously measured
deviations could result in undue volatility in policy actions.

If measurement uncertainty is very pronounced, one could adopt a more state-dependent
approach to incorporating exchange rate deviations into monetary policy decisions.™
Algebraically, one can think of an indicator function that would turn on a misalignment term in
an extended version of equation (1) only when the deviation of the equilibrium exchange rate
was deemed very large. This “second pillar” approach would take account of the longer-term
risks, ie the risk arising from long-term resource misallocations that might be associated with
exchange rates deviating too far for too long from reasonable estimates of equilibrium
exchange rates. In practice, this would mean that the central bank may need to adjust policy
rates even though inflation and output forecasts at conventional horizons appear well
behaved.

In sum, recent research puts a spotlight on the question of whether currency misalignments
should play a role in monetary policy decisions generally and in EMEs patrticularly. The
relevance of this research is likely to vary across economies. For relatively closed
economies, this issue may be relatively minor. For open economies that face considerable
deviations from the law of one price, this issue may be more important. Of course, difficulties
in accurately measuring misalignments and in communicating with the public have to be
factored in. Overall, this discussion raises issues of whether EME central banks that already
target misalignments should do more, and whether those that do not should put greater
emphasis on misalignments in the conduct of monetary policy.

6. Conclusion

Exchange rates have been playing an increasingly important role in the monetary policy
decisions of emerging market economies in recent years. This has reflected not only the
developments during the global financial crisis, but also features of the current conjuncture,
including the impact on exchange rates of volatile capital flows, low global interest rates and
spillovers from changes in risk aversion in global financial markets. Central banks have been
concerned about the impact of heightened exchange rate volatility on macroeconomic and
financial stability, as well as on external competitiveness and resource allocations. As a

13 Taylor and Williams (2010) point out that, in much of the literature on mismeasurement of variables such as

the output gap, the optimal coefficient on the mismeasured variable declines in the presence of errors. See
Svensson and Woodford (2000) for a theoretical exception to this general statement.

" For more details on this approach, see eg Svensson (2003) and Disyatat (2005).
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result, many central banks are finding greater merit in stabilising exchange rates than in the
past.

Greater attention to exchange rate stability puts a premium on central banks’ understanding
of equilibrium exchange rates. However, notions of equilibrium exchange rates are difficult to
define conceptually and empirically. In addition, analytical work that incorporates exchange
rate stability considerations into standard monetary policy frameworks is still in its infancy.
Nonetheless, having achieved and maintained price stability, many emerging market central
banks seem likely to extend their policy frameworks to reflect the potential role that exchange
rates can play as both a policy tool and a policy target.
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Appendix

Graph Al
Nominal effective exchange rates’
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Sources: Datastream; BIS calculations.
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Graph A2

Policy rates and those implied by the Taylor rule
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Graph A2 (continued)

Policy rates and those implied by the Taylor rule

In per cent
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! Fitted values of model Ri=0+B(m s~ 1)~ v(Yis—Yio) +ifh +1fs+e | excluding the period Q1 2008-Q3 2009 and
previous crises. R is the nominal policy rate; 1 is the headline inflation rate; m' is the inflation target for inflation targeting
countries; the five-year moving average of headline inflation is taken to be a proxy for the inflation objective in the other
economies; y is output; y* is the output trend estimated with a Hodrick-Prescott filter (smoothing parameter 1,600); f is the
year-on-year nominal effective exchange rate change. 2 For Brazil, overnight Selic rate; for Chile, overnight interbank
interest rate; for China, one-year lending rate; for the Czech Republic, two-week repo rate; for Hungary, base rate (two-week
deposit rate); for India, reverse repo rate; for Indonesia, one-month SBI rate; for Korea, overnight call rate; for Malaysia,
overnight policy rate; for Mexico, overnight repo rate; for Peru, reference rate; for the Philippines, overnight reserve repo rate;
for Poland, seven-day reference rate; for Singapore, three-month interbank rate; for Thailand, 14-day repo rate before
17 January 2007, overnight repo thereafter; for Turkey, overnight interbank rate. ' For Mexico and Turkey, the dependent
variable is replaced with an inflation trend-augmented nominal policy rate, R, - (1, *Er), where 7 is the trend of inflation and

F=R-T.

Sources: Bloomberg; © Consensus Economics; Datastream; national data; BIS calculations.

BIS Papers No 57 57



8G

/G ON sladed sig

Table Al
Summary of empirical approaches to estimating equilibrium exchange rates
uIP PPP Balassa- | Monetary |~ eeps | TMEERS BEERS FEERS DEERs APEERS PEERs NATREX SVAR DSGE
Samuelson models
Name Uncovered Purchasing | Balassa- Monetary Capital Intermediate | Behavioural |Fundamental | Desired Atheoretical | Permanent Natural real | Structural Dynamic
interest power parity | Samuelson |and portfolio | enhanced term model- | equilibrium equilibrium equilibrium permanent equilibrium exchange vector auto | stochastic
parity balance equilibrium based exchange exchange exchange equilibrium exchange rates regression general
models exchange equilibrium rates rates rates exchange rates equilibrium
rates exchange rates models
rates
Theoretical The Constant PPP for PPP inlong |PPP plus Nominal UIP | Real UIP Real As with None As BEERSs As with Real Models
assumptions | expected equilibrium | tradable run (or short | nominal UIP |including a | with a risk exchange FEERS, but FEERSs, but | exchange designed to
change in exchange goods. run) plus without risk | risk premium | premium rate the definition with the rate affected |explore
the rate Productivity |demand for | premia plus and/or compatible | of external assumption | by supply movements
exchange differentials | money expected expected with both balance of portfolio and demand |in real and/or
rate between future future internal and | based on balance (so | (but not nominal
determined traded and movements | movements | external optimal domestic real | nominal) exchange
by interest non-traded in real in real balance. policy interest rate | shocks in the | rates in
differentials goods exchange exchange Flow not full is equal to long run response to
rates rates stock the world shocks
determined | determined | equilibrium rate)
by by
fundamentals | fundamentals
Relevant Short run Long run Long run Short run Short run Short run Short run Medium run | Medium run | Medium/ Medium/ Long run Short (and Short and
time horizon (forecast) (forecast) (also long run long run long) run long run
forecast)
Statistical Stationarity | Stationary Non- Non- Stationary, None Non- Non- Non- Non- Non- Non- As with As with
assumptions | (of change) stationary stationary with stationary stationary stationary stationary stationary stationary theoretical theoretical
emphasis on (extract (extract
speed of permanent permanent
convergence component) | component)
Dependent Expected Real or Real Nominal Nominal Future Real Real Real Real Real Real Change in Change
variable change in nominal change in effective effective the real relative to
the real or the nominal long-run
nominal steady state
Estimation Direct Test for Direct Direct Direct Direct Direct Underlying Underlying Direct Direct Direct Direct Simulation
method stationarity balance balance

Source: Driver and Westaway (2004).




Table A2
Taylor rule estimates®

m(-1) y (-1) f f(-1) DW R? Sample

China 0.1* 0.4%** 0.8 0.59 36
0.1%** 0.4%** 0.02 0.05** 1.0 0.77 36

Hong Kong SAR 0.5%** 0.5%** 0.6 0.67 36
0.5%** 0.4%** —-0.03 0.14* 0.5 0.73 36

India -0.0 0.3** 0.5 0.22 36
0.0 0.4** —-0.06* 0.04 0.8 0.39 36

Indonesia 0.6%** 0.9 0.6 0.51 36
0.5%** 1.3* 0.08* -0.02 0.8 0.55 36

Korea 0.0 0.5%** 0.7 0.62 36
-0.0 0.5%** —-0.03 0.00 0.6 0.67 36

Malaysia 0.1%** 0.1%** 0.9 0.73 36
0.1%** 0.2%** —0.03* 0.05%*** 0.8 0.83 36

Philippines 0.2* 0.2 0.2 0.18 35
0.2** 0.4* —-0.09 0.03 0.5 0.28 35

Singapore 0.0 0.2%** 0.4 0.31 36
0.1 0.1 —-0.04 0.24* 04 0.43 36

Thailand 0.4%** -0.0 0.4 0.49 36
0.5%** -0.2 -0.03 0.18** 0.6 0.68 36

Brazil 1.1 1.8%+* 0.7 0.60 36
0.9%** 1.6%+* -0.07 —-0.02 0.8 0.71 36

Chile 0.5%** 0.6%** 15 0.86 36
0.4%** 0.6%** -0.01 -0.01 14 0.87 36

Mexico' 0.5 0.5%** 0.6 0.30 36
0.7 0.5%** -0.03 0.05 0.6 0.32 36

Peru -0.0 0.7%** 0.6 0.69 32
0.0 0.7%** -0.07 —-0.06 0.6 0.76 32

Czech Republic 0.2* 0.2%** 0.2 0.41 36
0.1 0.2%** 0.07** 0.02 0.4 0.65 36

Hungary 0.2 0.2 0.3 0.08 36
0.1 0.2 0.07 —-0.04 0.4 0.13 36

Poland 0.1 —-0.4* 0.5 0.40 36
0.1 —-0.4* -0.03 0.01 0.7 0.43 36

TurkeyJr 0.3*** 0.6%*** 0.5 0.38 35
0.1 0.9%** —0.17%** —-0.10* 0.6 0.64 35

! Estimates of the model Rt =&+ Bt =) = v(Yos —Yia) +uf +1f s + & excluding the period Q1 2008-Q3 2009
and previous crises. R is the nominal policy rate; 7 is the headline inflation rate; m is the inflation target for inflation
targeting countries; the five-year moving average of headline inflation is taken to be a proxy for the inflation objective in
the other economies; y is output; y* is the output trend estimated with a Hodrick-Prescott filter (smoothing parameter
1,600); f is the year-on-year nominal effective exchange rate change. For Brazil, overnight Selic rate; for Chile,
overnight interbank interest rate; for China, one-year lending rate; for the Czech Republic, two-week repo rate; for Hong
Kong SAR, discount window base rate; for Hungary, base rate (two-week deposit rate); for India, reverse repo rate; for
Indonesia, one-month SBI rate; for Korea, overnight call rate; for Malaysia, overnight policy rate; for Mexico, overnight
repo rate; for Peru, reference rate; for the Philippines, overnight reserve repo rate; for Poland, seven-day reference
rate; for Singapore, three-month interbank rate; for Thailand, 14-day repo rate before 17 January 2007, overnight repo
thereafter; for Turkey, overnight interbank rate. ' For Mexico and Turkey, the dependent variable is replaced with an
inflation trend-augmented nominal policy rate, Rt — (" +7)  where 7 is the trend of inflation and =R — 7.

*x

I denote coefficients significantly different from zero at the 10/5/1% level.

Sources: Bloomberg; © Consensus Economics; Datastream; national data; BIS calculations.
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Table A3

Central bank publications on the estimation of equilibrium exchange rates

Colombia

Echavarria, J, E L6pez and M Misas (2007): “La tasa de cambio real de equilibrio en Colombia y su
desalineamiento: estimacion a través de un modelo SVEC”, Borradores de Economia, vol 472, Banco
de la Republica.

Czech Republic

Methodological/summary papers

Frait, J and L Koméarek (1999): “Long-run equilibrium exchange rate and its determinants”, Research
Paper of the Monetary Section of the Czech National Bank, no 9 (in Czech).

Horvath, R and L Komarek (2007): “Equilibrium exchange rates in the EU new members:
methodology, estimation and applicability to ERM 11", Prague Economic Papers, no 1, pp 24-37.

BEER and PEER

Babetskii, | and B Egert (2005): “Equilibrium exchange rate in the Czech Republic: how good is the
Czech BEER?”", Finance a uvér — Czech Journal of Economics and Finance, 5-6, pp 232-52.

Frait, J, L Koméarek and M Melecky (2006): “The real exchange rate misalignment in the five central
European countries”, Warwick Economics Research Papers, no 739, Department of Economics,
University of Warwick.

(2008): “The real exchange rate misalignment in the five central European countries — single
equation approach”, in P Karadeloglou and V Terraza (eds), Exchange rates and macroeconomic
dynamics.

Komarek, L and M Melecky (2005): “The behavioral equilibrium exchange rate of the Czech koruna”,
Czech National Bank Working Papers, no 5.

(2007): “The behavioral equilibrium exchange rate of the Czech koruna”, Transition Studies
Review, 14(1), pp 105-21.

(2008): “Transitional appreciation of equilibrium exchange rates and the ERM II”, Transition
Studies Review, 15(1), pp 95-110.

FEER and SRER

Babecky, J, A Bulif and K Smidkovéa (2008): “Sustainable real exchange rates when trade winds are
plentiful”, National Institute Economic Review, no 204, pp 98-107, April.

(2009): “Sustainable real exchange rates in the new EU member states: is FDI a mixed
blessing?”, European Economy Economic Papers, no 368, p 77, March.

(2010a): “Sustainable real exchange rates in the new EU member states: what did the great
recession change?”, IMF Working Papers, no 10/198.

(2010b): “Sustainable real exchange rates in the new EU member states: is FDI a mixed
blessing?”, Chapter 9 in F Keerman and | Székely (eds), Five years of an enlarged EU: a positive
sum game, Springer, pp 153-82.

Bulit, A and K Smidkova (2005): “Sustainable real exchange rates in the new EU accession
countries: what have we learned from the frontrunners?”, Economic Systems, 29(2), pp 163-86.

Smidkova, K, R Barrell and D Holland (2002): “Estimates of fundamental real exchange rates for the
five EU pre-accession countries”, Czech National Bank Working Papers, no 3.

Other approaches based on pricing-to-market (disparity)

Cincibuch, M and J Podpiera (2006): “Beyond Balassa-Samuelson: real appreciation in tradables in
transition countries”, Economics of Transition, 13(3), pp 547-73.
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Table A3 (continued)

Central bank publications on the estimation of equilibrium exchange rates

Czech Republic (continued)

Based on underlying factor decomposition in an extended international consumption-based CAPM
(Kalman filter)

Briha, J and A Derviz (2006): “Macroeconomic factors and the balanced value of the Czech
koruna/euro exchange rate”, Finance a uvér — Czech Journal of Economics and Finance, 56, 7-8,
pp 318-43.

Derviz, A (2004): “Exchange rate risks and asset prices in a small open economy”, ECB Working
Papers, no 314, March.

Hong Kong SAR

Leung, F and P Ng (2007): “Is the Hong Kong dollar real exchange rate misaligned?”, Hong Kong
Monetary Authority Working Papers, no 21/2007,
http://www.info.gov.hk/hkma/eng/research/working/pdffHKMAWPQ07_21_full.pdf.

Hungary

Magyar Nemzeti Bank (2010): Analysis of the convergence process, Box 1-1 on p 6,
http://english.mnb.hu/Kiadvanyok/mnben_konvergenciajelentes/mnben_konvjel 20100519.

Israel

Bank of Israel (2008): “The real appreciation in 2008 and the equilibrium real exchange rate”, Annual
Report, Box 2.2 on pp 68—71.

Peru

BEER model

Ferreyra, J and J Salas (2006): “The equilibrium real exchange rate in Peru;: BEER models and
confidence band building”, Banco Central de Reserva del Peri Working Papers, no 2006-06,
http://www.bcrp.gob.pe/docs/Publicaciones/Documentos-de-Trabajo/2006/Documento-Trabajo-06-
2006.pdf.

FEER model

Rodriguez, D and M Vega (2008): “Incertidumbre en estimaciones del tipo de cambio real de
equilibrio”, XXVI Encuentro de Economistas del Banco Central de Reserva del Perq,
http://www.bcrp.gob.pe/docs/Proyeccion-Institucional/Encuentro-de-Economistas/XXVI-EE-
2008/XXVI-EE-2008-S05-Rodriguez-Vega.pdf.

Philippines

Halikias, 1 (2009): “Workers’ remittances and external equilibrium: an application to the Philippines”,
Bangko Sentral ng Pilipinas International Research Conference on Remittances, paper no 5.

Poland

International Comparison Programme: http://www.oecd.org/dataoecd/48/18/18598721.pdf.
Survey of firm-level data: http://www.nbp.pl/home.aspx?c=/ascx/koniunktura_prezentacja.ascx.
IMF’'s CGER estimates: http://www.imf.org/external/pubs/ft/scr/2010/cr10118.pdf.

Beza-Bojanowska, J (2009): “Behavioral and permanent euro/zloty equilibrium rate”, Central
European Journal of Economic Modelling and Econometrics, no 1, pp 35-55.

Isard, P (2007): “Equilibrium exchange rates: assessment methodologies”, IMF Working Papers,
no 296.

Kelm, R (2010): “Model behawioralnego kursu réwnowagi zioty/euro w okresie 1996:1-2009:2.
Specyfikacja i szacunki”, Bank i Kredyt, 41(2), pp 21-42.
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Table A3 (continued)

Central bank publications on the estimation of equilibrium exchange rates

Poland (continued)

Rubaszek, M (2009): “Economic convergence and the fundamental equilibrium exchange rate in
Poland”, Bank i Kredyt, no 40(1), pp 7-23.

Rubaszek, M and £ Rawdanowicz (2009): “Economic convergence and the fundamental equilibrium
exchange rate in central and eastern Europe”, International Review of Financial Analysis, 18(5),
pp 277-84.
Singapore

MacDonald, R (2004): “The long-run real effective exchange rate of Singapore: a behavioural
approach”, Monetary Authority of Singapore Staff Papers, no 36, December,
http://www.mas.gov.sg/publications/staff_papers/MAS_Staff Paper No_36_Dec_2004.html.

Thailand
International Monetary Fund (2006): “Methodology for CGER exchange rate assessments”.

Source: Central bank responses to the BIS questionnaire.
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