PROCEEDINGS

June 1999

MEASURES OF UNDERLYING INFLATION AND THEIR
ROLE IN THE CONDUCT OF MONETARY POLICY

Proceedings of the workshop of central bank model builders
held at the BIS on 18-19 February 1999

BANK FOR INTERNATIONAL SETTLEMENTS
Monetary and Economic Department
Basel, Switzerland




Note:

The papers included in this volume are to be considered as working papers. They should be cited as working
papers and considered preliminary drafts of any subsequent publication. They are reproduced here to make them
easily available to anyone having an interest in the subject of the workshop because participation in the
workshop is restricted to central banks. Although all papers have been screened for relevance to the subject
matter of the workshop, they have not been subject to a rigorous refereeing process nor edited for form or
content by the Bank for International Settlements.

Copies of publications are available from:

Bank for International Settlements
Information, Press & Library Services
CH-4002 Basdl, Switzerland

Fax: +41 61/ 280 91 00 and +41 61 / 280 81 00
This publication is available on the BIS website (www.bis.org).

© Bank for International Settlements 1999.
All rights reserved. Brief excerpts may be reproduced or translated provided the source is stated.

ISBN 92-9131-072-7



PROCEEDINGS

June 1999

MEASURES OF UNDERLYING INFLATION AND THEIR
ROLE IN THE CONDUCT OF MONETARY POLICY

Proceedings of the workshop of central bank model builders
held at the BIS on 18-19 February 1999

BANK FOR INTERNATIONAL SETTLEMENTS
Monetary and Economic Department
Basel, Switzerland







Table of contents

Foreword

Participantsin the meeting

Paper s presented:

M A Wynne (European Central Bank): “Core inflation: a review of some conceptual issues”

M Apel and P Jansson (Sveriges Riksbank): “A parametric approach for estimating core inflation
and interpreting the inflation process”

M F Bryan, S G Cecchetti and R L Wiggins Il (Federal Reserve Bank of Cleveland, Federal
Reserve Bank of New Y ork): “Efficient inflation estimation”

M Johnson (Bank of Canada): “Core inflation: a measure of inflation for policy purposes”

L Cockerdl (Reserve Bank of Australia): “Measures of inflation and inflation targeting in Australia”

L J Alvarez and M Llanos Matea(Bank of Spain): “Underlying inflation measures in Spain”

L Aucremanne and R Wouters (National Bank of Belgium): “A structural VAR approach to core

inflation and its relevance for monetary policy”

M M G Fase and C K Folkertsma (Netherlands Bank): “Measuring inflation: an attempt to

operationalize Carl Menger's concept of the inner value of money”

V Cassino, A Drew and S McCaw (Reserve Bank of New Zealand): “Targeting alternative measures
of inflation under uncertainty about inflation expectations and exchange rate pass-through”



Participantsin the meeting

Australia

Austria

Belgium

Canada

European Central Bank

Finland
France

Germany

Italy

Japan

Netherlands

New Zealand

Norway

Spain

Sweden

Switzerland

United States

Ms Lynne Cockerell

Mr Gert D Wehinger
Mr Gerhard Rinstler

Mr Raf Wouters
Mr Luc Aucremanne

Ms Marianne Johnson
Ms Thérese Lafleche

Mr Juan Luis Vega Croissier
Ms Hanna-Lenna Mannisto
Mr Hervé Le Bihan

Mr Wilfried Jahnke
Ms Bettina Landau

Mr Luigi Buttiglione
Mr Alberto Locarno

Mr Koichiro Kamada

Mr Carsten K Folkertsma
Mr Wilko Bolt

Mr Aaron Drew
Ms Sharon McCaw

Mr Eilev S Jansen
Mr Luis J Alvarez

Mr Per Jansson
Mr Mikael Apel

Mr Andreas Fischer
Ms Sophie Faber

Mr Stephen G CecchefiiNew York)

Mr David Lebow(Washington)



BIS

Participantsin the meeting (cont.)

Mr Renato Filosa (Chairman)
Mr Palle Andersen

Ms Florence Béranger

Mr Henri Bernard

Mr Joseph Bisignano

Mr Joao Cabral dos Santos
Mr Benjamin Cohen

Mr Christian Dembiermont
Mr Craig Furfine

Mr Gabriele Galati

Mr Stefan Gerlach

Mr J Pablo Graf

Mr John Hawkins

Mr Zenta Nakajima

Mr Henri Pages

Mr Konstantinos Tsatsaronis
Mr William Wascher






Foreword

On 18 and 19 February 1999 model builders from central banks met in Basel to discuss the issues of
how best to measure underlying, or core, inflation and the implications of the use of aternative
measures of core inflation for the conduct of monetary policy.

The concept of underlying inflation has always been central to the monetary policy strategies of
central banks; the recent sharper focus on price stability, of which the growing number of countries
adopting inflation targeting strategies is only one indication, has made it increasingly important to
have an accurate and reliable measure of core inflation. This need arises from the notion that central
banks should only resist persistent sources of inflationary pressures and not be concerned with short-
term and reversible movementsin prices and the inflation rate.

Yet there is no consensus on how to extract a solid measure of long-term price movements from
headline inflation.

The nine papers presented at the conference follow three different approaches to this signal extraction
problem.

According to the first one — which one can call the behavioural approach — estimates of core inflation
are obtained by excluding from the headline measures the prices of certain items that are thought to be
volatile enough to obscure long-term movements of inflation. The price index “excluding food and
energy” is one well-known example. Several countries compute such indices and consider them in the
setting of policy.

Another approach — the statistical approach — attempts to eliminate temporary fluctuations of inflation,

or one-off changes in the price levels, by computing limited influence estimators, such as the median
and/or the trimmed means. These measures are thought to have desirable properties to the extent they
avoid the subjective decision to exclude particular prices from the aggregate price index and because
they efficiently estimate long-term movements when the data are drawn from a leptocurtic
distribution. The papers by Wynne, Apel and Jansson, and Bryan, Cecchetti and Wiggins discuss this
approach.

However, despite the potential superiority of the “statistical” measures, central banks might find it
difficult to use them primarily because they are not easy to explain to the public and because they are
difficult to replicate. The papers by Johnson, Cockerell and Alvarez and Matea discuss such
measurement issues and illustrate what central banks do in practice.

The final approach — the economic approach — tries to derive a measure of core inflation using the
long-run neutrality assumption of monetary theory and to explore to what extent alternative measures
of core inflation, once they are entered in a given feedback rule for monetary policy, produce different
economic outcomes in terms of variability of real output and inflation and instrument instability. The
papers by Aucremanne and Wouters, Fase and Folkertsma, and Cassino, Drew and McCaw explore
these issues.
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Corelnflation: A Review of Some Conceptual Issues
Abstract: This paper reviews various approaches to the measurement of core inflation that have been
proposed in recent years. The objective is to determine whether the ECB should pay special attention
to one or other of these measures in assessing inflation developments in the euro area. | put particular
emphasis on the conceptual and practical problems that arise in the measurement of core inflation, and
propose some criteria that could be used by the ECB to choose a core inflation measure.

" | thank Vitor Gaspar, David Lebow, Fabio Scacciavillani and seminar participants at the ECB for comments. This paper is
part of a larger project on the measurement of core inflation in the euro area. The views expressed in this paper are those
of the author and do not necessarily reflect the views of the European Central Bank or the European System of Central
Banks.



1 INTRODUCTION

The notion of core inflation has played an important role in the deliberations of monetary
policymakers for the past twenty-five years. However, despite the central role of this concept, there is
still no consensus on how best to go about measuring core inflation. The most elementary approach,
and the one that is probably the most widely used, consists of simply excluding certain categories of
prices from the overall inflation rate. This is the so-called “Ex. food and energy” approach to core
inflation measurement, and it reflects the origin of the concept of core inflation in the turbulent decade
of the 1970’s. More recently, however, there have been a variety of attempts to put the measurement
of core inflation on a more solid footing. The newer approaches have two key features in common.
First, they adopt a more statistical rather than behavioural approach to the problem of price
measurement. And second, they invoke an alternative, monetary, concept of inflation, as opposed to
the traditional microeconomic cost of living concept, as the guiding theory.

This paper critically reviews various approaches to measuring core inflation. | do so by
linking these approaches in a single theoretical framework, the so-called stochastic approach to index
numbers. | evaluate the competing merits of the different approaches, and argue that a common
shortcoming is the absence of a well-formulated theory of what these measures of inflation are
supposed to be capturing. The notion that they somehow better capture the “monetary” component of
inflation, or the component of inflation that ought to be of primary concern to central bankers, is of
guestionable validity.

2. THE CONCEPT OF CORE INFLATION

Implicit in all discussions of core inflation is the idea that this type of inflation is
fundamentally different to changes in the cost of living. The theory of the cost of living index is by far
the most well developed and coherent framework for inflation measurement that currently exists. The
basic theory takes as its point of departure the expenditure or cost function of a representative
household at a given point in time. The change in the cost of living between some basé@,mibhd,
some subsequent comparison perihds then defined as the change in the minimum cost of attaining
the reference utility leveli between the two periods. This theory, appropriately elaborated, forms the
framework for the design of the Consumer Price Index in the United States. However, the theory of
the cost of living index is not the theoretical framework for the Harmonised Index of Consumer Prices
(HICP) that is used to assess inflation developments in the euro area: at the time of writing there is no
fully articulated theoretical framework for the HICPs, although there is a relatively well-defined price
concept, namely “final household monetary consumption.” By eschewing the use of the cost of living
concept, Eurostat can legitimately motivate the exclusion of certain categories of prices from the
HICP. The category that has attracted the most attention by it omission is the costs of owner occupied
housing.

One measure of core inflation that is often constructed is one that seeks to exclude the effects
of changes in indirect taxes from the overall inflation rate. Donkers et. al. (1983-4) discuss how this is
done in a number of European countries. This is potentially of interest from a monetary policy
perspective, as arguably an acceleration in headline inflation that is in some sense attributable to an
increase in indirect taxes ought not to be of concern to the central bank. Current practice, as reviewed
by Donkers et al, is to employ various ad hoc methods to derive an estimate of the inflation rate net of
indirect taxes. The exact methods employed differ from country to country. One approach is to simply
assume that all of the observed price change reflects the change in the tax and calculate an alternative
CPI on the basis of this assumptfofihe problem with this approach is that the implicit assumption
about supply elasticities (perfectly elastic) is unlikely to be a good approximation to reality for many
products. A more sophisticated approach might allow for the effects of a change in indirect tax rates

! For details see, for example, Diewert and Bossons (1987).



on the structure of production prices, but the variant analysed by Diewert and Bossons (1987) till
requires restrictive assumptions about the invariance of the input-output structure of the economy to
changesin indirect tax rates.

These calculations raise the question of what it is we want a core inflation statistic to measure.
If the object we are pursuing is a true cost of living index, then it is not clear that we should be
eiminating the effects of tax increases from our price measure. Furthermore, the reasoning above is
only partia equilibrium. A proper treatment of the effects of indirect taxes on a measure of the price
level would require a detailed genera equilibrium analysis of the effects of the tax increase that would
go well beyond current practice.? Diewert and Fox (1998) suggest a method for handling tax changes
for the purposes of using inflation measures to make welfare comparisons.® Note also that in principle
the distortionary effect of large infrequent changes in indirect taxes on the inflation signal may be
adequately handled by some or all of the approaches reviewed below. Indirect tax changes that apply
to some commodities but not others would be reflected in large price changes for the commaodities in
guestion. Limited influence estimators of core inflation of the sort proposed by Bryan and Pike (1991)
and Bryan and Cecchetti (1994) would omit these observations from the calculation of inflation.
However large changes in relative prices induced by changes in indirect taxes are arguably different
from large changes due to other possibly more difficult to identify factors, since the indirect tax rates
are (presumably) directly observable and therefore it ought in principle be easier to filter out their
effects on the overal inflation rate.

The common point of departure for amost all analyses of core inflation is the idea that there is
a well-defined concept of monetary inflation that ought to be of concern to monetary policy makers
and that this type of inflation, being conceptudly different to the cost of living, is not adequately
captured by the standard price statistics.* Thus it is argued that central banks ought to target a price
index whose rate of increase corresponds to the inflation that generates the costs that central banks are
seeking to avoid by focusing on an inflation-control objective. Inflation is costly to society because it
disrupts the co-ordination of economic activity and discourages the use of fiat money in market
transactions. While it is possible that some of the costs of inflation are captured by changes in the cost
of living, some of them may require a much broader measure of market transactions. One conclusion
from this line of reasoning is that for the purposes of monetary policy what is needed is not a
microeconomic theory of the cost of living, but a macroeconomic theory of the cost of inflation. Thus
we can interpret various measures of core inflation as attempts to better measure this more appropriate
measure of inflation for monetary policy purposes.

But just how much guidance does the concept of monetary inflation provide when it comes to
measurement? Consider avery standard money market equilibrium condition:

where the notation is the usual. What is the effect of a supply shock (e.g. a hike in ail prices or tax
rates) on the price level? An adverse supply shock that lowers the level of output would, under
standard assumptions about the nature of the demand for money, also lower the demand for rea
balances. Absent any action on the part of the central bank to alter the stock of money outstanding,

2 Diewert (1997) notes that “...there is no unambiguous, complatelyrate méiod for removing all indirect commodity
taxes...any attempt to do this will be a complex exercise in applied general-equilibrium modelling rather than in
economic measurement. Moreover, the fact that the government has caused consumer prices to increase rather than some
other economic phenomenon seems somewhat immaterial: In either case, households are facing higher prices, and we
may want to measure this fact!”"(Diewert, 1997, 134)

® See also Diewert and Bossons (1987).

4 See, for example, Howitt (1997).

® Bryan and Cecchetti (1994) argue “During periodpadr weather, for example, food prices may rise to reflect decreased
supply, thereby producing transitory increases in the aggregate ingesud® these price changes do not constitute
underlying monetary inflation, the monetary authorities should avoid basing their decisions on them.”(Bryan and
Cecchetti, 1994, 195).



M 3, the price level must rise to clear the market for real balances. Is this increase in the price level
“monetary” inflation or not? It does not constitute monetary inflation in the sense that its proximate
cause is something other than an action on the part of the central bank. It does constitute monetary
inflation to the extent that, in principle, an appropriate response on the part of the central bank (cut the
stock of base money to match the decline in the demand for base money) could have prevented it from
occurring. More generally, the inflation rate is determined by the rate of growth of the stock of money
relative to the demand for it. The inflation rate is not uniquely determined by the monetary authorities
but by the monetary authorities and the private sector jointly.

3. THE BASIC FRAMEWORK

The approach to price measurement that has (implicitly or explicitly) formed the basis of
many recent attempts to improve upon existing core inflation measures is the stochastic approach to
index numbers. In the academic literature this approach is exemplified by the papers by Clements and
Izan (1981, 1987) as well as a book by Selvanathan and Prasada Rao (1994). The research of Bryan
and Pike (1991), Bryan and Cecchetti (1993, 1994) and Cecchetti (1997) has brought this approach to
inflation measurement to the attention of monetary policy makers in the United States, while the work
of Quah and Vahey (1995), Blix (1995) and Fase and Folkertsma (1996) indicates that this alternative
way of thinking about inflation is also influential among the NCBs in the EU. Diewert (1995) provides
a critique of this literature from the perspective of the traditional economic approach to price
measurement, and some additional discussion is to be found in Wynne (1997).

The point of departure for all attempts to measure core inflation is the observation that the
changes in the prices of individual goods and services between two periods contain a common
component that constitutes core inflation and an idiosyncratic component that primarily reflects
developments in local markets. The problem of core inflation measurement is then to isolate these two
components of observed price changes. This idea is formalised by writing

Ty =M+,

This expression defines the rate of change of the price of an individual commodity,
i =In(p; ;) —In(p;,-y), as consisting of an aggregate inflation componéht=In(R ) —In(P_,)
and a relative price change componext,. The object we are interested in - the common

component of all prices and what we might interpret as the purchasing power of money. Different
approaches to the measurement of core inflation can be characterised by how they go about achieving
identification.

Table 1 presents a simple schema of how many of the approaches fit together. The

presumption in all of these approaches is that the “headline” rate, which is some weighted average of
N

the individual price changesz w 7 ., with weights chosen on the basis of expenditure shares, is a
=1

poor or second best approximationle. What differentiates the various approaches to core inflation

measurement is the information that is used to arrive at the core measure. One approach is to simply
re-combine the price changes of individual goods and services at each point in time to derive a core
measure. This is the “Ex. food and energy” approach, and also the essence of the limited influence
measures (such as the trimmed mean and weighted median) advocated by Bryan and Cecchetti.
Alternatively, we might choose to ignore the information in the cross-section distribution of individual

price changes and instead derive a measure of core inflation by smoothing current and previous
headline inflation rates. Thus some have advocated constructing a measure of core inflation by taking
a moving average of past inflation rates, or applying a Hodrick-Prescott filter to headline rates.

Intermediate to these two extremes is the Dynamic Factor Index proposed by Bryan and Cecchetti



(21993) which combines information on both the time series and cross section characteristics of
individual price changes.

4, ESTIMATING CORE INFLATION USING ONLY CONTEMPORANEQOUS PRICE
DATA

There is some intuitive appeal to the idea that we can somehow isolate the monetary
component of price changes by simply averaging the changes in the prices of individual goods and
services. This approach to inflation measurement has a long history, and was perhaps first fully
articulated by Jevons (1865). Jevons argued for the use of the geometric mean of price changes in
calculating inflation

“... as it seems likely to give in the most accurate manner such general change in prices as is
due to a change on the part of gold. For any change in gold will affect all prices in an equal
ratio; and if other disturbing causes may be considered proportional to the ratio of change of
price they produce in one or more commodities, then all the individual variations of prices will
be correctly balanced off against each other in the geometric mean, and the true variation of
the value of gold will be detected.” (Jevons, 1865, 296).

If we interpret the relative price ternx; ., in the equation above as an error term that is
normally distributed, with mean and variance given IB(x)=0,E(x,x/)=0/l,, Where
Xe =[Xpgs Xop0een Xy ]y it is straightforward to show that the maximum likelihood estimator of the

inflation rate, I:It , is given by a simple unweighted average of the rates of change of the individual
price series:®

Note that we identify core inflation in this model by defining it as the component of price changes that
is orthogonal to relative price changes. By construction, the estimated relative price changes, X, ,

have the property

Z)A(i,t =0

That is, the implied relative price changes average to zero.

Exponentiating both sides of the proposed measure of inflation we obtain the geometric mean
price index proposed by Jevons (1865) as a way of computing the change in the purchasing power of
money over time:

ot [

This measure of inflation has a number of appealing properties, not the least of which is the ease with
which it can be calculated. Unlike a simple arithmetic mean of price relatives (p;, / p; ) (the so-

called Carli index), this index satisfies the time reversal property. Fase and Folkertsma (1996) argue

® See Diewert (1995).



for the use of smple averages of price changes to isolate core inflation in an SVAR framework
(discussed below). However, this measure of inflation also has a number of serious shortcomings, all
of which ultimately relate to the strong assumptions made about the behavior of the réative price
terms, X, .

Note that so far nothing has been said about which prices to include in the calculations. The
prices to be averaged in arriving at a measure of inflation could be just consumer prices, or could
include the prices of al GDP transactions or the prices of all transactions (including intermediate
transactions) or could even include the prices of assets. Fisher (1920) argued that when it comes to
constructing a measure of the purchasing power of money we ought to look at as many prices as
possible:

“Perhaps the best and most practical scheme [for the construction of an index number] is that
which has been used in the explanation of P in our equation of exchange, an index number in
which every article and service is weighted according to the value of it exchanged at base

prices in the year whose level of prices it is desired to find. By this means, goods bought for

immediate consumption are included in the weighting, as are also all durable capital goods

exchanged during the period covered by the index number. What is repaid in contracts so

measured is the same general purchasing power. This includes purchasing power over
everything purchased and purchasable, including real estate, securities, labor, other services,
such as the services rendered by corporations, and commodities.” (Fisher, 1920, 217-218).

It is interesting to note that the preamble to the European Council Regulation governing the
calculation of the HICP which will form the basis for assessing inflation developments in the euro area
notes that “...it is recognised that inflation is a phenomenon manifesting itself in all forms of market
transactions including capital purchases, government purchases, payments to labour as well as
purchases by consumers.” (European Commission, 1998) Once we have abandoned the cost of living
as the guiding concept for inflation measurement for monetary policy purposes there is no reason for
confining our attention to changes in the prices of final consumer goods. Changes in the prices
received by producers, changes in the prices of intermediate goods and changes in the prices of
existing assets all carry information about monetary inflation.

5. ARE ALL PRICESEQUALLY INFORMATIVE?

One possible problem with this approach to estimating inflation is that it treats all prices as
being equally informative about inflation and thus equally impoftarguably a more appropriate
approach would be to weight the price changes of individual products in terms of their importance,
somehow definefi That is, an estimate of inflation of the form

~ N
M, = Z Wi 7T,
1=

’ Diewert (1997) sees this property of the Jevons index number as a “fatal flaw.”

8 The contrary view is taken by Bryan and Pike (1991), who write “...the strength of the inflation signal in goods and services
prices is not necessarily related to an item’s share of the typical household budget. As a monetary phenomenon, inflation
should influence the price of all goods and services equally. The inflationary signal in the price of a new pair of shoes is
theoretically the same as that in the price of shoe leather or, for that matter, in the price of cows. There is no reason to
expect movements in the price of one to be a clearer indicator of inflation than movements in the prices of others.”
Likewise Fase and Folkertsma (1996) note “...weighting the price index means that some prices get to determine the
general price level thus measured more than others. For an assessment of changes in purchasing power, weighting may
certainly be useful but there is no clear reason to gauge inflation by way of weighting.”




which assigns weights w; , to the price changes of individual products in arriving at a measure of

overal inflation may be preferable. Diewert (1995) shows that for this expression to be the maximum
likelihood estimator of the inflation rate we can retain our original assumption that the relative price
changes have zero mean, but need to replace the variance assumption with

E(x %) = atzvvt_l

where W, =diag[w,,, W,,,...,Wy ] . This assumption about the distribution of relative price changes

was proposed by Clements and Izan (1981). They motivated it by arguing as follows: “If we think in
terms of sampling of the individual prices to formz, ]... for each commodity group, then it seems

reasonable to postulate that the collection agency invests more resources in sampling the prices of
those goods more important in the budget. This implies thdar.(X; , ) ]...is inversely proportional to

..[w;]."(Clements and lzan, 1981, 745) Later Clements and Izan (1987) provided a different

justification for this assumption, arguing that the larger an item looms in the budget of consumers, the
less scope there is for relative price changes in that item. Neither of these justifications is particularly
appealing. However, the theory of the cost of living index provides an alternative rationale for
weighting individual price changes by shares in consumer’s budgets. A fixed-weight Laspeyres
measure of the price level at datgith period 0 as the base period can be written

pltq| N pt
S S,
mequo .

where we sefp; , =1, Ui . Log differentiating this expression we obtain

1 N N
— W,odp,t = ) hiJh
R4 R.& o ; o

That is, the standard fixed weight Laspeyres measure of inflation can be written as a weighted average
of the rates of change of the prices of individual goods and services. However, note that the weights,
., are not the budget share weights of the base pengg, Rather they are the “relative

importances” of each product, that is, the base period weight adjusted for the extent to which the price
of the good in question has grown faster or slower than prices on average. Goods whose prices
increase faster than average over time will have an increasing relative importance in a fixed-weight
Laspeyres type price index. This is simply another way of expressing the well-known tendency of

fixed-\éveight Laspeyres measures to overstate the true rate of inflation as defined by the cost of living
index:

But why do we need to confine ourselves to looking to budget shares for weights? The use of
budget shares as weights is best motivated by an appeal to the (atemporal) theory of the cost of living
index. Yet implicit in the notion of core inflation that ought to be of primary concern to monetary
policymakers is the idea that such inflation is inherently different to inflation as measured by the cost
of living index. Thus the weighting scheme that is optimal from the perspective of constructing a cost
of living index may no longer be optimal from the perspective of measuring inflation for the purposes
of monetary policy.

A weighting scheme that might be more appropriate for monetary policy purposes would
weight prices by the strength or quality of the inflation “signal” they provide. Indeed this is the

® For further details see Blinder (1981).



approach that implicitly underlies the “Ex. food and energy” or “Ex. indirect taxes” approaches to
estimating core inflation that are used by many central banks and statistical agencies. In these
approaches we attach zero weight to certain prices on the (unstated) grounds that they convey zero
information about core inflation. Formally,

w=0 if g’>ad?

where g2 is some “unacceptably high” level of variability in short term price changes. It is worth

noting that there is no justification for such a practice from the perspective of the theory of the cost of
living index. The rationale for excluding certain prices from an estimate of core inflation must lie
other than in the theory of the cost of living index.

One scheme for operationalising the idea of weighting prices in terms of the quality of their
inflation signal would be to set the weights as follows:

1
_ o’

i N 1
2
&o

That is, choose weights for the various individual prices that are inversely proportional to the volatility
of those prices. A weighting scheme along these lines has been investigated by Dow (1994), who
termed the resulting measure of inflation a Variance Weighted Price Index, and by Diewert (1995),
who termed the resulting measure of inflation Neo-Edgeworthian. Wynne (1997) reports the results of
applying a scheme along these lines to US CPI data. The advantage of employing a variance weighting
scheme to calculate core inflation is that we do not discard potentially useful information about core
inflation that may be contained in food and energy prices, or whatever categories are excluded. The
“Ex. food and energy” approach to estimating core inflation is further compromised by the fact that it
requires that we make a once and for all judgement about what the least informative categories of
prices are for estimating core inflation. A variance weighting scheme such as the above allows weights
to change over time as the volatility of different categories of prices changes over time. The speed
with which the weights will change in response to changes in volatility will be determined by the
choice of the estimation “window” for the variances.

Yet another weighting scheme was proposed informally by Blinder (1997). Starting from a
definition of core inflation as the persistent or durable component of inflation, Blinder suggests that
when it comes to calculating core inflation, individual price changes should be weighted by their
ability to forecast future inflation. Blinder argues that central bankers are a lot more concerned about
future inflation than they are about past inflation, and that when thinking about the measurement of
core inflation as a signal extraction problem, future inflation is the object about which we are seeking
information via current signals. Thus core inflation is defined in terms of its ability to predict future
headline inflation. At present there have not been any attempts to operationalize this dpproach.

6. SOME PROBLEMS

If we think about the problem of core inflation measurement in terms of an estimation
problem, we need to ask whether the distribution assumptions that underlie the estimation are borne
out by the data. There are two important distributional assumptions that need to be looked at. The first

1 However note that Bryan and Cecchetti (1994) evaluate various measures of core inflation in terms of their ability to
forecast future inflation.



is that individual price changes are normally distributed, and the second is that individual price
changes are independent of one another.

The geometric mean of price relatives is the maximum likelihood estimator of core inflation
under the assumption that individua price changes are normally distributed. |s this assumption borne
out by the data? No. There is an extensive literature documenting the statistical properties of
individual price changes, and it is clear that individual 7;, are typicaly not normally distributed. This

fact was first noted by Bowley (1928) in a critique of Jevons, and has subsequently been further
documented by Vining and Elwertowski (1976), Ball and Mankiw (1995), Cassino (1995), Bryan and
Cecchetti (1996), Balke and Wynne (1996) and Wynne (1998). There is evidence of significant
skewness and kurtosis in the cross-section distribution of price changes. Skewness in the distribution
of price changes may reflect the fact that changes in the money stock do not necessarily affect all
prices at the same time,™* or it may simply reflect skewness in the underlying shocks that causes
relative prices to change.”?

If the distribution of 7, can be characterised in terms of a distribution with afinite number of

moments, it may still be possible to estimate core inflation as the solution to a maximum likelihood
problem. However, the resulting measure will probably be significantly more complicated than a
simple geometric mean of price relatives.

A more constructive response to non-normaity in the distribution of 7;, is to employ

estimators that are robust to departures from normality. This is the approach advocated by Bryan and
Pike (1991), Bryan and Cecchetti (1994, 1996) and Cecchetti (1997). Bryan and Pike argue for the use
of the median of 7;;, as an estimate of core inflation on the grounds that the median is a more robust

measure of central tendency. Bryan and Cecchetti (1994) examine in more detail alternative
approaches to estimating core inflation and conclude that of the various measures they look at the
weighted median CPI performs best. More recently Bryan, Cecchetti and Wiggins (1997) investigate
the ability of various trimmed means of the cross section distribution of price changes to track trend
inflation. To compute the trimmed mean of the cross-section distribution of prices, start by ordering
the sample (from largest to smallest price change, say). Then define the cumulative weight from 1 to i

I
aW, = Zw(m , Where w;,, denotes the sorted j'th weight. This allows us to define the index set
]:

I, ={i :L<V\/it <1—i} . The a % trimmed mean inflation rate is then defined as
100 - 100
— 1
I-Itk(a) = W(i),tﬂ(ki),t
120 &
100

where 77;,, is the sortegth price change. o =0 we obtain the weighted sample mean. Eor 50

we obtain the weighted sample median.
Yet a further objection to the use of the geometric mean is that changes in relative prices are
not independent of each other. Thus if we continue to think about core inflation measurement as an

estimation problem, the assumption tiix. x{) = o1, needs to be replaced with the more realistic
assumptionE(x, x;) = oQ . In this case the core inflation rate can in principle be estimated as

ﬁt = (/;\IQ_l/N)_l/'NQ_lm

™ Indeed Ball and Mankiw (1995) argue that this property of the distribution of price changes is important evidence
favouring sticky-price or menu-cost models of real-nominal interactions.
2 Thisinterpretation is proposed by Balke and Wynne (1998).



where /7, isan N x1 vector of 1's. In practice, however, operationalising this approach would require
making strong assumptions about the precise nature of the interaction between relativa.g@rices (
specification ofQ) and to date there do not appear to have been any attempts to construct estimates of
core inflation along these lines.

A more fundamental objection to the use of the geometric mean is that it requires the
systematic component of each price change to be the same, thereby precluding any long-term changes
in relative prices. Casual empiricism suggests that this restriction is seriously at odds with reality. This
criticism of the geometric mean of individual price changes as an estimate of inflation was first made
by Keynes (1930).

Clements and Izan (1987) proposed a way around this problem. They start by writing

Tig =M+, =0 +1 +g,

where the relative price ternx; ., now contains a non-zero component, as well as a mean-zero
stochastic component; . Assume

E(¢,) =0, E(,&) =02W,*

whereW, =diag[wy,,W,,,...,Wy ] . To identify [, andr, , add the identifying assumption

N
Zwi,tri =0

The maximum likelihood estimator of the inflation rate is the same as in the basic model (i.e. a simple
weighted average of the individual price changes), but now the expected changé&tin rilative
price isE(7;, —M,) =r;. While this model is an advance over the simple framework, it is not obvious

that the assumption of constant rates of relative price changes is any more palatable than the
assumption of no systematic changes in relative prices. For many products, their relative prices tend to
follow a U-shaped pattern over their lifetimes, with rapid relative price declines following the
introduction of a product, followed by relative price stability as the product reaches maturity, followed
by relative price increases as the product is displaced by newer products before finally disappearing
from the market.

7. COMBINING CONTEMPORANEOUSAND TIME SERIESINFORMATION TO
ESTIMATE CORE INFLATION

Perhaps a more serious shortcoming of these models is that they fail to take account of
persistence in both individual price changes and the inflation rate. Some of the dynamic models that
have been proposed in recent years seek to remedy this problem, and succeed to varying degrees. We
will start by looking at the Dynamic Factor Index (DFI) model proposed by Bryan and Cecchetti
(1993) and Cecchetti (1997). This model is of interest for many reasons, not least of which is the fact
that it is the only model that attempts to combine information on both the cross-section and time series
characteristics of individual price changes in deriving a core inflation measure.

The DFI model starts with the equation

T, =TT, + X%,

10



where as before 7, =[7,,7i5 . 7] @D X =[Xg, Xoy 0o Xy ] - Identification of the common

inflation component in all price changes (core inflation) is accomplished by positing time series
processes for inflation and the relative price change components of individual price changes as
follows:

WM, =¢ +&,
O(L)x, =n,

where W(L) and ©(L) are matrix polynomials in the lag operator L and ¢, and /7, are scalar and
vector i.i.d. processes respectively. If W(L)=1 and ©(L) =1, we obtain the static model discussed at
length above. Another special case of this model where W(L)=1-¢,L and O(L)=1 has been
studied by Dow (1994). Bryan and Cecchetti (1993) and Cecchetti (1997) estimate versions of this

model assuming that W(L) =1-¢4L —¢,1* and ©(L) =1-6,L - 6,L2.

In the DFI model the common element in all price changes, M, , isidentified by assuming that

it is uncorrelated with the relative price disturbances at all leads and lags instead of just
contemporaneoudly. Thisis clearly a much stronger identifying assumption than is used in the smple
static factor models discussed above (where inflation is defined as the component or price changes that
is uncorrelated with relative price changes contemporaneously). It is not clear what is obtained by
employing this stronger assumption. The DFI model is also susceptible to the criticism that it only
alows for constant trends in relative prices. But perhaps the biggest shortcoming of the DFI approach
to measuring core inflation is that history changes each time a new observation is obtained and the
model is re-estimated. This problem is common to all measures of core inflation constructed using
econometric procedures. While this is not usually ranked as a major concern in choosing and
constructing a measure of core inflation, it is of great importance to a central bank that plans to use a
core measure as an integral part of its communications with the general public about monetary policy
decisions.

8. DYNAMIC MODELSII: BRINGING SOME MONETARY THEORY TO BEAR ON
THE DEFINITION OF CORE INFLATION

Core inflation as identified by the static and dynamic factor models above is essentially a
statistical concept that it is difficult to attach much economic meaning to. Unlike the economic or cost
of living approach to inflation measurement, no substantive economic theory is used to derive these
estimates of core inflation. The motivation is usually some simple variant of the quantity theory of
money, whereby a given change in the stock of base money is presumed to affect all prices
equiproportionately (see the quote from Jevons above). Thus the best estimate of monetary inflation is
whatever best estimates this average or common component in price changes. Bryan and Cecchetti
(1994) do evaluate their measures of core inflation using basic propositions from monetary theory
(core inflation should be caused by but not cause money growth; and core inflation should help to
forecast future headline inflation). However these ex post evaluations of the performance of various
proposed measures are not quite the same thing as using monetary theory to construct a measure of
inflation. If there is a meaningful distinction between the cost of living and monetary inflation that is
of concern to central bankers, then presumably we should be able to draw on monetary theory to help
us measure this aternative concept of inflation.

This is the approach adopted by Quah and Vahey (1995), who adopt a more monetary-
theoretic approach to the measurement of core inflation. They define core inflation as the component
of measured inflation that has no impact on real output in the long run, and motivate this definition on
the basis of a vertical long run Phillips Curve. Their measure is constructed by placing long-run
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restrictions on a bivariate VAR system for output and inflation. Quah and Vahey assume that both
output and inflation have stochastic trends, but are not cointegrated. Thus they write their system in
terms of output growth and the change in the inflation rate:

Y, 0 & .
Z, = =Y D(j)n(t-
An IZ (Hn-1i)

where 17=[n,,n,]" with the disturbances assumed to be pairwise orthogonal and Var() =1 . Here
M, denotesinflation at date t as measured by a conventional price index such asthe CPI or RPI. Note

that Quah and Vahey do not use any information on the cross-section distribution of individual price
changes to construct their core inflation measure. The long-run output neutrality restriction is

Z dy, (j) =0. Theinflation process can be written
J:

Ar, = X (D= 1)+ X (D2t =) -
; 2 J; 22 2

Quah and Vahey’s candidate measurehahges in core inflation is simpIyZ dy, (D t=1]).
J:

The Quah and Vahey approach to measuring core inflation has also been implemented by Fase
and Folkertsma (1996), Claus (1997), Jacquinot (1998), Gartner and Wehinger (1998), and Alvarez
and Matea (forthcoming). Fase and Folkertsma relate this measure of inflation to Carl Menger's
concept of the inner value of money. However rather than measuring the inflation rate using the CPI,
the take as their measure tmeveighted average rate of change of the component series, calculated on
the basis of 200 component price series for the Netherlands, arguing that “...weighting may certainly
be useful but there is no clear reason to gauge inflation [as a monetary phenomenon] by way of
weighting.” Fase and Folkertsma also calculate a core inflation measure for the EU by aggregating
price and output data for Austria, Belgium, France, Germany, Italy, the Netherlands, Spain, Sweden
and the UK.

As noted, the theoretical justification for the Quah-Vahey approach is the presumption that the
Phillips Curve is vertical in the long run. While this might appear to be a relatively innocuous
assumption, upon reflection it is clear that it is not without problems. If we accept that the Phillips
Curve is indeed vertical in the long run, we are essentially saying that inflation is neutral in its effects
on the real economy.lt is not obvious that all monetary economists would accept this proposition,
still less central bankers charged with the pursuit of price stability. Even fully anticipated constant
inflation can have real effects, as documented in the well-known study by Fischer and Modigliani
(1978). More generally, insofar as inflation constitutes a tax on holdings of base money, changes in
this tax rate may be expected to have implications for agents’ decisions about how much money to
hold, which will in turn have other real effects (except under limiting assumptions). Another way of
thinking about this problem is in terms of the widely held view that the sole objective of monetary
policy should be price stabilify.If we accept that core inflation as measured by Quah and Vahey does
in fact correspond to the component of inflation that is under the control of the monetary authority,
and also that this component of inflation is in fact neutral with respect to output in the long run, it
invites the question of why a central bank would ever want to be concerned about price stability. After
all, if all the central bank controls is the price level in the long run, and if the rate at which the price
level increases has no implications for the level of real economic activity, then one inflation rate is just
as good in welfare terms as another. There is no reason to prefer a steady state inflation rate of 2%

13 The price level is superneutral.
14 Although not universally: see for example Aiyagari (1990).

12



over one of, say, 20%. Price stability or zero inflation ought not to play any particular role in the

setting of objectives for monetary policy. Of course nobody seriously believes this. A more realistic
assumption might be that the Phillips Curve is not vertica in the long run, but rather upward sloping,

from left to right, as proposed by Friedman (1977). Such an assumption would better capture the

notion that steady-state or long-run inflation is indeed costly from society’s perspective, but would
probably be a lot more difficult to operationalise.

Blix (1995) also implements the Quah and Vahey model. However Blix's implementation of
the model differs in important respects from Quah and Vahey. To start with, the long run identifying
restriction is implemented in a common trends framework rather than a VAR. That is, the model

estimated is
0 [,
geh +gu %;EW(L)%ME
%E & 21 Oy nt

with the growth terms given by the vector random walk process

N

t t-1 n;t

However, the most substantive difference between this specification and that of Quah and Vahey is the
fact that the system is specified in terms of output angrtive level rather than the inflation rate.
Arguably, the proposition that changes in the money stock, and by extension the price level, are
neutral in their effects on real economic activity is less controversial than the proposition that changes
in the growth rate of the money stack (and by extension the inflation rate) are also neutral in the long
run. The distinction is important. Estimating core inflation on the basis of posited neutrality of changes

in the price level is surely a lot more appealing from a central banker’s perspective than estimation
based on the long run neutrality of inflation.

Quah and Vahey express agnosticism about the exact determinants of underlying inflation.
However, Blix extends the Quah and Vahey framework to make the role of money even more explicit
by estimating the following extended system:

Pt

um—xwg %EW(L)%D

[¢pr[

In addition a cointegration restriction is imposed that requires that velocityy,HeR —M,, is
stationary. The restriction requires that

B9
== 10

i 1

This extension thus brings further hypotheses about real and nominal interactions to bear on the
estimation of core inflation. Blix reports that the measures of core inflation obtained in the basic and
the extended Quah and Vahey model are quite similar. Unfortunately he does not provide details of the

> As justification Blix notes that “Dickey-Fuller tests suggest that the vefdgr = (AY;,AR)’ is stationary for all

countries considered” including the UK. Quah and Vahey claim that “The standard tests confirm that meftatioed
and output can be treated as I(1)" (emphasis added) using UK data. There is a puzzling inconsistency here.
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data used. Monetary theory tells us that, under a fiat monetary standard, the price level is ultimately
determined by the stock of base money outstanding relative to the demand for it. Therefore the
appropriate measure of M in the system above is a measure of the base money stock. However, the
assumption of stationary velocity of base money is probably at odds with the data for several, if not
all, industrialised countries.

While Blix's approach to estimating core inflation is more plausible in many respects than the
original Quah and Vahey implementation, the fundamental problem of what can be achieved via long
run restrictions when we only have a finite sample of data available remains. Faust and Leeper (1997)
and Cooley and Dwyer (1998) explore this problem in some detail. The latter provide a series of
compelling examples that demonstrate how sensitive inferences from SVAR models are to seemingly
innocuous auxiliary assumptions (about whether the data are trend stationary or difference stationary,
the number of underlying shocks and so on). So far there has been no attempt to evaluate the
sensitivity of core inflation estimates from the SVAR approach of Quah and Vahey to alternative
auxiliary assumptions. The SVAR approach to core inflation estimation is also subject to the criticism
levied against the DFI, that because it is based on econometric estimates, history will change each time
a new observation is added.

0. CRITERIA FOR CHOOSING A MEASURE OF CORE INFLATION

Table 2 presents a set of criteria that could be used to settle on a measure of core inflation, and
gives some indication of the extent to which various proposed measures meet these criteria. Note that
included in the table are moving average type measures of core inflation, which we have not discussed
in any detail. The simplest such measure is a year-on-year inflation rate, which is simply an average of
the inflation rate over the past twelve months. The exponential weighted measure of Cogley (1998)
could also be included in this category. The major drawback of all such measures is their inherently
backward looking nature.

First among the criteria listed is that the measure should be computable in real time. Almost
all proposed measures meet this criterion. The only exceptions are measures based on two-sided filters
of some sort (such as the band-pass filters proposed by Baxter and King (1995)). Note also that while
a measure of core inflation constructed using the well-known Hodrick-Prescott filter is computable in
real time, the “end of sample” problems with this filter documented by Baxter and King (1995) make
it particularly unappealing as a basis for core inflation measurement.

The second criterion listed is that the measure should be forward looking in some sense. Most
of the proposed measures are not inherently forward looking, but they may have some predictive
power for future headline inflation. Only the SVAR measures are forward looking by construction.
One way in which it is possible to induce an element of forward lookingness into the various measures
is to calibrate them to predict future headline inflation or track a trend that is defined in a two-sided
manner. Thus Bryan, Cecchetti and Wiggins (1997) calculate the optimal trim on the basis of the
ability of the trimmed mean to track a 36-month centred moving average of headline inflation.

The third proposed criterion is that the measure have a track record of some sort. Trivially, all
of the measures meet this criterion, but some have been more thoroughly explored than others. The
Edgeworth index and the Dynamic Factor index are probably the two least examined measures of core
inflation.

The fourth proposed criterion is that the measure be understandable by the public. The inclusion
of this criterion is only important insofar as a central bank wishes to compute a measure of core
inflation and use it as an integral part of its regular communications with the general public to explain
monetary policy decisions. It is questionable wheti®r of the more sophisticated core inflation
measures could easily be explained to the general public.

If a core inflation measure is to be used by a central bank to communicate with the general
public, it is also important that history not change each time we obtain a new observation. This is the
fifth criterion listed, and it essentially rules out (or at least severely compromises the attractiveness of)
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any core measure that is derived from econometric procedures. It would be worthwhile to discover just
how sensitive econometric based estimates of core inflation are to the addition of new information.

Finally it is desirable that the chosen measure have some theoretical basis, idealy in monetary
theory. The only measure that really satisfies this criterion is the SYAR measure proposed by Quah
and Vahey. However, not al attempts to implement this approach are careful to distinguish between
long-run neutrality and long-run superneutrality of money. | have argued that only identification of
coreinflation based on the neutrality of money should be of interest to a central bank.

10. CONCLUDING OBSERVATIONS

This paper reviewed various approaches to the measurement of core inflation. A common
theme linking many of these approaches is the idea that there is some concept of monetary inflation
that is distinct from changes in the cost of living and that is a more appropriate target of monetary
policy. Reasoning from a traditional quantity theory perspective, this has motivated several authors to
look at aternative estimates of the central tendency of the distribution of prices as the best estimate of
core or monetary inflation. Other authors have used dynamic frameworks along with neutrality
propositions from monetary theory to try to estimate core inflation. All of these approaches suffer
from the fact that there is smply no agreed upon theory of money that can serve as a basis for inflation
measurement that could plausibly replace the theory of the cost of living.

| have also addressed (somewhat tangentialy) the question of how measures of core inflation
ought to be evaluated. Many of the measures of core inflation that have been proposed in recent years
eschew the theory of the cost of living index as the basis for measurement. This makes evaluation
difficult. The theory of the cost of living index provides a coherent framework for the evaluation of
measures of headline inflation such as the CPI or the HICP. Essentially we deem a measure of
headline inflation to be reliable by the degree to which it approximates the theoretical ideal. There is
no theoretical ideal for a monetary measure of core inflation. Rather they are evaluated by their
consistency with various loosdaly formulated propositions from monetary theory. Thus a measure of
core inflation that is designed to capture “monetary” inflation might be evaluated by the extent to
which it is (Granger) caused by some measure of the money stock but does not (Granger) cause
money. Or a measure might be evaluated by the degree to which it forecasts future inflation. This is an
approach suggested by Blinder (1997). The problem with this is we start to leave the area of economic
measurement and enter the domain of formal theorising and forecasting. It needs to be asked why we
would want a measure of core inflation that forecasts future headline inflation. Surely the central bank
would be more interested in forecasting future inflation (and would get better results) using
multivariate rather than univariate approaches?

This review of various approaches to core inflation measurement also suggests a large number
of questions for future research.

First and foremost before choosing a measure of core inflation we need to specify what it is
we want the measure for. Do we want a measure of core inflation to answer the question “What would
the inflation rate have been if oil prices (or indirect taxes) had not increased last month?” If so, then
none of the approaches reviewed above will help. This question can only be answered in the context of
a full general equilibrium model of the economy. Furthermore if the measure of inflation we are
interested in is the cost of living, then it is not clear why we would ever want to exclude the effects of
oil price increases or indirect taxes. Thus it must be the case that when measuring core inflation we
have some other inflation concept in mind. Ideally a central bank would be most interested in a
measure of inflation that measured the rate of decline in the purchasing power of money.
Unfortunately there is no well developed and generally agreed upon theory that can serve as a guide to
constructing such a measure. Thus in practical terms we left with the options of constructing a core
inflation measure so as to better track the trend inflation rate (somehow defined) in real time, or what
in many circumstances may amount to the same thing, forecast the future headline inflation rate.
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To start with it might be useful to take a cue from the recent work of Cecchetti (1997) and
Bryan, Cecchetti, and Wiggins (1997) and define the problem of core inflation measurement as that of
tracking changes in the trend inflation rate. They define the trend as a simple 36-month centred
moving average of headline inflation, and then estimate using Monte Carlo methods how much to trim
from the cross-section distribution of price changes so as to best track thistrend using a trimmed mean
measure of core inflation. Their use of a trimmed mean is motivated by the by now well-documented
skewness and kurtosis in the cross-section distribution of changes in consumer and producer pricesin
the US. Thus a first step in constructing a core measure for the ECB would be to document the
statistical characteristics of the cross section distribution of HICP price changes.® Assuming (as seems
reasonable) that the distribution exhibits similar characteristics to that of the US CPI, it would then be
useful to investigate the ability of some of the core measures discussed above to track this trend. Note
that in doing so we will rapidly come up against the very binding constraint of the short time series of
observations for the HICP. With only four years of data it will not be possible to assess the ability of
core measures to track the trend in the actual data. The best that can be hoped for is that the inferences
drawn from the Monte Carlo experiments are robust. One way around this data constraint would be to
investigate various core measures using national CPI data for which longer time series ought to be
available. One problem here is that the characteristics of the national CPI data may reflect a particular
type of relative price variability that will disappear after the start of EMU, namely that due to
exchange rate changes.

The discussion above was highly critical of the various dynamic approaches to core inflation
measurement, such as the DFI and the SVAR approach of Quah and Vahey. | asserted that the major
shortcoming of the DFI model is that history changes each time a new observation is added. It would
be useful to know before dismissing this approach completely by how much history changes each time
the model is re-estimated. This should aso be done for the other econometric based measures of core
inflation. If it turns out that the amount by which the addition of new information causes previous
estimates of core inflation to change is trivia, this criticism might lose alot of its force. There would
also be some merit in further exploring the SVAR approach of Quah and Vahey. The great merit of
this approach is that it has some basis in monetary theory, but it only makes sense if it is
operationalised on the basis of neutrality of money rather than superneutraity. Here what needs to be
done (in addition to assessing the sensitivity of estimates to the addition of new information) is to see
how sensitive the measures of core inflation are to violations of the auxiliary assumptions.

18 Preliminary results are presented in Wynne (1998).
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Schema of approachesto core inflation measurement

Tablel

Time perspective

Cross-section

Time series

Raw data

Individual price changes

“Ex. Food and Energy”,
Limited influence estimators,
Neo-Edgeworthian (varianc

weighted) Index

D

Dynamic Factor Inde

Moving averages,
filtered series,

Headline inflation rate NA Exponentially
smoothed series
Price data (either SVAR measures
headline or
disaggregated) plus NA

other aggregates
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Table?2

Criteriafor selecting a measure of core inflation

“Ex. food and Moving averages Trimmed mean Edgeworth Dynamic factor VAR measures
energy” (variance weighted index
index
Computable in real Yes Maybe Yes Yes Yes Yes
time
Forward looking No No (?) No No No Yes
Track record Yes Yes (?) Yes Yes (?) Yes Yes
Understandable by Yes Yes (?) Maybe No No No
public
History does not Yes Maybe Yes No No No
change
Theoretical basis No No No No No Yes
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1. Introduction

In the last decade, inflation targeting has become a widely used framework for both theoretical
analysis and practical design of monetary policy.! In this framework, the primary objective of the
central bank is to keep inflation in line with the target, mainly by affecting real economic activity
through appropriate adjustments of its instrument rate. This task may seem straightforward but is in
practice associated with considerable difficulties.

One problem pertains to the identification and selection of an appropriate target variable. The
common view of inflation-targeting central banks seems to be that not all movements in the genera
price level are equally important from a monetary policy point of view. For example, if an increase or
decrease in inflation is perceived to be sufficiently temporary, a policy response may not be regarded
as necessary. This suggests that central banks wish to avoid basing their monetary-policy decisions on
inflation changes that are not part of the “pure” inflationary process, and rather focus on the
underlying, or core, rate of inflatiGnUnfortunately, underlying inflation is a variable that cannot be
directly observed.

Another problem is related to the determination of the component of real economic activity that
the central bank can affect through its policy. According to the widely accepted notion of long-run
neutrality of money, the central bank can affect real economic activity only temporarily. However, like
underlying inflation, the transitory component of output that can be affected by monetary policy is not
observable. An interpretation of the task of the central bank is therefore that it has to control an
unobservable variable — underlying inflation — mainly through the effects of interest rates on another
unobservable variable — a transitory component of output. This is obviously a rather intricate task.

Somewhat surprisingly, and adding to the complexity of the problem, the concept of core
inflation appears to have no clear theoretical definition. As indicated above, it is usually interpreted as
some more persistent component of measured inflation, but different approaches seem to refer to
different parts of persistent inflation. In the literature, it is possible to identify at least three different
views on core inflation.

The first, proposed by Eckstein (1981), interprets core inflation as “the rate [of inflation] that
would occur on the economy’s long-term growth path, provided the path were free of shocks, and the
state of demand were neutral in the sense that markets were in long-run equilibrium”. (Eckstein, 1981,
p. 8.) In what follows we label this view on core inflation “long-run inflation”, reflecting the fact that
it in this view is seen as a steady-state contept.

A second view, introduced by Quah & Vahey (1995), looks at core inflation as “that component
of measured inflation that has no (medium- to) long-run impact on [real] output”. (Quah & Vahey,
1995, p. 1130.) An alternative way of putting this is as that component of inflation that is generated by
shocks with no (medium- to) long-run effects on real output. Because shocks with no long-run effects
on real output are often referred to as demand shocks (Blanchard & Quah, 1989), the Quah-Vahey
view on core inflation may alternatively be interpreted as approximately corresponding to the demand-
driven component of inflation.

A third view, which in what follows is referred to as the “central-bank view”, seeks to capture
core inflation by eliminating or reducing the influence of certain factors, typically particularly volatile
and erratic components (see for example Blinder, 1982a). Since demand shocks are not in general
considered to be among these “undesirable” components, this view on core inflation differs from that
of Eckstein, in which the state of demand, as noted above, is required to be neutral at the core rate of
inflation.® It also seems to differ from the Quah-Vahey interpretation since not only demand shocks
are assumed to matter for core inflation.

! Surveys are given in, for example, Leiderman & Svensson (1995), Haldane (1995, 1997), Debelle (1997), and Mishkin & Posen (1997).

2 In this paper, the terms core inflation and underlying inflation are used synonymously.

% In this context it is however important to note that the policy implications from targeting the core or headline rate of inflation not
necessarily need to be different. An inflation-targeting central bank usually bases its actions on a forecast of inflation. Only to the extent that
the forecast of headline inflation differs from the forecast of core inflation will the policy actions then differ. This will happen if there are
foreseeable effects, for example temporary effects, which affect the forecast of headline inflation but not the forecast of core inflation. The
difference between the policy actions is hence likely to depend on the central bank’s target horizon.

4 Scadding (1979) suggested a similar interpretation.

® See Blinder (1982b).



In this paper we propose a new parametric approach for measuring core inflation and
interpreting the inflation process. The approach takes the unobservability of both core inflation and its
determinants explicitly into consideration and edtimates these unobservable components
simultaneoudly. In the model, measured inflation may change because of changes in three basic
factors: long-run conditions, transitory output, and “special factors”. The “special factors” include
supply shocks and other factors that affect inflation over and above changes in long-run conditions and
transitory output. None of the three basic factors can be directly observed, but each factor is
econometrically identified and thus possible to estimate.

Our approach has several interesting features. Firstly, because it explicitly identifies the
determinants of inflation within a theoretical model, it allowslegomposition of inflation into
economically interpretable components. This facilitates the understanding and analysis of the inflation
process. Secondly, and as a corollary of the above-mentioned aspect, we are able dstidetiesof
core inflation that parallel the above-discussed different views on this variable A measure closely
related to Eckstein’s (1981) approach is obtained by letting core inflation correspond to the part of
inflation generated by long-run conditions, that is when the influences of transitory output and “special
factors” are eliminated. Given that transitory output is assumed to reflect the state of aggregate
demand, which is the common interpretation in this type of model, a measure corresponding to Quah
& Vahey's (1995) approach is obtained by letting the part of inflation generated by transitory output
represent core inflation. The central-bank measure, finally, is obtained by merely excluding the effects
of certain of the “special factors” from the measured inflation rate. Thirdly, because our approach is
parametricdifferent specifications of the processes of the determinants of inflation (and hence also of
core inflation) may be considered. This may help us to improve our understanding of the inflation
process in Sweden (which is the country that we study), but it also may make the approach usable for
applications to other countries.

The remainder of the paper is structured as follows. Section 2 gives a brief review of the
approaches to estimating core inflation that can be found in the literature. Section 3 presents our
parametric model of the inflation process and discusses how it relates to the above-mentioned views
on core inflation. The empirical illustrations are presented and discussed in Section 4. Section 5,
finally, provides concluding remarks.

2. Different Viewson Core Inflation
2.1. Long-Run Inflation

According to the framework in Eckstein (1981), inflation can be divided into three components: core
inflation, a component related to aggregate demand, and a “shock” component. Core inflation is
interpreted as the inflation rate that would occur on the economy’s long-term growth path in the
absence of shocks and at a neutral state of demand — that is, as the inflation rate that would occur in
long-run equilibrium; long-run inflation for shdtEckstein develops an econometric model of the US
economy, which he uses to decompose actual inflation into these three components. Parkin (1984)
shows that this concept of core inflation essentially coincides with the expected rate of inflation in a
traditional expectations-augmented Phillips (or aggregate supply) curve.

Despite the fact that an immense number of Phillips curves have been estimated in different
contexts, Phillips-curve specifications have rarely been used to explicitly estimate core inflation
interpreted in this way. A possible explanation is that this steady-state interpretation of core inflation
seems to be rarely used outside (and possibly also inside) the academic sphere and is probably not
what people in general have in mind when referring to the term.

® This long-run interpretation of the core-inflation concept can also be found in macroeconomic textbooks. See, for example, Burda &
Wyplosz (1993) and Romer (1996).

" See also Scadding (1979, p. 8) who argues that core (underlying) inflation “presumably comes close to the theoretidatheotion o
perceived rate of inflation”.



2.2. The Quah-Vahey Approach

An alternative approach for estimating core inflation was introduced by Quah & Vahey (1995). Like
the Eckstein framework, this approach establishes a link between core inflation and other economic
variables. Coreinflation is seen as the component of measured inflation that has no (medium- to) long-
run impact on rea output. This restriction is in Quah & Vahey (1995) implemented in a bivariate
output-inflation vector-autoregressive (VAR) system by assuming that there exist (permanent) shocks
that do not affect real output in the long run. These shocks are then assumed to be the shocks that
generate core inflation. In the literature, shocks with no long-run impact on output have often been
interpreted as demand shocks. Thus, in the Quah-Vahey framework, core inflation may be interpreted
as demand-driven inflation (although Quah & Vahey themselves do not explicitly make this
interpretation).

This view of core inflation seems to differ from other views on the concept. Looking at core
inflation as the component of measured inflation that has no (medium- to) long-run impact on red
output implies that core inflation is associated with transitory movements of real output out of long-
run equilibrium. This contrasts with the interpretation of Eckstein, who assumes that core inflation is
the rate of inflation that would occur when the real economy is at its long-run equilibrium. The view
also differs from the central-bank view, which does not assume that core inflation only depends on
demand shocks.

Although no central bank to our knowledge is currently using an estimate derived from the
Quah-Vahey approach asits official estimate of underlying inflation, the approach has certainly gained
widespread use among analysts of monetary policy (see for example Blix, 1995, Fase & Folkertsma,
1997, Bjgrnland, 1997, Claus, 1997, Dewachter & Lustig, 1997, and Gartner & Wehinger, 1998).

2.3. The Central-Bank View

The approaches for estimating core inflation emanating from the central-bank view may be loosely
described as various ways of eliminating or reducing different “undesirable” effects on the measured
inflation rate. Typically, measured inflation is adjusted for highly volatile components and price
developments considered to be representing one-off shifts in the price level, such as changes in
indirect taxes. Sometimes, measured inflation is also adjusted with respect to the direct, more or less
definitional, adverse effects of the central bank’s own actions. In many countries, components directly
related to interest-rate changes are left out of the inflation measure since, for example, a tightening of
monetary policy will through these components increase measured inflation autonomously. Clearly,
such an adverse short-term effect is hardly an adequate reason for further monetary tfjhtening.

A common feature of the practical implementations of the central-bank approaches is that they,
unlike the approaches of Eckstein (1981) and Quah & Vahey (1995), do not establish an explicit link
between core inflation and other economic variables. Hence, they tend to have a weaker theoretical
under-pinning and may therefore be viewed as more “mechanical”. On the other hand, they are less
complicated and thus easier for the general public to understand, at least in the sense that the
operations made to arrive at the core-inflation estimate are quite straightforward.

Data on the different aggregate price index components (in practice, CPl components) are often
used as the starting point for the analysis of core inflation according to the central-bank view. One
commonly used approach attempts to make measured inflation reflect the underlying rate more
accurately by removing the estimated effects of specific disturbances and eventassibyacase
basis.” The most common example of this type of correction is adjustment for the effects of changes in
indirect taxes. Other events that sometimes are believed to motivate an adjustment are significant
changes in the terms of trade or different types of natural disasters causing large price increases on
certain items® This procedure requires adequate information regarding the source, magnitude, and
timing of the disturbance on the price series concerned, which may often be difficult to obtain.

8 See, for example, Roger (1994).

® See, for example, Roger (1994) and Ravnkilde Erichsen & van Riet (1995).

19 The escape clauses of the institutional monetary-policy framework of New Zealand (see for example Mishkin & Posen, 1997, p. 38) may
be viewed as a type of (implicit) case-by-case adjustment in that they allow the central bank to temporarily disregard certain inflation
impulses and to accommodeate first-round effects on prices, but not to allow the passing on of these effects to a second round.



Adjustment is primarily made with respect to the first-round effects, which may be less uncertain than
the successive feed-through effects of the shocks. In the case of indirect-tax adjustments, first-round
effects are often calculated by simply using the change in the tax rate and the weight in the CPI of the
items in question. However, even first-round effects may be difficult to determine since they may vary
over time, for example due to varying opportunities for firms to absorb price shocks in the profit
margins, and it may be unclear exactly which items that are affected. Furthermore, a seemingly
temporary price shock may affect inflation expectations and thereby feed through into the more
persistent parts of inflation. Hence, case-by-case adjustment necessarily contains a judgmental ad-hoc
element and may, as aresult, sometimes be viewed as a less transparent method.

Another frequently used approach intended to make measured inflation correspond more closely
to underlying inflation is the so-called excluding-food-and-energy approach which implies that certain
price series are completely removed from the aggregate price index. For example, the inflation rate
relevant for monetary-policy decisionsin the US excludes changesin food and energy prices while the
inflation-target variable in the UK is adjusted for mortgage interest payments. Contrary to the case-by-
case approach, adjustments are made systematically according to a pre-specified rule and they may
therefore be regarded as more transparent™ A disadvantage of the excluding-food-and-energy
approach is that it requires an ex ante identification of the price series to be excluded, which may not
always be an easy task. This is illustrated by the finding in Cecchetti (1997) that the CPI excluding
food and energy is, in fact, not less volatile than the CPI itself. Furthermore, one can hardly be certain
that the excluded price series never contain information on core inflation. Changes in excluded price
series may for example at some point in time and under certain circumstances affect inflation
expectations and hence feed into the more persistent parts of inflation in the same way as some of the
disturbances eliminated in the case-by-case approach. It is aso possible that the composition of the
group of items whose price behaviour differs from the behaviour of prices in general changes over
time. The once-and-for-all choice of the items to be excluded therefore runs the risk of generating an
estimate of underlying inflation that over time becomes misleading.

The basic idea in the case-by-case and excluding-food-and-energy approaches is that because
the overall price index is calculated as a weighted mean of the prices of individua items, the
importance of temporary disturbances will be overstated. This is also the point of departure for an
approach using so-called limited-influence estimators (LIES) to analyse core inflation. One type of
LIE, suggested by Bryan & Pike (1991), is the weighted median across the number of individua
prices.”? The median will differ from the mean when the distribution of individual price changes is
skewed. This may be the case when, for example, a period of poor weather raises the price of certain
items temporarily. The skewed distribution generates a transitory increase in the mean whereas the
median may not be affected (or, at least, less affected).

Bryan & Cecchetti (1994) provide a theoretical justification for the use of LIEs, based on the
framework in Ball & Mankiw (1995). In the absence of shocks, Bryan & Cecchetti assume that firms
raise their prices in line with underlying inflation. When a relative price shock (or cost shock) occurs,
the firms affected have to decide whether or not to change their prices at a rate differing from the
underlying rate. Changing the price is assumed to be associated with an adjustment cost (menu cost),
which implies that the shocks have to be sufficiently large to trigger such a price change. If the cost is
large enough, then the firms will choose not to react to the shock and we would as aresult find a spike
in the cross-sectional price-change distribution at the rate of inflation representing core inflation.
Furthermore, above and below certain cut-off points determined by the adjustment costs we would
find a lower and an upper tail representing firms hit by shocks large enough to induce deviating price
changes despite the adjustment costs. If the distribution of the underlying shocks is, for example,
skewed to the right, we would in the distribution of realised price changes expect to find an upper tail
that is larger than the lower tail. The most common inflation measure — the mean of realised price
changes -- would be influenced by both the spike and the tails and would hence over-estimate core
inflation. The median, on the other hand, would only regard the spike, which, according to the
assumptions, represents core inflation.

™ It should be noted that the excluding-food-and-energy approach is often used as a complement to the case-by-case approach. It is for
example common to adjust for changes in indirect taxes and at the same time exclude certain volatile price series.

2 The weighted median is obtained by ordering the individual items in the aggregate index with respect to the magnitude of the price change,
accumulating the weights and picking the price increase of the item corresponding to an accumulated weight of half of the total weight.



An advantage of the weighted median compared to the case-by-case and excluding-food-and-
energy approaches is that it is completely systematic in the sense that no arbitrary judgement
concerning what shocks to adjust for or what price series to disregard from is needed. Furthermore,
Bryan & Cecchetti (1994) conclude that among a humber of different estimates of core inflation, the
weighted median performs best in many respects, for example regarding the ability of the estimate to
forecast future price changes.

Another LIE is the trimmed mean, suggested by, for example, Bryan & Cecchetti (1994). This
estimator is computed by trimming a percentage from the tails of the distribution of individua price
changes, and averaging what is left. Thus, the weighted median may be seen as a specia case of the
trimmed mean where 50 percent has been removed from each tail of the distribution of price changes.
Bryan, Cecchetti & Wiggins (1997) and Cecchetti (1997) investigate the efficiency properties of
different estimators on US data. They find that the mean with around 10 percent trimmed from each
tail is the most efficient estimator of core inflation.** The choice of how much to trim from the tails is
however not obvious. Shortcomings that the LIEs share with the above-discussed other central-bank
estimates are that it is difficult to give the estimates an explicit economic content (for example, how
they relate to changes in demand and supply) and that there is arisk of excluding potentially important
information.

3. A Parametric Model of the I nflation Process

As mentioned above, the approach that we propose is based on the idea that the link between inflation
and other economic variables can be summarised in a model where inflation is a function of three
basic factors: long-run conditions, transitory real output, and “special fattdis& approach may be
regarded as an application of the so-called structural time-series or unobserved-components
(STM/UC) methodology® In this section we present the model and discuss some of its properties and
implications.

TRAN

Let 7, be the measured (CPI) inflation rata® long-run inflation, y| the relevant
transitory component of real output, a vector of “special factors” (to be defined below) normalised

so thatE(Z,) =0, and &, an IID error with zero mean and constant variagée The key equation
of our model may then be written as:

m - =ay (o - o a (T, — )+ By +

ﬁlyg—RfN ot ﬁq yTRAN + 5OZt + 5lzt—l Tt 5mzt—m T &,

tq

or, equivalently,
a(L)(m - ) = By +3(L)Z, +¢,, 3.1)

whereL is the lag operatot, X, = X,_; for any variable. Thus, the short-run component of measured
inflation (77 —77-") depends on a transitory component of real oufy{*" ) and a vector of

“special factors(Z,), or, equivalently, measured inflati¢n,) depends on long-run inflatidirz, ),

yi N, andZ, . A formal justification of our interpretation o, * as the inflation rate that occurs in

the long run will be given below.

Equation (3.1) bears a rather close resemblance to traditional Phillips (or aggregate supply)
curves (see, for example, Gordon, 1997, and Hall & Mankiw, 1994). In some respects, however, the
equation differs from traditional Phillips-curve specifications. One difference is that long-run inflation

3 A thirty-six month centred moving average of actual inflation is used as a representation of core inflation.

¥ Our framework is hence conceptually similar to that of Eckstein (1981).

15 See, for example, Harvey (1989) for a general reference. Examples of other applications of the STM/UC methodology are Apel & Jansson
(1997, 1998) and Gerlach & Smets (1997).



enters (3.1) as an explicitly identified component which is allowed to vary over time. Usualy, the term
that we label long-run inflation (which in traditiona expectation-augmented Phillips-curve
specifications corresponds to expected inflation) is assumed to be constant (captured by the mean rate
of inflation) or equal to the inflation rate in the previous period (whereby the change of inflation enters
the left-hand side of equation (3.1)). The equation thus alows for a separate identification of the
dynamics associated with changes in short-run and long-run inflation (the dynamics of long-run
inflation will be discussed below). In a specification with no long-run inflation dynamics (a constant
mLR ), the actual persistence of measured inflation has to originate from one or severa of the

following sources: (1) the autoregressive lags of measured inflation; (2) the transitory output terms; (3)
the “special factors” included in thé, vector. Equation (3.1) adds to these sources of persistence by

allowing for different dynamics of inertia with respect to short- and long-run inflation.

In this type of specification, th&, vector is generally regarded as a vector of supply-shock
proxies, intended to capture shifts in the Phillips curve (see, for example, Gordon:®1§8@)ing
the influence of supply changes is likely to give rise to mis-specification problems (see Apel &
Jansson, 1997, for further discussions of this point). In the present application it will be useful to
divide the Z, vector into two sub-categories. The first categ@fy,) contains the “undesirable”

components that the central bank wishes to exclude when making its analysis of core inflation (see the
discussion in Section 2.3). The second cated@ty,) includes (other) supply-shock proxies that

improve the fit of the equation but that here have no direct implications for the estimates of core
inflation.

From the discussion in the previous section it is clear that the central-bank approach to
estimating core inflation in practice involves a substantial judgmental element when it comes to
deciding on what disturbances and/or price series to adjust for. Hence, in our implementation of the
procedure, there are several possible candidates for variables to inchJge in general, of course,

the choice of variables i, , (as well asZ, ,) is a non-trivial issue that involves both theoretical and

empirical considerations. In our empirical application, we let the procedures and estimates of the
Swedish central bank (which are similar to those of other central banks) serve as guidelines when
deciding on what variables to include4n,, and how they are allowed to enter equation (3.1). In this
vector we therefore include data on changes in short-term nominal interest rates, changes in (the log
of) nominal oil prices and nominal import prices, and dummies representing changes of indirect taxes.
Furthermore, only the contemporaneous effects of these variables are consideré&q, Meetor

contains changes in (the log of) labour productivity and relative oil priéguation (3.1) can then be
re-written as:

a(L)(7 = 17) = L)Y +0y,Z,, +8,(L)Z,, + &, (3.2)

where ¢, captures the contemporaneous impact of the variabBgs,iand d,(L) =y J,,L' .

1=
Although the problem of selecting appropriag variables is present also in this parametric

approach, some interesting differences compared to many of the previously discussed methods can be
identified. To elaborate somewhat on this point, it is useful to rewrite equation (3.2) as:

1°1f (3.1) is viewed as an aggregate supply relationship, then &, isalso usually interpreted as a supply shock.

¥ For purposes of identification, it is assumed that changes in real oil prices do not have an immediate impact on measured inflation.
Although not problem-free, this assumption does not appear unreasonable in light of the fact that “behavioural” changely gresump
with some lags. The data are quarterly and run from 1970:1 to 1998:1. For further details, see Appendix 1.
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Firstly, because we measure the variables’ effects on inflation econometrically rather than using the
weights of the items in the CPIl, we may, at least to some extent, be able to capture the
interdependence between different items. For example, an increase in the price of oil may give rise to
contemporaneous price increases in a large number of items in the CPI basket. By estimating the
average impact of changes in the price of oil (captured},ir) rather than just using the weight of oil

in the basket, it may be possible to obtain a more accurate measure of these effects on overall CPI
inflation. Secondly, the fact that the specification contains dynamics of short-run inflation implies that
it is possible to take into account potential dynamic feed-through effects of changes4p, the

y ™). These effects are in this model

variables (as well as, of course, of change<jp and

reflected in thea(L)™ term. For example, a change in an indirect tax may, due to inflation inertia,
have effects in several consecutive periods. Just considering the first-round effect, possibly by simply
using the change in the tax rate and the weight in the CPI of the items hit by the tax, may therefore
give misleading results.

In Phillips-type equations it is common to interpret the transitory component of oyfﬁ’m,,

as an estimate of the “output gap”. Since changes in aggregate demand are frequently regarded as the
main source of business-cycle fluctuations, the output gap (or the unemployment gap) is often

regarded as a measure of excess demand. The state of demand may hence be considered to be neutr:
when y™N =0. In most empirical studies, the transitory part of output (or unemployment) is

calculated separately and inserted as an exogenous variable in the Phillips-curve specification. In the
present STM/UC approach, however, it is possible to treat the transitory part of output as an
endogenous variable and estimate it simultaneously with long-run inflation and the parameters of the
model.

In the preceding section, three different views on core inflation were described. Equation (3.3)
can be used to illustrate these views. In long-run equilibrium at a neutral state of demand and in the

absence of shocks, equation (3.3) implies that 71" .® This provides a justification for our
interpretation of7z." as the rate of inflation that occurs in the long run. A core inflation estimate
closely related to the one proposed by Eckstein (1981) then obtains as:

n.tCORE — n;LR 2 (3.4)

18 1n going from (3.2) to (3.3) it is assumed that the polynomial @(L) isinvertible so that short-run inflation, 77, — 77", does not contain
any unit roots.
 such dynamic feed-through effects could also have been allowed for by including lags of the variables in Zt‘1 . However, at a conceptual

level, wefind it in our case more natural to model these as arising because of inflation inertia. More generally then, one may wish to consider
different sets of AR parameters associated with short-run inflation changes depending on the source of the change of inflation. Because our
empirical applications are foremost meant as illustrations we have chosen not to address this issue further, but we note that it is an interesting
generalisation (although presumably not problem-free from atechnical point of view) to be considered in future applications.

2 The precise statement is. Y, =Z,, =Z,, =& =0 foralt O =" provided a(1) Z 0.

2 |t deserves here to be noted that the measurement of core inflation according to a strict interpretation of Ecksteih’sampobde

dealt with without knowing the precise nature of the sources of time variation that are prevalent in the process of Itatiprun-or
example, if long-run inflation is driven by some stochastic shocks, then core inflation needs to be measured conditioaaffeots tof

these shocks (in order to fulfil the “in-absence-of-shocks” criterion). In our applications, we shall generally allow #itesesfimore
inflation interpreted as corresponding to the Eckstein view to depend on stochastic shocks, but it is emphasised thattdhe estim
corresponding to the stricter interpretation obtain as simple special cases in which restrictions on certain parametsedafthainis, zero
restrictions on the variances of long-run inflation). If all the sources of time variation are regarded as ultimatelyhgrfginatshocks,

then, intuitively, the Eckstein approach to core inflation has to predict that core inflation always is constant. In (X8)etheftation is

equal to the constant unconditional expectation of actual inflation. But, in this case, of course, there is no “estimatigh prob



In the framework of Quah & Vahey (1995), core inflation is basicaly interpreted as the
demand-driven component of inflation. In our model, this would correspond to the second term of the
right-hand side of equation (3.3):

A = a(L) ALY 39

The central-bank view, in which the influence of different “undesirable” effects on measured
inflation is reduced or eliminated, is in this framework most naturally approximated by subtracting the

contemporaneous ternd,,Z , from measured inflation. Hence, core inflation according to the
central-bank view is taken to be:

T =7 =0y, 2y, = +a(L) T ALy +
(a(L)* =18,.Z,, +a(L)™"8,Z,, +a(L)¢,. (3.6a)

An advantage of our parametric approach, which is clear from the second equality in equation (3.6a),
is that the resulting central-bank estimate of core inflation, in contrast to more mechanically derived
estimates in this tradition, can be decomposed into economically interpretable components. As
discussed previously, it is within this approach also possible to derive a “dynamically adjusted”

central-bank estimate of core inflation:

nfORE =Tt _a(L)_lJO,th,l =
7" +a(L) T ALY™ +a(L) 6,2, +a(L) e, (3.6b)

Thus, the quantity(a(L) ™ -1)J,,Z,, may be regarded as a measure of the importance of the

dynamic feed-through effects associated with changgs,in
To be able to estimate equation (3.2), it is necessary to specify a parametric process for long-run
inflation, 77" . In STM/UC applications, the most common assumption is that “permanent”

unobservable long-run variables follow random walks. In our case this would meam thatl(1)
and satisfies:

e L (specification A) (3.72)

where & is an IID error term withE(£") = 0 and a constant variana:!afLR .

However, in the case of Sweden, one may question whether a non-stationary I(1) process like
(3.7a) provides a reasonable approximation of the behaviour of long-run inflation during the entire
sample period. From the early 1970s until the beginning of the 1990s, recurrent cost crises in Sweden
were accommodated by several devaluations (and a depreciation when the fixed exchange rate was
abandoned in November 1992). Both the mean and the variance of inflation were high and one may
well argue that the Swedish economy during this period lacked a reliable nominal anchor. Shortly after
the switch to a floating exchange-rate regime in 1992, an explicit inflation target of 2 percent was
introduced. Since then inflation has been low and reasonably stable.

2t is of course difficult to trandate the structural VAR framework of Quah & Vahey to the Phillips-curve framework used in this paper in a

fully satisfactory way. One important difference is that the demand-generated part of inflation is assumed to be an 1(1) process in Quah &

Vahey whereas it in our specification — as equation (3.5) makes clear — is an I(0) variable. We emphasise that the lid) asedniyt
Quah & Vahey is not a necessary condition for applying the Blanchard-Quah identification scheme of demand shocks. I&atotual inf
instead is assumed to be I(0), then the bivariate VAR system would be driven by a permanent and a purely transitory shibek. No f
identifying assumptions would be needed to achieve exact identification. A stationary demand-driven component of infigient eoth

the identification scheme of Blanchard & Quah, could then be computed by setting all permanent shocks equal to zerodiites proce
presumably, would generate a Quah-Vahey core inflation estimate which, at least from an empirical point of view, would tbe easie
compare with the estimate derived from equation (3.5).
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Against this background, we consider the following two aternative specifications of the process
of 71} :

n Onf +u,, t<1992:4 T
= ’ , (specification B) (3.7b)
QM*u, t>1992:4

LR _ Dlll +,7t,1 1<1992:4

A %u in. 1>1992:4" (specification C) (3.7¢0)
2 t,2 .

where u, py,and u, areconstantsand U, ,, U, ,, /],;, and 7, , innovations that are assumed to be
11D with E(u,,) = E(u,,) = E(,,) = E(,,) = 0 and constant variances g, , 0., , g, ,and 0, .
Thus, the switch to a regime with an explicit inflation target is assumed to have affected the process
for long-run inflation. In specification B, /7% is assumed to follow a random walk in the period

before the switch and to fluctuate randomly around a constant thereafter. In specification C, long-run
inflation is assumed to fluctuate randomly around a constant in both periods, but the constants may be
different for the two periods. Note that in (3.7c), long-run inflation will be equal to the constant

unconditional expectation of actual inflation as y;, = u, and Uil = Uiz =0 (seefootnote 21).

It is by no means obvious that the regime shift occurred exactly at the point in time assumed
above. Different types of data give a mixed guidance. For example, survey data on inflation
expectations of households and agents on the money market show that households started to revise
their expectations downwards already before the switch to the floating exchange-rate regime while
agents on the money market did not start to revise their expectations downwards until after the switch.
Thus, this evidence suggests the possibility of a smooth, rather than discrete, transition to the new
regime. However, given the considerable technical difficulties associated with modelling a smooth
transition to the new regime, we have in this illustrative application chosen to restrict ourselves to
processes that imply a discrete shift. Given this, it seems quite reasonable to let the shift coincide with
the switch to the floating exchange-rate system and the introduction of the explicit inflation target.

The relationshipsthat are used to complete the system are

y(L)y N = g™ (3.8)
and
ye =A+yl +el, (3.9)

where y{ isthe permanent part of output (that is, y, =y, =y

g™ and & innovations that are assumed to be 11D with E(&™" ) =E(&) =0 and constant

), A aconstant drift parameter, and

variances 0% and 0% . All the roots associated with the lag polynomial
y(L)=1-y,L-y,L* —...—y, L" areassumed to lie outside the unit circle so that y, " is1(0). The

permanent component of output Y, , on the other hand, is 1(1) with alinear trend.

To summarise, the model consists of the four equations given by (3.2), (3.7a) (or (3.7b) or
(3.7¢)), (3.8), and (3.9). All shocks of the system are assumed to be mutually uncorrelated. For
purposes of estimation, it is convenient to re-write the model in state-space form. Once the model has
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been put in state-space form, one can apply the Kalman filter and maximum likelihood to obtain

estimates of the unknown parameters and the unobserved variables 77", y/ " ,and y; .2

4. Empirical Illustrations

When estimating the specifications A, B and C in their basic form, the prediction errors associated
with rea output turn out not to be serially uncorrelated. The correlogram of the prediction errors
reveals that the autocorrelation problem is due to a significant correlation at lag one. To handle this

problem, the error-process etp in equation (3.9) is replaced by

P

& =P HE ‘,0‘ <1 (4.1)

where etp ~ 11D (0, afp ). We note that while this generalisation of the process for the errorsin (3.9)

leads to sequences of prediction errors that appear to be free of serid correlation, the main results of
our empirical analysis are not affected.?*

The parameter estimates for specification A, in which long-run inflation is assumed to follow a
random walk during the entire sample period, have in genera the expected signs (the results are shown

in the first column of Table Al in Appendix 2). The variance of long-run inflation afLR is

significantly different from zero at the 11 percent level.

As argued above, however, one may question whether the random-walk assumption accurately
describes the behaviour of long-run inflation during the whole sample period. In specification B, long-
run inflation follows a random walk during the period before the monetary-policy regime shift but
fluctuates randomly around a constant thereafter. This reflects our belief that an explicit inflation
target is a more reliable nominal anchor than a fixed, but frequently devalued, exchange rate. As is
shown in Table 1, the maximised value of the log likelihood improves by approximately 10 units when
using specification B instead of specification A.” Furthermore, this result obtains for both unrestricted
and restricted versions of the two specifications. It should however be noted that because the models
are not nested, aformal test cannot be undertaken in the usual way.

Table 1. Information criteria and maximised log-likelihood values for the three specifications

Sec. | AIC, X,  HQ, e AIC, <, HQ, R
A 5.283 6.212 5.659 221.223 5.230 5.814 5.466 231.668
5.133 6.115 5.530 211.943 5.062 5.699 5.319 221.490
C 4.930 5.939 5.338 201.101 4,925 5.642 5.215 211.878

Notes: The information criteria are defined as follows; Akaike’s criteriéhC =T*2(P+1); Schwartz’

criterion: SC=T*(Plog(P) +2I) ; Hannan & Quinn’s criterionHQ =T ™*2(Plog(log(P)) +1). Here, T is the

number of usable observatioi®,is the number of parameters included in the system] @the maximised

value of the log likelihood. In the table, the sub-intdBXindicates that the system is unrestricted while the sub-
index R indicates that some parameters of the system have been assumed to be equal to 0. More specifically, in
these models, all parameters that are not significantly different from 0 at the 10 percent level of significance have
in general been restricted to be equal to 0. Numbers in bold indicate a minimum.

% For full technical details see, for example, Hamilton (1994) or Harvey (1989). The log likelihood is maximised in prediction-error
decomposition form using a derivative-free SIMPLEX a gorithm available in the program-package RATS. The program used for estimation
is available from the authors upon request.

2 The results for the basic specifications are available upon request.

% |n the case of specification B, there are some (wesk) signs of autocorrelation in the prediction errors of inflation (see the bottom rows of
Table Al in Appendix 2). Adjusting for this problem using an equation similar to (4.1) does not change the main results for this
specification.
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Aninformal way to discriminate between the different non-nested specifications is to rank them
on the basis of different information criteria. The results in Table 1 show that the information criteria
throughout favour specification B over specification A. Hence, the conclusion drawn upon directly
comparing the specifications’ log-likelihood values does not change.

It also appears from the evidence in Table 1 that the fit can be further improved upon by using
specification C. In this specification, long-run inflation fluctuates randomly around a constant in both
sub-periods, but the constant in the second period may differ from that in the first period. This
suggests that the apparent lack of a reliable nominal anchor during the 1970s and 1980s empirically
does not require the use of a non-stationary process for long-run inflation during these years. Rather, a
stationarily fluctuating long-run inflation is preferred by all information criteria and thus seems
sufficient. In the remainder of the paper we therefore concentrate our discussion on specification C.

Before proceeding, however, it may be informative to show the estimates of long-run inflation
for the three specifications. This is done in Figure 1, where the inflation measures — as in the rest of
the figures in the paper — are plotted as annual rates derived from the unrestricted versions of the
specifications.

Figure 1. Actual inflation and estimated long-run inflation for different specifications
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/

1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998
year

The difference between the development in recent years and that in the 1970s and 1980s regarding the
level of long-run inflation is apparent for all specifications, even though specification A depicts the
transition to a low-inflation regime as a rather drawn-out process. The fact that the fits are better for
the specifications with a discrete deterministic shift suggests that the transition process was faster than
indicated by specification A (thp values for testing the null hypothesis of no shift in long-run
inflation are well below 1 percent for both specifications B and C). A second result worth noting is
that when introducing a discrete deterministic shift but allowing for different variances of long-run
inflation before and after the shift, only the variance of long-run inflation in the first sub-period
becomes significantly different from 0. Both these results support the view that there has been a shift
in the Swedish economy from a regime with high inflation and a less reliable nominal anchor to a
regime with low inflation and a more reliable explicit inflation target.
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4.1. Estimates of Core Inflation

In Section 3, it was shown that the approach may be used to derive counterparts to three different
estimates of core inflation used in the literature — long-run inflation, demand-driven inflation, and
inflation excluding certain undesired “special factors”. Figure 2 displays these estimates as obtained
from equations (3.4), (3.5), and (3.6a), respectively, using specification C.

As expected, the estimate that follows actual inflation most closely is the one based on the
central-bank view. In this particular case, inflation has been adjusted with respect to all variables in the
Z,, vector; that is, with respect to contemporaneous changes in nominal interest rates, nominal oil
prices, nominal import prices, and dummies representing changes of indirect taxes (below we discuss
alternative central-bank estimates where adjustments are made with respect to only some of these
variables). Deviations between actual inflation and the central-bank estimate of core inflation occur for
example during the oil crises and in connection with the abandonment of the fix exchange rate in late
1992 when import prices increased considerably as a result of the depreciation of the krona.

Figure 2. Actual inflation and different estimates of core inflation

16

14 1
12 1

10 9 %

—actual inflation
""" long-runinflation
~ ~ ~ inflation excluding "special factors'

percent

-2
1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998

year

0.3

0.2 I

0.1

“ ~ ~ demand-driven inflation

percent
o

.02 1 : :: i

-0.3
1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998

year

14



Demand-driven inflation is in this model estimated as a series that fluctuates stationarily around

zero rather erratically. Since this estimate of core inflation is a linear function of y;~*" (see equation

(3.5)), thisimplies that the (endogenously derived) transitory component of output has a similar shape.
Even though this result is not in line with the common view on the evolution of cyclical economic
activity (or the output gap), it remains a fact that this is the way a seemingly reasonable model prefers
to describe the relationship between real output and inflation when alowing for a simultaneous
estimation of the transitory component of output and long-run inflation. It should be noted that this
feature is robust across all specifications considered (see Table Al in Appendix 2). Furthermore, the

estimates of the [, parameters in equation (3.2) do not appear numerically unreasonable, and are in

most cases significant at the conventional test levels.®

Like many central banks, the Swedish central bank calculates different estimates of underlying
inflation. The estimates that are published in the quarterly inflation report are obtained by using a
combination of the previously described case-by-case and excluding-food-and-energy approaches. A
measure called UNDL is obtained by excluding house mortgage interest costs and taxes and subsidies.
UND?2 is equal to UND1 excluding petroleum and petrol prices. UNDINH is calculated by aso
excluding prices of goods that are mainly imported.

It may be interesting to compare these estimates with the parametric central-bank estimates that
can be derived using our model. Figures 3 to 5 show actua inflation along with the Swedish central
bank’s estimate and the closest corresponding parametric estimate that can be derived from the
estimated equations (called parametric UND1, UND2, and UNDINH).

Figure 3. Actual inflation, the Swedish central bank’s estimate of underlying inflation (UND1), and the
closest corresponding parametric estimate
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% gome further insight into this issue may be gained by studying how the explanatory power (as measured by the R ? gatigtic from a
regression analysis) of (a version of) the inflation equation (3.1) relates to the degree of persistence in the transitory component of output.
Transitory components of output with different degrees of persistence may be generated by filtering actual output with the HP filter, using a
wide range of values of the smoothing parameter in the filtering procedure. The results confirm that there seems to exist a stationary high-
frequency component of output that produces a good fit for equation (3.2).
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Figure 4. Actual inflation, the Swedish central bank’s estimate of underlying inflation (UND2), and the
closest corresponding parametric estimate
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Figure 5. Actual inflation, the Swedish central bank’s estimate of underlying inflation (UNDINH), and the
closest corresponding parametric estimate
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Both sets of estimates smooth the actual inflation series and are in most cases on the same side
of actua inflation. However, occasionally they differ substantially. One obvious explanation is that the
variables included in Z,, -- dummies for changes in indirect taxes, changes in short-term nominal

interest rates, oil prices, and import prices -- do not exactly match the items excluded from the CPI

basket in the central bank’s calculations of underlying infl&fidRor example, the effects of the
Swedish tax reform in the beginning of the 1990s are treated quite differently in the two sets of
estimates. As concerns direct effects, the parametric estimates are only affected by this reform through

its effects on indirect taxes, while additional adjustments have been undertaken for the central bank’s
estimates.

# Historical data on the price developments of the different components in the CPI basket are not readily available.
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Another explanation may — as emphasised above -- be that simply excluding an item from the
CPI does not guarantee that the item’s full impact on the CPI is eliminated. If a price change of an
item affects the prices of other items, then its total effect will be broader than reflected by its relative
weight in the CPI. A parametric approach can, at least potentially, take this into consideration.

Another property of the parametric estimates that is worth emphasising is that they explicitly are
ensured to fluctuate stationarily around long-run inflation. This implies that our parametric estimates
have an explicitly defined, and economically interpretable, low-frequency behaviour, which the
estimates of underlying inflation from the case-by-case and excluding-food-and-energy approaches do
not have.

So far we have only reported the contemporaneously adjusted parametric central-bank estimates
of core inflation (according to equation (3.6a)). Above we argued that it is possible to take into
account potential feed-trough effects of thg variables (using equation (3.6b)). The two alternative

estimates of UNDINH are shown in Figure 6.

Figure 6. Actual inflation and contempor aneously and dynamically adjusted estimates of coreinflation
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As can be seen, the difference between the contemporaneously and dynamically adjusted series is
rather substantial. This suggests that the feed-through effects of the variallgsriray be quite

important. It needs however to be recalled that our procedure probably only provides a very crude
approximation of the importance of such effects, and the results have thus to be interpreted with care
(see the discussion in footnote 19).

5. Concluding Remarks

In this paper we have suggested an approach that generates parametric estimates of core inflation
using an empirical macroeconomic model in which long-run inflation and the state of aggregate
demand (as measured by a transitory component of real output) are determined endogenously. The key
equation of the model is a Phillips-type inflation equation in which actual inflation depends on a
tripartite set of basic factors: the two above-mentioned factors — that is, long-run inflation and demand
— and a set of “special factors” including proxies for supply shocks. The probably most important
advantage of the approach is that, because it is based on an empirical macroeconomic model, it can be
used to analyse the inflation process and to generate estimates of core inflation that are economically
interpretable and statistically well-defined. Although the approach does of course not solve all
problems associated with the concept of core inflation, it appears as an interesting alternative or
complement to other procedures.
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Appendix 1
Data Description

The quarterly data set runs from 1970:1 to 1998:1. All series are seasonally adjusted except for the oil
price, the index for the price of imports, and the short-term nominal interest rate. The method used for
seasonal adjustment is the additive version of X11. Inflation is defined as 100AIn(R) , where P is

the consumer price index (quarterly averages, 1980=100). The changes in the price of oil and imports
are defined correspondingly as 100AIn(OIL,) and 100AIn( IMP,) , where OIL, is the price of ail
and IMP, is the implicit import deflator. The oil price is converted from USD to SEK per barrel
(brent). The change in the relative price of oil is defined as 100A(In(OIL,) —In(P,)) . Output is
expressed as 100In(GDP,), where GDR s real GDP in fixed 1991 prices. Labour productivity is
defined as 100(In(GDR) —In(H,)) , where H, is hours worked. The short-term nominal interest rate

is a three-month interest rate. The dates of the changes in value-added taxes used to construct the
dummy variables are 74:4, 77:2, 79:3, 80:4, 81:4, 83:1, 90:1, 90:3, 91:1, 92:1, 931, 93:3, 94:1, 95:1,
96:1, and 97:3. The source of all series except the oil price and the short-term nominal interest rate is
Statistics Sweden. The oil price is taken from the EcoWin database and the short-term nominal interest
rate from Sveriges Riksbank.
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Appendix 2

Table Al. Estimation resultsfor the three different specifications

Parameters Specification A Specification B Specification C
The Phillips-curve relationship:
a, 0.25[0.01] 0.28 [0.00] 0.33[0.00]
a, 0.30[0.01] 0.28 [0.00] 0.18[0.00]
Lo 2.87[0.00] 0.55[0.00] 0.60[0.16]
o 1.71[0.01] -0.55[0.00] -0.59 [0.00]
D74 0.71[1.00] 3.28[0.00] 1.42[0.03]
D77 1.42[0.13] 1.22[0.04] 2.10[0.00]
D79 1.25[0.01] 0.81[0.17] 1.04[0.07]
D80 0.91[0.06] 1.61[0.03] 1.81[0.00]
D81 -0.85[0.07] -1.33[0.03] -0.47[0.41]
D83 0.27 [0.59] 1.03[0.12] 0.88[0.12]
D90A 1.74[0.00] 1.54[0.01] 1.97[0.00]
D90B 0.39[0.48] -0.29[0.67] -0.03[0.96]
D91 1.86 [0.00] 3.38[0.00] 2.21[0.00]
D92 -2.19[0.00] -1.99[0.00] -2.43[0.00]
D93A 1.70[0.00] 2.1410.00] 1.92[0.00]
D93B -0.94[0.04] -0.08 [0.68] -0.17[0.33]
D97 -0.17 [0.74] 0.08 [0.69] -0.21[0.11]
NSIR(0) 0.17[0.00] 0.19[0.00] 0.17[0.00]
NOIL(0) 0.00[0.45] 0.01[0.17] 0.01[0.15]
NIMP(0) 0.02[0.39] 0.07 [0.00] 0.08 [0.00]
PROD(0) -0.08 [0.05] -0.02 [0.46] -0.02[0.45]
PROD(-1) -0.11[0.03] -0.03[0.26] -0.04[0.11]
PROD(-2) 0.01[0.81] 0.11[0.01] 0.06 [0.01]
PROD(-3) 0.04 [0.40] 0.11[0.00] 0.13[0.00]
ROIL(-1) 0.00[0.95] -0.00[0.18] -0.00[0.28]
ROIL(-2) -0.00[0.47] -0.00[0.42] -0.01[0.09]
ROIL(-3) 0.03[0.03] 0.00[0.60] 0.01[0.05]
o, 0.00[1.00] 0.00[1.00] 0.00[1.00]
The equation for long-run inflation:

AR 0.09[0.11] -- -

H -- 0.46 [0.00] --

o, -- 0.55[0.00] --

o, -- 0.00[1.00] --
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Table Al. (continued)

Parameters Specification A Specification B Specification C
U -- -- 1.98[0.00]
Uy -- -- 0.46 [0.00]
o, - -- 0.56 [0.00]
0,, -- -- 0.00[1.00]
The equation for permanent real output:
A 0.40[0.00] 0.40[0.00] 0.40[0.00]
L -0.29[0.00] -0.26 [0.03] -0.31[0.01]
0, 1.20[0.00] 1.17 [0.00] 1.19[0.00]
The equation for transitory real output:
N -0.81[0.00] -1.15[0.00] -0.79[0.01]
Yo -0.54[0.00] -0.66 [0.00] -0.78[0.02]
0 roan 0.15[0.00] 0.15[0.00] 0.1310.00]
Goodness of fit and diagnostics:
Log likelihood -221.22 -211.94 -201.10
Q,(10) 8.67 20.87 6.54
Q,(10) 14.73 13.39 11.44

Notes. The numbers given within sguare brackets are p values for tests of the null hypothesis that the
true parameter value is equa to 0. Specification A includes equations (3.2), (3.7a), (3.8), (3.9), and
(4.1). Specification B includes equations (3.2), (3.7b), (3.8), (3.9), and (4.1). Specification C includes
equations (3.2), (3.7¢), (3.8), (3.9), and (4.1). D74-D97 are dummy variables capturing the effects of
changes in value-added taxes. NSIR(q) denotes a parameter on the qth lag of the change of the short-
term nominal interest rate. NOIL(Q) denotes a parameter on the qth lag of the log difference of the
nominal price of oil. NIMP(qg) denotes a parameter on the gth lag of the log difference of the nominal
price of imports. PROD(g) denotes a parameter on the gth lag of the log difference of labour
productivity. ROIL(q) denotes a parameter on the gth lag of the log difference of the relative price of
oil. All variables expressed in logs have been multiplied by 100. The interest rate is expressed in
percentage form. Further details of the data are given in Appendix 1. Q;(10) (j =7, y) are Ljung-

Box tests against general serial correlation based on 10 autocorrel ations.
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1 Introduction

How should we interpret month-to-month changes in the measured Consumer Price
Index? Over the years, this question has led to the construction of several measures of
what has come to be called ‘core’ inflation. Common measures of core inflation regularly
remove certain components from the construction of the CPI. In the U.S., ‘volatile’ food
and energy price movements, are often ignored, and core inflation is synonymous with the
CPI that excludes food and energy.! But is it truly the case that food and energy price
changes never contain information about trend inflation? Or, for that matter, is it only
the volatile food and energy components that distort attempts to measure the underlying
inflation trend? Surely not. This leads us to consider how we might develop a systematic,
statistical methodology for reducing the transitory noise in measured inflation indices.

This paper follows our recent work, largely beginning with Bryan and Cecchetti (1994),
where we investigate the estimation of aggregate consumer price inflation using trimmed
means of the distribution of price changes. These are estimators that are robust to the
distributional anomalies common to price statistics. They are order statistics that are
computed by trimming a percentage from the tails of a histogram, and averaging what
is left. For example, the sample mean trims zero percent, while the median trims fifty
percent, from each tail of the distribution of price changes.

Every student in introductory statistics learns that, when data are drawn from a
normal distribution, the sample mean is the minimum variance estimator of the first
moment. But price changes are not normally distributed. In fact, as we discuss in
Bryan and Cecchetti (1996), the cross-sectional distribution of inflation has very fat tails,
with a sample kurtosis that is often substantially above ten. Underlying leptokurtotic
distributions create inferential difficulties, as they routinely produce skewed samples. In
our earlier papers, we discuss how these problems lead to transitory movements in the
sample mean, causing it to have a high small-sample variance.

Given what we know about the distribution of price changes, what is the most efficient
estimator of the first moment of the price change distribution? How can we produce a
reduced-noise estimate of aggregate inflation at high frequencies? Our answer is to trim
the price change distribution, not by removing food and energy prices every time, but by
ignoring some percentage of the highest and lowest price changes each month.

We study monthly changes in both consumer and producer prices in the U.S. Data
availability dictate that we examine 36 components of the CPI from 1967 to 1996 and 29
components of the PPI over the same period. Throughout, we take as our benchmark
the thirty-six month centered moving average of actual inflation. We evaluate the ability
of candidate estimators to track the movements in the benchmark. Our conclusions are
that the most efficient estimate of inflation at the consumer level comes from trimming
9% from each tail, while efficient estimation of producer prices trims 45%. By trimming

'The 1997 Economic Report of the President is a prime example. Chart 2-6 on page 76, and ac-
companying text, use the now commonplace designation of core inflation as the ‘Consumer Price Index
excluding the volatile food and energy components.’



a cumulative 18% of the consumer price distribution we are able to reduce the root-
mean-square-error (RMSE) of aggregate inflation by nearly one-quarter. For the PPI,
the improvement is even more dramatic, as the RMSE declines by over 45 percent!

The remainder of the paper is composed of five sections. Section 2 reports descriptive
statistics for the distribution of CPI and PPI price changes. Section 3 discusses the
statistical problems we attempt to overcome. Section 4 follows with by a discussion of
the Monte Carlo results that guide our choice of the optimal trimmed estimator. We
provide various robustness checks in Section 5. These include examining changes in
sample period, changes in the degree of disaggregation of CPI data, and changes in the
benchmark. Section 6 concludes.

2 Characteristics of Price Change Distributions

By how much would the monthly measure of the consumer price index have to deviate
from its recent trend for us to be relatively certain that the trend has changed? This is
the question that is in most people’s minds when the Bureau of Labor Statistics releases
the price statistics each month.? Figure 1 plots the monthly changes in consumer and
producer prices, at an annual rate, together with a three-year centered moving average,
both for the period 1967:02 to 1997:04.3

As is evident from the figure, the monthly changes in both of these price indices
contain substantial high-frequency noise. By this we mean that deviations of the monthly
changes from the trend are quite large and often reversed. In fact, the standard deviation
of the difference between the monthly and the moving average aggregate price change
is 6.92 percentage points for the PPI and 2.50 percentage points for the CPI (both at
annual rates). A look at the actual distributions shows that a 90% confidence interval for
the CPI is from -3.92 to 43.76 percentage points, while for the PPI it is from -10.35 to
+8.97 percentage points. In other words, since 1967, monthly changes in producer prices
have been either more than 10 percentage points below or 8 percentage points above the
thirty-six month moving average one in every ten months!

The common method of excluding food and energy simply does not help much. In
fact, the standard deviation of the difference between the CPI ex food and energy and the
thirty-six month average CPI is 2.31 percentage points, and the 90% confidence interval
shrinks slightly to [-3.73,4-3.76] percentage points. By contrast, for the PPI, excluding
food and energy improves things, as the standard deviation of difference between the PPI

2Cecchetti (forthcoming) suggests a preliminary answer to exactly this question.

3We use 36 components of the Consumer Price Index for Urban Consumers, seasonally adjusted by the
BLS. These data are all available continuously, monthly, since 1967:01. The housing service component
is based on the rental equivalence measure of owner occupied housing, and so prior to 1982, the series is
essentially the experimental CPI-X1. The producer price is based on the PPI for commodities, and uses a
set of between 29 and 31 components. All data are seasonally adjusted using the ARIMA X-11 procedures
available with SAS. A detailed Appendix containing descriptiona of the sources and construction of the
data sets used is available from the authors upon request.



60

40

20

20

FIGURE 1

CPI Monthly with 36 Month Centered Moving Average

18 22

14

10

ol

1968 1972

1976

1980

Year

1984 1988 1992 1996

PPl Monthly with 36 Month Centered Moving Average

MW\W&M &WAY/\/%NA . mmm |

JAMWMW

WV W Wy

1968 1972

1976

1980

Year

1984 1988 1992 1996



excluding food and energy and the 36 month centered moving average of the actual PPI
drops by about 40% to 4.14, and the 90% confidence interval shrinks by about the same
amount to [-5.94,+4.76].

In an effort to better understand the nature of the transitory fluctuations in high-
frequency inflation measurement, we begin by examining the characteristics of the price
change distributions. It is useful to pause at this stage to introduce some notation. We
define the inflation in an individual component price over an horizon k as

1
775 = E ln(pit/pit—k:> ) (1)

where p;; is the index level for component 7 at time ¢. From this, we define the mean
inflation in each time period, over horizon k, as

Hf = Zritﬂft ’ (2)

where the 7;;’s are relative importances that are allowed to change each month to reflect
the fact that the actual index is an arithmetic average.*
The higher-order central moments are then

mly = Y ralrly — T (3)

Skewness and kurtosis are the scaled third and fourth moments, respectively:

k
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Table 1 reports numerous descriptive statistics for the cross-sectional distribution of
monthly price changes at overlapping horizons of one to thirty-six months. Among the
noteworthy characteristics is that the distributions are often skewed. The mean absolute
value of the skewness, the mean of S}, in monthly CPI changes is 0.20 and in PPI
changes it is 0.04, suggesting that the distributions are nearly symmetrical on average.
But the standard deviation of S} is 2.35 for the CPI and 2.36 for the PPI, implying that
distributions of one-month changes are often highly skewed. This standard deviation
falls off as the horizon increases, implying that the distribution of longer-run changes are

41t is straightforward to show that if the price level index utilizes fixed weights, call these w;, then the
percentage change in the aggregate index can be approximated by the weighted sum of the percentage
changes in the components, where the weights change to reflect changes in relative prices. Defining the
aggregate price level P, = > w;p;t, then 7y = w;(pir/pr—1).



Table 1: Summary Statistics for Price Change Distributions

Deviations from 36 Month Moving Average
Consumer Prices, 1967.01 to 1997.04
36 Components
| k=1[k=3|k=12]k=24]|k=36
Standard Deviation
Average 9.18 6.64 4.06 3.36 3.14
Std. Dev. | 190.45 | 79.80 | 25.49 | 11.81 8.83
Skewness
Average 0.20 0.16 0.21 0.29 0.26
Std. Dev. | 2.35 2.15 1.51 1.38 1.41
Kurtosis
Average 11.24 | 9.56 5.72 4.52 4.23
Median 8.60 7.37 4.65 3.89 3.75
Std. Dev. | 9.80 8.36 3.49 2.39 2.20
Producer Prices, 1967.02 to 1997.04
29-32 Components
| k=1 k=3 |k=12|k=24|k=36
Standard Deviation
Average 15.59 | 10.60 6.24 4.82 4.44
Std. Dev | 955.66 | 266.64 | 86.85 | 35.08 | 22.82
Absolute Skewness
Average 0.04 0.14 0.04 0.02 0.01
Std. Dev. | 2.36 2.12 1.74 1.53 1.46
Kurtosis
Average 10.35 | 8.80 7.26 5.47 4.03
Median 6.38 6.23 4.89 3.51 2.78
Std. Dev. | 11.51 8.47 6.50 6.11 3.43

All data are at annual rates.




FIGURE 2

Weighted Kurtosis of Consumer Prices
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much less likely to exhibit skewness.?

The price change distributions also have very fat tails. The average kurtosis of
monthly changes, the average value of K}, is 11.24 for the CPI and 10.35 for the PPI. In
fact, the weighted kurtosis of monthly price changes is in excess of 20 about ten percent
of the time. See Figure 2.

These facts allow us to identify a potentially important source of high frequency noise
in the measurement of inflation. In a given month, there is a high probability of observing
some subset of prices change by a substantial amount — generating the skewness and
kurtosis that we see. But, over time, these extreme changes are balanced out, reducing

®For example the 5th and 95th percentiles of S} for the CPI are [—3.52, 4.26]. But the same percentiles
for S3¢ are [—2.39,1.93].



the observed skewness.

One economic interpretation of these distributional characteristics is that if price
change is costly, we will not observe the distribution of desired price changes each month.
If the size and timing of price changes are based on two-sided state-dependent rules, as
in Caballero and Engel (1991), or Caplin and Leahy (1991), what we observe will depend
on the rule used by the price-setter and the history of the shocks to desired prices. As
a result, we will rarely see prices that exactly equal the price that would be set in the
absence of any price-adjustment costs. The amount of noise decreases over longer periods,
when each price has changed numerous times. But for high frequencies of one quarter or
one month, the problem can be a serious one.°

However, one need not necessarily attach oneself to a particular model of price-setting
behavior in order to accept our conclusions. It is well known that a mixture of random
draws from normal distributions with differing variances will produce a leptokurtic sam-
ple. As a statistical matter, then, we can show that the mean price-change statistic is
unlikely to provide the efficient estimate of inflation, regardless of the price setting model
that is assumed.

We can think of two possible approaches to handling the problem. One would be to
actually model price-setting explicitly using the theory as it has been worked out. But
this has substantial drawbacks, as it requires that we actually estimate the time-varying
price change rules themselves. Alternatively, we can treat the complication presented
by state-dependent price change rules as a statistical sampling problem. We view the
monthly, skewed distributions as small-sample draws from the longer-horizon (roughly)
symmetrical population distribution. The fact that the population has such high kurtosis
leads us to consider a family of estimators that are robust to the presence of fat tails, a
topic to which we now turn.

3 Robust Estimation

We begin by assuming that we have available a sequence of samples from a symmetric
distribution with an unknown, and possibly changing, mean. At issue is the efficient
estimation of the mean. We consider a set of estimators called trimmed means, that
average centered portions of the sample. The method of averaging is to order the sample,
trim the tails of the sample distribution, and average what remains.

To calculate the (weighted) a-trimmed mean, we begin by ordering the sample,
{z1,...,x,}, and the associated weights, {ws,...,w,}. Next, we define W; as the cu-
mulative weight from 1 to ¢; that is, W; = Z§:1 w;. From this we can determine the set

of observations to be averaged for the calculation: the #'s such that 55 < W; < (1—55).

6An alternative interpretation is implied by Balke and Wynne (1996), who show that a multi-sector,
dynamic general equilibrium model with money and flexible prices can produce similar characteristics in
an environment of asymmetric supply shocks. A distinguishing feature of this model is that the ‘noise’
in the estimator need not significantly diminish at lower frequencies.



We call this I,. This allows us to compute the weighted a-trimmed mean as

1
Ifa = PR Z W;Lj . (6)
1= QW icl,

There are two obvious special cases. The first is the sample mean, Zy, and the second is
the sample median, Zs.”

The efficient estimator of the mean, in the class of trimmed sample means, will depend
on the characteristics of the data-generating process.® If, for example, the data are drawn
from a normal distribution, then we know that the sample mean is the most efficient
estimator. That is, the sample mean is the estimator that has the smallest small-sample
variance.

But when the data are drawn from leptokurtic distributions — distributions with
much fatter tails than the normal — the sample mean will no longer be the most efficient
estimator of the population mean, even in the class of trimmed sample means. It is
relatively easy to see why this is so. With a fat-tailed distribution, one is more likely
to obtain a draw from one of the tails of the distribution that is not balanced by an
equally extreme observation in the opposite tail. That is to say, as the kurtosis of the
data-generating process increases, samples have a higher probability of being skewed.’

The impact of kurtosis on the efficiency of trimmed-mean estimators is straightforward
to demonstrate. To do so we construct a simple experiment in which we draw a series of
samples from distributions with varying kurtosis and compute the efficiency of the entire
class of trimmed-mean estimators, including the mean and the median.

In all of our experiments, the data-generating process is characterized by a two pa-
rameter distribution that is a mixture of two normals, one with unit variance, and one
with changing variance. We consider a random variable z, such that

z=s*xy1+ (1 —s)*ys, (7)
where

Pr(s=1) = p,
Yy o~ N(07 1) ) and
Yo ~ N(Oa A) .

With probability p draws come from a standard normal and with probability (1 — p)

"See Stuart and Ord (1987) pg. 50-51 and particularly Huber (1981) for general definitions of limited-
influence estimators and their properties.

8For example, Yule and Kendall (1968) discuss the impact of changing kurtosis on the relative effi-
ciency of the sample mean and the sample median. But we know of no general results concerning the
relative efficiency of trimmed-mean estimators.

9Bryan and Cecchetti (1996) demonstrate this point in another context. We can show that the
standard deviation of the sample skewness increases with the kurtosis of the data-generating process.



they come from a N(0,A). The population mean, E(z), is zero. The kurtosis of this
distribution, %Z;))g, varies with p and A:
3p + 3(1 — p) A2
K(A,p) = .
(42) [p+ (1 —p)AP

We examine five cases, all with p = 0.90, and A set such that I = (3,10, 15, 20, 30).
In each of our experiments, we construct 10,000 replications of 250 draws each. We
then compute the z, for a = {0,1,...,49,50}. This yields 10,000 estimates of all of the
trimmed-mean estimators, which we label 7/, . From these we compute the root-mean-
square error (RMSE) and the mean absolute deviation (MAD). These are

(8)

(10)

Figure 3 plots the RMSE, and the MAD,, for experiments based on distributions with
varying kurtosis, K(A, p). To adjust for the fact that the variance of the distribution also
changes with A and p, we have normalized RMSE, and MADj to one for each case. The
results clearly show that the efficient trim — the trim that minimizes either the RMSE or
the MAD — increases with the kurtosis of the data generating process. As the kurtosis
increases from 3 to 30, the efficient trim goes from 0 to 16%.

We caution that the results from these experiments are illustrative and apply only
to the specific distributions we examine. We know of no general analytic result deriving
the optimal trimmed mean estimator as a function of the moments of the underlying
distribution and the size of the sample.

4 Efficient Estimation of Inflation: Preliminaries

We have now established one property of price data and a related statistical fact.
First, the cross-sectional distribution of price changes, both in the CPI and the PPI, is
fat-tailed. Second, trimmed-means are the efficient estimator of the mean of a leptokurtic
distribution. We now combine these two insights and ask what is the most efficient
estimator of inflation?

We begin with a preliminary examination of the data using a simple Monte Carlo
experiment based on actual price data. In order to judge efficiency, we need to have a
measure of the population mean we are trying to estimate. Following Cecchetti (forth-
coming), we choose the thirty-six month centered moving average of actual inflation.



08

06

04

02

HGARE3

RVBE d Trinmred Estirretors as Kurtosis Ghenges

s

K3

K=10

K=D

ﬁo-llllllllll

08

06

04

Q0

02

MADd Trinmred Estindors as Kurtosis Granges

[ K3

K=10
N~
- K
o K0
:....l....V.V.V|47...|....|....|....|....|....|....
0 5 10 15 sl 5 D k£ 40 45

Tim

10

0



FIGURE 4: Consumer Prices

Efficiency of Trimmed Estimators, Monte Carlo Results
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This is an approximation of the long-term trend in inflation that is likely to be what
people have in mind when they attempt to construct measures they label core inflation.

To proceed, we take the deviation of monthly component price changes from this
thirty-six month centered moving average of inflation. For the CPI, we use 36 components
of the CPI-U over the period 1967.02 to 1997.04, with its 1985 weights. To simplify the
experiments, we set the relative importances (r;) equal to the 1985 weights (w;), and
leave them fixed throughout. For the PPI, we use a reduced set of 27 components
also available over the 1967.02 to 1997.04 sample and their fixed 1982 weights. After
subtracting each price change from the thirty-six month moving average change in the
appropriate index, we have two matrices of relative price changes.

In each experiment, we randomly draw a series of samples by taking one observation
for each of the component time-series — one draw from each column in the relative-price-
change matrix. This is a bootstrap procedure from which we generate 10,000 samples,
each with 36 relative price changes for CPI data, or 29 relative price changes for PPI
data. We then compute the two measures of efficiency — the root-mean-squared error
(RMSE) and the mean absolute deviation (MAD).

The results are reported in Figures 4 and 5. The weighted means are found to be the
least efficient of all of the estimators. The efficiency of the inflation estimates greatly
improves with even very small trims from the sample. For example, in the case of the
CPI, trimming as little as 3% from each tail of cross-sectional distribution improves the
efficiency of the estimator by over 15%. The most efficient estimator for monthly CPI
data was the 7% trimmed mean where the efficiency gain is approximately 20%, although

11



FIGURE 5: Producer Prices

Efficiency of Trimmed Estimators, Monte Carlo Results

Root Mean Square Error Mean Absolute Deviation

18

old
0
0
0
0
o
0
0
0
o
0
N
0
0
"N
[
0
i
0
[
Ol
0
0
3
0
0
3
o
0
o
[e]

1'10

trims in the neighborhood of this estimator perform nearly as wel

For the PPI, however, much larger trims of the sample distribution are necessary to
achieve the efficient estimator. The optimal trim, which occurs in the range of 40%, has
an RMSE that is only one-third that of the sample mean!

5 Efficient Inflation Estimation: Historical Data

We now move to a more complete examination of the actual data. Here we will
compare the relative efficiency of trimmed estimators using the historical time series,
taking account of the changes in the relative importances [the r;’s in equation (2)] over
time. That is to say, we will compute the weighted distributions of inflation each month,
where the weights vary based on changes in relative prices as well as the periodic rebasing
done by the Bureau of Labor Statistics roughly once per decade.

10The technique we suggest here is appropriate for cases in which the price-change distributions are
symmetrical on average. We know of instances where this is not the case. For example, Roger’s (1997)
examination of New Zealand price data reveals a persistent, positive skewness in the price change distri-
bution that produces a bias in the trimmed estimators of the mean. Roger constructs trimmed estimators
centered on the mean percentile, or the percentile of the distribution corresponding to the mean of the
distribution. That is, for New Zealand price data, Roger trims the tails of the distribution asymmetri-
cally, centering on the 57th percentile. In this way, the trimmed estimator is an unbiased estimate of
the CPI trend in New Zealand. Roger’s insight implies a procedure in which the trim and centering
parameter are chosen jointly to minimize either the RMSE or MAD criterion, subject to the estimator
being unbiased in the sample.

12



FIGURE 6: Consumer Prices

Efficiency of Trimmed Estimators, Historical Data
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In Section 5.1, we look for the optimal trimmed mean estimator using the entire 1967
to 1997 sample currently available. Are the results of the previous section robust to
several obvious changes in methods? We examine three cases. In the first, reported in
Section 5.2, we study more disaggregated CPI data over a shorter sample period. In
Section 5.3, we look at the implications of changing the measurement benchmark from
the thirty-six month centered moving average of actual inflation to moving averages of
from twenty-four to sixty months. Finally, in Section 5.4, we study estimator stability
by looking at optimal trims over varying sample periods. We conclude this section with
a summary and comparison of the trimmed means with the inflation measures that
arbitrarily exclude food and energy.

5.1 The Baseline Case

In this section we consider the time-series characteristics of the trimmed-mean estima-
tors. We calculate the RMSE and the MAD for each trimmed estimator using monthly
historical component price data. That is, we compute the trimmed-mean estimators
of inflation month-by-month, and compare their deviations from the centered thirty-six
month moving average. The results, reproduced in Figure 6 for the CPI, and Figure 7
for the PPI, are virtually identical to those in the Monte Carlo experiments shown in
Figures 4 and 5.1

It is easy to see how much inflation measures are stabilized by trimming. Figure 8

" Throughout this section, the PPI data set uses a set of components that varies from 29 to 31 in
number, depending on data availability

13



FIGURE 7: Producer Prices

Efficiency of Trimmed Estimators, Historical Data
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Table 2: Comparison of Inflation Estimators

Mean (zg)

ex Food& Energy
Median (Z50)
Optimal Trim
Trim at Opt.

CPI

1967 to 1997
RMSE MAD

2.50 1.76

2.31 1.62

2.04 1.51

1.93 1.31

9% 9%

PPI
1967 to 1997
RMSE MAD
6.91 4.27
4.14 2.55
3.98 2.55
3.80 2.52
40% 45%

All values are computed from monthly changes as annual rates. Deviations are from the 36-month centered moving average.

The optimal trim is the trim that minimizes either RMSE, or MAD,.
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FIGURE 8
Monthly CPI Estimators
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plots the mean, the thirty-six month centered moving average, and the efficient trimmed
estimator for monthly CPI and PPI data for the January 1990 to December 1996 period.

Table 2 compares the properties of a number of commonly used estimators for con-
sumer and producer price inflation. Focusing first on the CPI, we note that excluding
food and energy produces little improvement in efficiency. The CPI excluding food and
energy is only slightly more efficient than the CPI-U itself, reducing the RMSE from 2.50
to 2.31. But trimming clearly helps. Trimming 9% of the cross-sectional distribution of
consumer prices reduces the RMSE by just under 23 percent.!?

For producer prices, the improvements are even more dramatic. Using the long sample
period, we find that trimming 40% of the distribution from each tail improves the RMSE
by over 45 percent. Excluding food and energy from the PPI reduces the RMSE by less
than 40 percent.!?

5.2 More Disaggregated Data

The price statistics are collected at a much more disaggregated level than what we
have used thus far. Does the optimal trim change with the level of aggregation? The
experiments in Section 3 suggest that the answer to this question will depend on what
happens to the kurtosis of the cross-section distribution of price changes as we vary the
level of aggregation.

To examine this issue, we assembled a data set composed of between 142 and 175
components of the CPI-U from 1978 to 1996. The number of series (and the relative
importance of each series) varies each month depending on availability. The weighted
kurtosis of these data is much higher than that for the 36 component dataset examined
in the previous section. For monthly changes, for example, Table 1 reports that inflation
in the 36 components of the CPI-U has median kurtosis of 9.68. By contrast, the kurtosis

12Bryden and Carlson (1994) also note that this trim produces the minimum time-series variance of
any trimmed-mean estimator over the 1967 to 1994 period.

13A common technique for reducing the noise in the high frequency inflation estimates uses time-
series averages. We have conducted experiments that combine trimming with time-averaging. We note
that averaging the component price change data prior to trimming, or pre-trim averaging, decreases
the amount of trimming necessary to produce a minimum RMSE estimator of the inflation trend. For
example, using three-month average price changes of component CPI data, the minimum RMSE of the
inflation trend is found by trimming 6% from the tails of the price change distribution, compared to the
9% trims required of monthly data. Similar results were found for post-trim averages, where we average
the monthly trimmed means. That is, if we calculate the trimmed estimators, and compute a 3-month
average of that result, the minimum RMSE estimate of the inflation trend is found by trimming 6% from
each tail of the price change distribution. Even at relatively low frequencies, some amount of trimming
of the price change distribution seems warranted. For example, using a 6-month component price change
and a 6-month average of the trimmed estimators, the minimum RMSE estimator of the CPI trend is
obtained by trimming 5% from each tail of the price change distribution. These alternative smoothing
techniques address a somewhat different question from the one posed in this paper: How much new
information does a monthly price report contain? We leave the investigation of this important area for
future research.
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FIGURE 9: Consumer Prices, 142 to 175 Components

Efficiency of Trimmed Estimators, Historical Data

Root Mean Sguare Error Mean Absolute Deviatiomn

in the more disaggregated data set has a median of 43.1!

As in Section 5.1, we construct, using historical data, the RMSE and MAD for each
of the trimmed estimators, from o = 0 to 50. These provide a gauge of the efficiency
gains from trimming the outlying tails of the price-change distribution. The results in
Figure 9 confirm that, in the case of consumer prices, the efficient estimation of inflation
requires more trimming when more disaggregated data are used. In this experiment, the
optimal trim is 16%, at which point the RMSE is cut nearly in half. But again, virtually
any trimming helps. For example, trimming 9% from each tail — the optimal amount
for the 36 component data set — reduces the RMSE by about 40%.

The practical implications of this exercise are fairly important. We have found that
since the kurtosis of the price-change distributions depends on the level of disaggrega-
tion, so does the optimal trim. As a result, implementation of these techniques for the
production of a core inflation index will depend critically on the exact dataset used.

5.3 Changes in the Benchmark

As we noted at the outset of the previous section, in order to assess efficiency, we must
specify a goal: What is it we would ideally like to measure? Our second robustness check
involves deviating from the thirty-six month centered moving average as the benchmark.

Table 3 reports optimal trims as a function of the length of the moving average
specified for the benchmark, similar to those in Sections 4 and 5.1 for the optimal trim.
Included are the optimal trims using the Monte Carlo methods, as well as those for the
historical data. The table also reports an informal confidence interval constructed as the
set of trims with RMSE or MAD within five percent of the minimum. For example, using
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Table 3: Optimal Trim for Changes in the Benchmark

Monte Carlo Results

CPI PPI
MA RMSE MAD RMSE MAD
24 0.07 0.07 0.43 0.45
(0.03,0.35) (0.03,0.17) | (0.31,0.50) (0.33,0.50)
36 0.07 0.07 0.41 0.43
(0.03,0.44) (0.03,0.17) | (0.31,0.50) (0.33,0.50)
48 0.06 0.07 0.43 0.46
(0.03,0.42) (0.03,0.17) | (0.31,0.50) (0.34,0.50)
60 0.06 0.07 0.42 0.45
(0.03,0.41) (0.03,0.17) | (0.30,0.50) (0.33,0.50)
Historical Data
CPI PPI CPI
36 Components 29 to 31 Components | 142 to 175 Components
1967 to 1997 1967 to 1997 1978 to 1996
MA RMSE MAD RMSE MAD RMSE MAD
24 0.09 0.09 0.40 0.45 0.14 0.16
(0.05,0.25) (0.05,0.17) | (0.25,0.49) (0.30,0.50) | (0.08,0.23) (0.09,0.24)
36 0.09 0.09 0.40 0.45 0.16 0.17
(0.05,0.48) (0.05,0.19) | (0.25,0.50) (0.31,0.50) | (0.10,0.24) (0.11,0.26)
48 0.09 0.09 0.43 0.45 0.17 0.17
(0.05,0.50) (0.05,0.21) | (0.25,0.50) (0.29,0.50) | (0.11,0.25) (0.12,0.25)
60 0.09 0.09 0.43 0.49 0.18 0.18
(0.05,0.50) (0.05,0.23) | (0.25,0.50) (0.27,0.50) | (0.12,0.26) (0.12,0.28)

Numbers in parentheses are trims with RMSE or MAD within 5% of the value at the minimum. Monte Carlo experiments

use 10,000 replications.
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FIGURE 10: Consumer Prices, 36 Components

Efficiency of Trimmed Estimators, Changing Sample
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the historical data in the case of the 36 components CPI data and the thirty-six month
centered moving average benchmark, the minimum RMSE of 1.93 occurs at a trim of 9%
(see Table 2). The fourth line in the first bottom panel of Table 3 reports that all of the
trims between 5% and 48% have an RMSE below 1.93%1.05=2.03.1

Several patterns emerge from these results. First, the ‘point estimate’ of the optimal
trim does not vary as we change the benchmark. But the approximate confidence intervals
have a tendency to grow as the degree of the moving average increases. Second, for the
PPI, there is little difference between the ‘optimal trim’ and the median. In all cases but
one, the RMSE and MAD of the median are well within the 5% standard. Finally, for
CPI at both levels of aggregation there is a large benefit to trimming a small amount.

5.4 Variations in the Sample Period

Next, we examine the sensitivity of the results to the sample period. This is analogous
to asking whether the underlying distributional characteristics of the data are stable. To
do this, we perform a series of Monte Carlo experiments comparable to those in Section 4,
but instead of using the full sample from which to draw, we use rolling ten year samples.
For example, in the case of the CPI we compute the optimal trim based on data from
1967 to 1976, then from 1968 to 1977, moving forward twelve months at a time.

Figures 10 and 11 report the results of these experiments. Each figure has a horizontal
line at the optimal trim calculated using the full sample, together with a second line

Note that there is no reason for the approximate confidence intervals to be either symmetrical or
continuous. The ones reported in Table 3 all happen to be continuous.
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FIGURE 11: Producer Prices

Efficiency of Trimmed Estimators, Changing Sample
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plotting the optimal trim based on each of the ten year samples. The horizontal axis
shows the final date of the sample. To give some sense of precision, the X’s in the figures
represent the approximate confidence intervals constructed as all of the trims such that
the criterion, RMSE or MAD, is within 5 percent of the minimum.

The RMSE and MAD of the optimal full-sample trim are nearly always within 5
percent of the minimum value for the 10 year sub-samples. In fact, for the CPI, using
the mean absolute deviation (MAD) criteria, the optimal trim is never outside of this
rough confidence bound. For the PPI, there are thirty-six 10 year sub-periods. Using the
RMSE criteria, the optimal full sample trim of 40 percent is within the confidence band
in 33 of the 36 cases.

5.5 Summary and Comparisons

Given that the “CPI excluding food and energy” is the measure of core inflation in
common use, it is useful to compare this measure of core inflation to ours. We do this is
two ways. First, we ask which components we are trimming. And second, we look at a
closer comparison of various candidate measures based on the RMSE criteria used above.

Table 4 examines which components we are trimming. For each month, we counted the
frequency at which some portion of the weight of each component was trimmed using the
optimal trim — 9% for the CPI and 40% for the PPI. We also note which components are
systematically excluded by the ‘ex food and energy’ measures (highlighted in bold-faced
type). The results show that we often trim some of the food and energy prices. Indeed,
for the CPI, food and energy components are trimmed from the efficient estimator nearly
40% of the time — nearly one and one-half times as frequently as the average component.
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Table 4: Frequency That a Component is Trimmed: CPI 9% trim

Percent of Sample

Average period that a
Relative | portion of the good
CPI Component Importance is trimmed
Fruits and vegetables 2.26 69.61
Motor fuel 3.82 67.13
Fuel oil and other household fuel commodities 0.80 59.94
Used cars, etc. 2.27 58.84
Infants and toddlers apparel 0.11 54.97
Meats, poultry, fish and eggs 4.61 54.70
Womens and girls apparel 2.71 43.09
Public transportation 1.41 40.33
Other apparel commodities 0.58 37.85
Other private transportation commodities 0.67 37.85
Gas and electricity (energy services) 3.35 34.81
Tobacco and smoking products 1.63 33.43
Dairy products 1.92 28.73
Other private transportation services 3.35 24.59
Mens and boys apparel 1.90 23.48
Other utilities and public services 2.30 23.20
Personal and educational services 1.96 22.65
Toilet goods and personal care appliances 0.93 20.99
Medical care services 5.20 20.72
Other food at home 3.01 19.06
Footwear 1.02 19.06
Cereals and bakery products 1.86 17.96
School books and supplies 0.48 17.96
New vehicles 3.64 17.13
Housekeeping supplies 1.37 16.57
Housefurnishings 4.00 16.30
Entertainment services 1.88 15.47
Medical care commodities 1.01 14.92
Shelter 25.24 12.98
Housekeeping services 1.80 9.67
Entertainment commodities 2.37 7.46
Personal care services 0.94 7.18
Alcoholic beverages 1.73 6.91
Apparel services 0.92 5.25
Auto maintenance and repair 1.37 3.87
Food away from home 5.58 3.31
Mean of All Items 26.89
Mean of Food & Energy 39.93
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Table 5: Frequency That a Component is Trimmed: PPI 40% trim

Percent of Sample

Average period that a
Relative | portion of the good
PPI Component Importance is trimmed
Farm products 7.47 98.90
Fats and oils 0.42 97.52
Meats, poultry, and fish 3.56 96.97
Prepared animal feeds 1.22 96.14
Fuels and related products and power 12.16 96.14
Metals and metal products 11.86 92.84
Hides, skins, leather, and related products 0.81 90.08
Lumber and wood products 2.40 88.98
Sugar and confectionery 1.04 87.88
Electronic computers and computer equipme 0.65 86.78
Transportation equipment 8.88 86.78
Chemicals and allied products 6.86 86.23
Processed fruits and vegetables 0.75 85.67
Dairy products 1.72 85.40
Cereal and bakery products 1.58 83.20
Miscellaneous processed foods 1.15 82.64
Miscellaneous Instruments 0.55 82.09
Beverages and beverage materials 1.90 81.54
Motor vehicles and equipment 7.01 81.54
Miscellaneous products 3.47 80.72
Electrical machinery and equipment 4.54 78.79
Construction machinery and equipment 0.74 78.51
Agricultural machinery and equipment 0.58 77.41
Textile products and apparel 5.33 77.13
Rubber and plastic products 2.56 77.13
Pulp, paper, and allied products 6.82 76.03
Nonmetallic mineral products 2.75 74.10
Miscellaneous machinery 1.73 72.45
Special industry machinery and equipment 1.19 71.35
Furniture and household durables 2.98 70.80
General purpose machinery and equipment 2.06 69.42
Metalworking machinery and equipment 1.24 66.39
Mean of All Items 83.05
Mean of Food & Energy 90.08
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Still, some food and energy goods, notably food away from home, appear to provide an
efficient signal of core inflation as we define it here. In fact, of the 36 CPI components
considered, food away from home was the least likely to be trimmed. Moreover, many
non-food, non-energy goods appear to provide little information about the economy’s
inflation trend. Notable among these are used cars and infant and toddler apparel that
are likely to be trimmed out of the efficient estimator nearly twice as frequently as the
average good (the average component is trimmed out of the 9% trimmed mean in 27%
of the months in the sample).

The components most likely to be included in the calculation of the efficient CPI
estimator include a wide variety of services and the shelter component which, despite its
hugh average relative importance of 25.24, is likely to be on one of the trimmed tails of
the price change distribution only about 13% of the time.

Similarly for the PPI, food and energy goods tend to be trimmed from the efficient
estimator a disproportionately large share of the time. But some food components, such
as beverages and beverage materials and miscellaneous processed foods, are trimmed at
the same frequency as the average component. The least frequently trimmed component,
metalworking machinery and equipment, is still trimmed about two-thirds of the time.
This is a relatively low proportion when one considers that, for any given month, 80% of
the price change distribution is trimmed to produce an efficient estimator for PPI core
inflation.

Finally, in Figure 12 we plot the ratio of the RMSE of various measures to the RMSE
of the CPI-U and PPI themselves over different sample periods. For example, for the
ten-year period ending July 1995, the RMSE for the CPI ‘ex food and energy’ was 57.8%
than of the CPI-U itself — about the same as that of the median. But the RMSE of the
9% trim was 42.5% of the RMSE of the CPI-U. The main result is that, for the CPI, the
9% trim is always more efficient that the CPI excluding food and energy. But for the
optimally trimmed PPI and the PPI ‘ex food and energy’ are very close.

6 Conclusion

In this paper we challenge the conventional wisdom that core inflation can be mea-
sured by simply excluding food and energy from monthly price data. We show that
price change distributions are highly leptokurtic, or ‘fat-tailed,” and so commonly used
measures, such as the sample-mean, are inefficient estimators of the population mean of
interest. We demonstrate that trimmed-mean estimators significantly improve the effi-
ciency of inflation estimates. Furthermore, we are able to show that as the kurtosis of
the distribution increases, efficiency dictates trimming an increasing percentage of the
sample.

We proceed to apply these insights to inflation data. For consumer prices beginning
in 1967, we find that trimming 9% from each tail of the cross-sectional price-change
distribution produces the minimum root-mean-square error and minimum mean-absolute
deviation estimate of monthly inflation. This estimator provides efficiency improvements
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FIGURE 12: Comparison of Various Estimators
Efficiency with Changing Sample
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on the order of 23 percent relative to the mean. By contrast, the CPI excluding food
and energy provides virtually no efficiency improvement at all.

More disaggregated data amplify the difficulties, as the kurtosis of the distributions
increases. Moving from a dataset composed of 36 components of the CPI to one with
185 components beginning in 1978, we show that the optimal trim nearly doubles to
16%. Here we find an efficiency gain of nearly 50 percent (although the sample period
is substantially shorter). For producer prices beginning in 1947, where price-change
distributions are more leptokurtic, trimming 40% to 50% from each tail produces the
most efficient estimate of monthly aggregate price movements and improves efficiency by
over 40 percent relative to the mean.
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Core Inflation: A measure of inflation for policy purposes

by Marianne Johnson*

1. Introduction

Monetary authorities generally seek to preserve the value of money and therefore to
maintain a low rate of inflation. This is most evident in the communications of countries which have
inflation targets, such as Australia, Canada, New Zealand, Sweden, and the United Kingdom. This
focus on inflation raises several practical concerns including issues related to the accurate measurement
of inflation.

In the context of particular economic models, inflation is a straightforward concept
representing the rate of change in prices. Models are usually limited to a few markets at most and, cor-
respondingly, to a few prices. In addition, shocks of any type are controlled events with effects readily
distinguishable from the base-case dynamics of the model. In the context of implementing monetary
policy, however, the conceptual definition of the inflation about which the monetary authority should be
concerned is an open question, while the question of how to measure it, which can be thought of as
putting the concept into practice, is just as difficult.

To implement policy, practitioners must take a stand on which inflation rate matters for
policy. Many inflation-targeting countries, including Canada, have announced the inflation targets in
terms of the growth in the consumer price index (CPI). CPI inflation approximates increases in the cost
of living, and it is the final cost of consumer goods and services that matters for many contracts. This is
important since the success of inflation targeting works largely through anchoring the inflation
expectations which will be incorporated into decisions and contracts. The CPI directly affects both
businesses and consumers. However, the CPI may not be the best measure of inflation on which to
focus for policy purposes. Generally, policy makers focus on the more persistent movements in prices.
Measures of the general underlying trend in inflation have been coined coreinflation.

To better understand the motivation for research on core inflation, we introduce the
notion of core inflation and its potential policy purposes. This provides some insight into the attributes
of a useful measure of core inflation and what basis might be used to evaluate its success. To put the
various measures of core inflation in some context, we discuss two broad approaches that have been
used to measure core inflation: the statistical approach which focuses on exploiting the properties of the
data, and the modelling approach, which draws on a conceptual notion of core inflation. We then
introduce Canadian inflation measures in this context. To date, Canadian measures of core inflation are
based on research using the first approach. This paper offers a preliminary evaluation of the measures of
core inflation at the Bank of Canada. Most of the measures do seem to track the persistent movements
in inflation. However, it is difficult to discriminate among them as they are quite similar in many
respects. As a whole they provide useful information on the evolution of inflation.

» The views expressed in this paper are those of the author; no responsibility for them should be attributed
to the Bank of Canada. Thanks to Jean-Pierre Aubry, Chantal Dupasquier, Dave Longworth, Thérése
Lafleche, Paul Gilbert, Richard Dion, Seamus Hogan, Tiff Macklem and Dinah Maclean for their helpful
discussions and comments and to Frédéric Beauregard-Tellier for excellent research assistance. Thanks
to Scott Roger for the methodology used to calculate measures of weighted skewness and weighted
kurtosis.



The paper proceeds as follows. Section 2 introduces the notion of core inflation while Section 3
outlines its policy purposes. Section 4 reviews the two main approaches to the measurement of core inflation
in the literature. This is followed in Section 5 by a discussion of research on core inflation at the Bank of
Canada. Several measures of underlying inflation are currently in use at the Bank of Canada and Section 6
contains some evaluation of these core measures. Section 7 concludes.

2. The notion of core inflation

Monetary authorities are not concerned with every fluctuation in prices. Rather, they focus on
the underlying trend. Core inflation corresponds notionally to that general trend in inflation.

One way of defining core inflation is in the context of the quantity theory of money where the
general trend in inflation corresponds to the inflation that arises as a result of a monetary disturbance. As
quoted in Bryan and Pike (1991), Friedman (1969) noted that there are usually two different explanations of
price movements.

“One, common to all disturbances, is that the price movements reflect changes in
the quantity of money... The other explanation has been in terms of some special
circumstances of the particular occasion: good or bad harvests; disruptions in
international trade; and so on in great variety.”

To the extent that these special circumstances are the source of shifts in relative prices, the
corresponding price movements will represent transitory fluctuations in the inflation rate. Their temporary
nature suggests that they would not be of primary interest to policy makers. Moreover, these price changes
will not become permanently incorporated into the underlying inflation process unless there is a change in the

stance of monetary policy that accommodates any change in inflation expectations resulting from the shock.!
For policy purposes, therefore, monetary authorities focus on the persistent trends in inflation. Measures of
core inflation are used to capture these trends. As such, core inflation may be considered a measure of the
inflation which is the outcome of policy.

Focusing on a measure of inflation which excludes short- to medium-run fluctuations is based
on the idea that they represent changes in prices that are not of direct concern to policy makers and to which
policy should not react. There are two main types of these fluctuations.

First, there will be fluctuations in prices to which the monetary authority will not wish to react
simply because they are likely, by their volatile nature, to be quickly reversed on their own. Seasonality, the
infrequent survey of particular prices, the timing of particular price changes, and other events may introduce

noise into published price indexes.” Core inflation measures attempt to abstract from this noise.

Second, there will be other short-term fluctuations which represent price shocks arising from
sources beyond the control of the monetary authority. These price shocks will be idiosyncratic to the markets

1. This is the spirit of the Bank of Canada’s original inflation target announcements. It was stressed that “only
the first-round effects on the CPI of short-run movements in food and energy prices and substantial changes
in indirect tax changes would be accommodated, not any second-round or ongoing effects on the rate of infla-
tion.” Bank of Canada Review, September 1991, page 1.

2. There may be bias or noise in published inflation rates. Research on bias, where the methodology used to
generate the price index creates persistent measurement problems, is critical though distinct from the research
on core inflation and is not dealt with in this paper. (See Crawford et al. (1998) for a detailed discussion of
bias in the CPI.)



where they originated and can be thought of as shifts in relative prices. Examples include: changes in
supply, such as a crop failure, which might generate large changes in the relative price of a particular
good or service, changes in taste which might also lead to a change in demand for a particular product
and hence a sharp change in its relative price, or specific events such as changes in indirect taxes. One-
time shifts in the level of the real exchange rate due to non-monetary sources could also lead to shifts in
relative prices.

Since policy instruments have only a generalized and indirect effect on inflation,
affecting it through a complex transmission mechanism, policy instruments are not well suited to
reversing specific price changes originating in particular markets. Hence, policy makers focus on
measures of inflation which abstract from these shifts in prices.

Until the 1990s, core inflation remained essentially a term for CPI inflation excluding
food and energy in many countries. Recent experience with inflation targeting has motivated further
research on core inflation. Policy is now tightly linked to published inflation rates. Measures of core
inflation attempt to extract from published inflation rates the inflation that is of direct interest to policy
makers. As a practical matter, this is done by decomposing published inflation into its persistent and
transitory components. This may be achieved by specifying a theoretical model of core inflation and
attempting to directly measure this inflation. Alternatively, a core measure can be derived by
eliminating, to the extent possible, the price shocks that can be identified as being either noise, or as
arising from a source that is somehow exogenous to the process influenced by monetary policy. In
effect, the ongoing interest in core inflation reflects its usefulness as a tool for policy. A measure of core
inflation would be both a better guide for current and future policy than published inflation rates and
also represents the inflation that is most controllable.

3. Policy purposes of a core measure

To further understand why core inflation might be a useful tool for policy makers, we
begin with a discussion of its policy purposes. Ideally, core inflation would be:
» agood indicator of current and future trends in inflation;
» agood measure of inflation for empirical work; or

» aviabletarget for monetary policy.
It may be that a core measure would suit one or all of these needs.
» A good indicator of current and future trendsin inflation

Monetary authorities closely monitor all available data on the current state of the
economy and the current inflation rate. This ensures that the most up-to-date information is
incorporated into policy decisions. However, policy decisions are based on the more persistent
movements in inflation. Core measures assist in the analysis of new developments by providing a means
by which the monetary authority can separate the noise and short-run fluctuations in the data from its
more persistent trend.

Considering that monetary policy affects inflation with long and variable lags, central
banks are more concerned with the future evolution of inflation than with its current level. Recent data



on inflation may represent one of the best sources of information about its future movements. When new data
are available, core inflation measures extract the signal in the new data. The most useful measures of core
inflation will minimize misleading signals about the future trend in inflation.

As an indicator, core inflation is a guide to policy makers as to whether current policy settings
are likely to achieve the target. Policy makers may respond to the indicator at their discretion or they may take
a less discretionary approach and incorporate the indicator into a policy rule. For example, Taylor rules use the
current deviation of inflation from its target as a guide for policy.

By allowing policy makers to see through temporary or misleading fluctuations, core inflation
can be a useful tool to assess the effectiveness of policy. It may even be a public measure. In this case, core
measures would aid in the communication or transparency of policy since they may help to clarify why policy
makers are or are not reacting to recent fluctuations in published inflation rates. Its use in communication of
policy could also improve public understanding of the notion that policy is linked to the more persistent
movements in inflation.

» A good measure of inflation for empirical work

Policy makers are also concerned with developing their understanding of the evolving
interactions between monetary policy, economic activity, and inflation. This suggests the need for empirical
research as well as further investigations into policy rules. This research agenda requires the accurate
measurement of inflation. It also raises the possibility that some of the changes in prices, although technically
contributing to inflation, ought not to be included in the measure of inflation used in empirical work.
Transitory shocks might obscure important relationships between monetary policy and prices as captured, for
example, in an expectations-augmented Phillips curve. In this case, a core inflation measure might better
illuminate the relationships of interest.

* A viabletarget for monetary policy

If price fluctuations from non-monetary sources can be excluded, the resulting core inflation
could be regarded as a measure of the inflation that is the outcome of policy. Therefore, some measures of core
inflation could be considered to be more controllable by the monetary authorities than published inflation
rates. This closer relationship suggests that core inflation might be a better target for monetary policy than
published inflation rates.

Since the use of a target implies that the monetary authority will accept responsibility for
inflation ex post, it makes sense to define the target in terms of the measure of inflation for which it has the
most ex ante control. This would further establish accountability for policy.

Use of a core measure as a target would focus public attention on the persistent trend in
inflation, bringing it into line with the focus of the monetary authority. This is important since the success of
inflation targeting works largely through anchoring the inflation expectations which will be incorporated into
decisions and contracts. To the extent that this focus reduces the passthrough of temporary shocks to public
inflation expectations, the variability of inflation would be further reduced.

A target core measure would have to be viewed by the public as objective if it were also to be
used for accountability for policy. This suggests that the methodology used to extract core inflation from
public inflation rates ought not change frequently or be viewed by the public as either obscure or under the
control of the monetary authority itself. In particular, the arrival of new information should not result in a
change in the historical core inflation series.



CPI inflation is designed to approximate changes in the cost of living, an aspect of
primary concern to the public. To the extent that core inflation differs from the concept of a cost of
living measure, it might not be readily understood or accepted by the public. In particular, it might be
difficult to explain an ongoing focus on core inflation by the monetary authority if core inflation
deviated from published inflation rates for an extended period.

4. Alternative approaches to the measurement of core inflation

Research in the 1990s can be thought of as following two broad approaches that roughly
correspond to focuses on the two main problems in the core inflation literature. These are:

» the modelling approach

This research focuses on the conceptual problem: How do we define core inflation?
* the statistical approach

This research focuses instead on the practical problem: How can we measure it?

Ideally, a measure of core inflation would both define core inflation and directly exploit
the data in its measurement. To date, this ideal measure of inflation remains elusive.

4.1 The modelling approach

The modelling approach takes as its starting point a behavioural definition of core
inflation. This approach has been dominated by the research of Quah and Vahey (1995). These authors
acknowledge the importance of a theoretical definition for core inflation and use the notion to
determine the long-run restrictions in their model. Other researchers that have come up with alternative
Structural Vector Autoregressions (SVARs) based upon the original Quah and Vahey approach include
Blix (1995), Bjornland (1997), Claus (1997), Dewachter and Lustig (1997), Fase and Folkertsma
(1998) and Gartner and Wehinger (1998). Each of these papers tries to address some criticism of the
SVAR literature or of its application to core inflation. Other models of inflation have also been
proposed and may be notionally linked to the core inflation literature. For example, p-star, or the long-
run equilibrium level of prices in standard p-star models could be interpreted as the price level that
corresponds to core inflation. (Attah-Mensah (1996), Armour et al. (1996), and Hallman, Porter, and
Small (1989) have developed versions of the p-star model.)

The modelling approach involves an attempt to define core inflation and to use a model to
operationalize it. This approach provides the advantage that it draws a direct link between policy and
core inflation as the inflation which is controllable through policy. This link makes it clear why the
monetary authorities would care about this measure of inflation. The main obstacle to obtaining a
model-based definition of core inflation is that any model will be subject to scrutiny of its assumptions.
Assumptions about the flexibility of prices, the formation of inflation expectations, and about the nature
and distribution of price shocks will drive the results in the model. Further, it is unlikely that the
distribution of these shocks is time or policy invariant. One feature of the structural model approach is
that the arrival of new data could change the historical core inflation series produced by the model.
Another is that it is generated directly by the policy maker. These features ensure that all available
information and the most up-to-date techniques are used to estimate the trend. The estimates will evolve
over time. This is an important advantage on occasions where new data reveals problems with past



estimates of the trend. On the other hand, these features complicate public discussion since revisions would
continuously require explanation. Too many revisions would undermine the credibility of the core measure.

Finally, it is useful to note that the farther a core measure deviates from published inflation rates
or the more obscure the link becomes, the less useful the measure becomes as a formal target or as a public
gauge of current underlying inflation that can be used for accountability to the public.

Furthermore, if the model itself has everything needed to forecast inflation then there is no
independent role for core. The empirical implementation of any model-based core measure including VARs
will be subject to degrees of freedom problems once various relative price shocks have been taken into
account. This suggests that if there are many types of shocks one wants to deal with - admittedly with priors -
there may be advantages to the statistical approach.

These features limit the use of these measures of inflation to roles as indicators of inflation.
Still, it should be noted that this is a very important use for a measure of underlying inflation.

4.2 The Statistical Approach

Researchers using the statistical approach focus directly on the problem of how to measure
core inflation using existing data. They typically take published price indexes and inflation rates as a starting
point and ask how the available data can be exploited to provide a core measure. In general, this research can
be divided into two branches which effectively correspond to the aggregated and disaggregated approach.
Within the disaggregated approach, there are two types of inflation measures: i) those that use the distribution
of inflation at a point in time and ii) those that use the time series properties of the data.

The main weakness in this approach is its atheoretical nature. Some researchers using this
approach have focused on techniques for decomposing inflation into its core and non-core components
without formally providing a framework of why a particular choice of decomposition is appropriate or
desirable. Ideally, a definition or at least some notion of core inflation would be used to justify the exclusion
of particular sub-indices or events. This makes it clear exactly why policy makers would care about a
particular subset of published inflation rates.

The main advantage to this approach is that it uses the available data to the fullest extent
possible. Also, when the measure of core inflation is derived using a straightforward, non-subjective technique
it can be used for public discussions of policy.

4.2.1 Aggregate approach

The first branch of the statistical approach is one that uses the full sample of aggregate data and
statistical techniques to identify directly the core measure itself. This approach focuses exclusively on the
information contained in the dynamics of the aggregate index.

In effect, TG = T4 + €, where Tt is the core inflation movement and € is the error term which

may be interpreted as noise or may be further decomposed into two terms which represent noise and short-run
fluctuations which are not of concern due to their volatility or source.

Research along these lines includes simple averaging as is done with year-over-year
calculations or averages over other horizons and seasonal adjustment, as well as more sophisticated filters
such as those of Cogley (1998).



4.2.2 Disaggregated approach

The second branch of the statistical approach uses disaggregated price data to create a
measure of the general increase in prices, or core inflation.

Research using the disaggregated approach includes the various papers on the weighted
median and other limited information estimators by Bryan and Pike (1991); Bryan and Cecchetti
(1993b, 1996); Bryan, Cecchetti and Wiggins II (1997); Cecchetti (1996); Roger (1995, 1997) and
Shiratsuka (1997). Measures of core inflation used at the Bank of Canada are based on this approach.
These measures are proposed in Crawford et al. (1998) and Lafleche (1997a, 1997b).

. Disaggregated approach using the distribution of inflation at a point in time

An aggregate price index, such as the CPI, is the weighted average of many individual
sub-indices at any particular time period, t. The disaggregated approach focuses exclusively on the
cross-sectional distribution of the individual sub-indices. In these measures, large or volatile
movements in particular sub-indices are compared to some threshold (such as the mean of the
distribution). These fluctuations are interpreted as non-representative or idiosyncratic movements in
individual prices which are excluded from the measure of the aggregate tendency in prices. Once a high
variance subset of the distribution is excluded, the remainder of the distributed is reweighted so that the
weights sum to one. The weighted mean of the remaining sub-indices is calculated and interpreted as
core inflation. In some cases, the high variance subset is down weighted rather than excluded.

i . . . .
Let TG be the growth in the ith subindex of an aggregate price index, and € and nc
. . . . i i
designate core and non-core parts of inflation, respectively, such that: Ti= Wtz CTlt+ th NCTT ¢

T . . i
where W; + X;= 1. By implication, movement in the ith non-core component, z NCTU¢, represents

either noise or is interpreted as non-core price shocks. It is important to note that the sub-indices that
are included in the core inflation part will differ from period to period.

Canadian measures based on this approach include: a measure which eliminates
movements in the tails of the distribution (meantsd) and the weighted median (wmedian).

» Disaggregated approach using the time series properties of the data

Other statistical measures use the full sample to derive a measure of underlying inflation
from all existing data. Transitory movements are identified as either noise or one-time-only relative
price shocks, where the latter are usually assumed to correspond to supply shocks. Unfortunately,
transitory movements can only be perfectly identified with the benefit of hindsight. To get around this
problem, this research uses the broad historical time-series properties of the sub-indices to determine
the candidates for exclusion. These properties may not persist into the future so these measures ought to
be re-evaluated occasionally.

The most widely known Canadian measure based on this approach is the consumer price
index excluding food, energy and indirect taxes (CPIXFET). The consumer price index excluding its
eight most volatile components as well as indirect taxes (CPIX) also uses the historical volatility of
individual sub-indices to identify the candidates for exclusion. There is also a measure which reweights
the components according to their historical variability (CPIW).



5. Measures of underlying inflation at the Bank of Canada

For any purpose, it would seem that core would necessarily be a smooth measure of inflation.
This suggests that averages might be a simple approach that could resolve many of the problems associated
with the use of published inflation series. However, for the purpose of inflation as an indicator, there is a trade-
off between longer-run averages, which tend to be reliable measures of underlying trends, and the up-to-date
information in recent data. Though quite noisy, the timeliness of monthly data makes it an invaluable source of
information on new developments that may hint at future trends in inflation.

The early-warning indicator use of a core measure has led some researchers to focus on short-
term fluctuations in inflation in defining a core measure which takes full advantage of the timeliness of the
data. For example, various U.S. researchers derive core measures based on monthly fluctuations (Bryan and
Pike (1991), Bryan and Cecchetti (1993b)), while Roger (1995, 1997) emphasizes measures based on
quarterly changes in inflation for New Zealand. However, the volatility in monthly and quarterly data suggests
that sole reliance on higher frequency data could lead to policy errors or unnecessary volatility in the
instruments of monetary policy. Cecchetti (1996) reports that changing the growth calculation from a month-
to-month to a quarter-over-quarter growth rate halves the noise in inflation. (This is evident in Figure 1 which
compares monthly, quarterly, and year-over-year movements in the CPL.)

Some of the noise in monthly inflation rates is inherent to the process of surveying prices and
constructing a price index. Some prices are infrequently sampled and other prices are only adjusted
occasionally. For example, tuition fees change once a year in Canada. These infrequent price changes are part
of the overall inflation process and ought to be included in the inflation rate. However, at a monthly frequency,
the magnitude of such price changes might be misleading if they are not well understood. Year-over-year
growth rates allow a reasonably longer-term perspective. Further, they avoid by construction the problem of
regular seasonality, though certainly not stochastic seasonal problems.

In Canada, monthly growth rates are scrutinized and compared to anticipated monthly growth
rates but are not used in an official core measure. Since policy making is an imprecise art at best, changes in
the trend in inflation require some confirmation before policy makers act. Thus, it seems prudent to limit the
importance of a single month’s data in a measure of underlying inflation.

Annual growth has important advantages if the core measure is to be used as a target. The
smoothness of annual inflation rates enhances communication with the public. The inflation rate is not
changing rapidly each month since it is an annual average and this helps to pin down the longer range inflation
expectations of individuals and businesses. Finally, it is likely that an annual horizon or longer corresponds to
the planning horizon of consumers and businesses negotiating and establishing changes in wages, pensions,
loans, or other contracts that may take inflation into account.

For all of these reasons, core inflation measures in Canada are based on annual price changes.
These core measures are introduced below.

. CPIXFET asameasure of coreinflation
The term core CPI inflation at the Bank of Canada officially corresponds to the 12-month
change in the CPI excluding food and energy and the effects of indirect taxes (CPIXFET), which is shown in

Figure 2.

Although CPI inflation is the official target in Canada, the Bank of Canada has officially
adopted the CPIXFET inflation as the operational target for policy. This choice reflects several considerations.



First, its construction is easily understood by the public. Second, it is perceived as an objective measure
of inflation because the CPI excluding food and energy is published independently by Statistics Canada
and the methodology for adjusting for the effects of indirect taxes is clearly documented in the Bank of
Canada Review (1991). Third, CPIXFET is a measure of core inflation. As such, CPIXFET shares the
same general trend as the CPI but is much less volatile. Food and energy prices are notoriously more
volatile than other prices. They have frequently been the source of large, unanticipated changes in CPI
inflation. However, these large price changes have also typically been temporary. Since monetary policy
acts only indirectly and over a long horizon to influence inflation, it is not well-suited to offsetting these
temporary shifts in the inflation rate. Moreover, even if it were possible to offset these temporary shocks
it might not be desirable to do so since it would involve increasing the volatility of monetary
instruments. In addition, the nature of food and energy markets suggests an economic rationale for
excluding these particular items. These prices are determined in markets where supply shocks
(unrelated to monetary policy) are very important so that excluding these prices should produce a
measure of inflation which is more controllable. As there has been no tendency for food and energy
prices to rise at a different rate than total CPI inflation, focusing on the CPIXFET is effectively the same
as focusing on the trend in the CPI itself with the advantage that uncertainty around the trend is
reduced. Fifth, this common trend relationship to the official target is generally understood by the
public. This understanding is necessary for transparency of policy. It creates a common ground for the
communication of policy, particularly when CPIXFET deviates from the CPI and policy decisions
require some explanation. It also aids in accountability since being outside the CPI target bands is
placed in the context that the Bank is concerned with the more persistent movements in inflation. In
summary, the use of CPIXFET as the operational target enhances communications and improves
accountability since policy is based on a measure of inflation which is understood to be more
controllable than the CPIL

One disadvantage to this measure is that, in excluding a portion of the expenditure-
weighted CPI basket, it deviates even further from a cost-of-living index. This could lead to criticism
from the public since they will be concerned with changes in the cost of living. Secondly, it is unlikely
that every price movement in food and energy represents a relative price shock. Work by Crawford et al.
(1998) shows that food consumed away from home, for example, is not a volatile price series and
therefore belongs in the calculation of the underlying dynamics in inflation.

The effects of indirect taxes are also excluded from CPIXFET. In practice, this involves an
adjustment to the inflation rate as a whole rather than the exclusion of specific portions of the basket as
is the case when excluding food and energy. Price changes resulting from changes in indirect taxes
represent one-time-only shifts in the price level. Moreover, indirect taxes are not related to the price of
the good or service which is purchased, instead, they are charges to finance other government activity.
In Canada, large changes in indirect taxes included the introduction of the value-added tax in 1991 and
a large decline in tobacco taxes in 1994. The size of these shocks suggests the prudence of an approach
that directly takes these changes into account, no matter that it is ad hoc in that it assumes tax changes
are passed through one-for-one to consumer prices.

Since policy makers focus on the more persistent changes in inflation, they do not
attempt to reverse these one-time shifts in the price level. Once these one-time shifts from changes in
indirect taxes are excluded, the resulting inflation measure should be even more representative of price
changes driven by the state of excess demand pressures in the economy and monetary phenomena. This
further enhances its suitability as an operational target.

For these reasons, the CPIXFET is a useful guide for policy and tool for public
communication and accountability. Its use as an operational guide will continue to work well as long as
the two inflation series do not deviate for extended periods. It is also worth noting that, to the extent that



the core measure more directly captures the underlying trend in inflation that is the outcome of policy,
uncertainty about longer-run trends in inflation could be reduced even further by directly naming the core
measure as the target. This would further disseminate to the public the notion that policy decisions are based
on the more persistent movements in inflation.

5.1 Alternative measures of underlying inflation in use at the Bank of Canada

Other Canadian measures have been derived based on the disaggregated approach. Crawford et
al. (1998) and Lafleche (1997a, 1997b) use the monthly distribution of 12-month changes in prices for 54
different subindexes of the CPI to generate the measures of core inflation discussed in the following sections.
The longest consistent series of disaggregated prices that is available for all 54 subindices begins in 1985,
therefore, these 12-month inflation measures begin in 1986.

The disaggregated approach was adopted because it makes the most of the available data.
Aggregate time series approaches to measuring core inflation have been hampered by changes in the Canadian
inflation process. There is evidence of regime changes in the Canadian data. (Ricketts and Rose 1995). The
most recent of these shifts occurred in the early 1990s. Year-over-year growth in the CPI fell from 4.7% for
the 1986 to 1991 period to 1.4% for the 1992 to 1998 period. Evidence on the time-series properties of the
data suggest that this regime switch may be more than a shift in the mean. Research also suggests that the
inflation process was non-stationary in earlier periods, but is now stationary in the recent inflation-targeting
environment (St-Amant and Tessier 1998). These results must be interpreted cautiously due to the low power
of the test and the short period used for the analysis, but there does seem to be evidence of a regime change
emerging in the literature. (In a sense this is not surprising for a successful regime with a constant target would
imply stationarity.) Close review of the individual prices that make up the aggregate inflation index suggests
that this regime change may have occurred in a wide variety of prices. Almost all of the disaggregated prices
in the CPI have lower means and standard deviations in the period after 1992 than in the earlier period (see
Table A1l).

Use of the empirical modelling approach is made difficult by this recent historical experience.
Once a researcher has adjusted for regime changes and other important temporary shocks (such as the
introduction of the GST) in the Canadian data, there remains very few degrees of freedom to estimate model-
based measures of core inflation. A model which ignores these changes in the inflation process could lead to
misleading inference. On the other hand, the existence of these changes in the inflation process cannot be
firmly established unless the recent regime persists for a long enough period to generate a long time series. It
may be that there is no regime change. In this case, a model which allows for these changes in the inflation
process could lead to misleading inference. Explicit use of the disaggregated price data allows the researcher
to access a wider range of information for the analysis. While the model-based approach is theoretically
appealing, it has these practical problems; in contrast, the statistical approach is likely to yield a stable
measure of core inflation even through periods of rapid change.

* MEANTSD

MEANTSD is the weighted average of the cross-sectional distribution of price changes that has
been trimmed to exclude values farther than 1.5 standard deviations from the average (see Figure 4). As such,
it excludes the most volatile components at each point in time. This provides a measure which is roughly
equivalent to one which trims 5% of the largest and smallest changes in the distribution, however, it has the
advantage that it allows the amount trimmed to be dependent on the tightness of the distribution itself. The
determination that any price change larger than 1.5 standard deviations represents an outlier is somewhat
arbitrary. Interestingly, the same subcomponents are often excluded on both extremes of the distribution. In
other words, extreme fluctuations tend to be reversed. This supports the interpretation that they represent
temporary supply shocks.
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One feature of this measure is that it may be more volatile over time than most measures
of underlying inflation (See Tables 1 and 2). If annual price movements for a particular component vary
such that the price is always close to 1.5 standard deviations, then it may be included one month when it
is just below 1.5 standard deviations and then excluded the next when it is just above. This makes it
difficult to compare monthly reports of the 12-month changes in inflation since the coverage of the
measures tend to vary from month to month.

MEANTSD is not published by the Bank of Canada but is used in internal current
analysis of evolving inflationary pressures. Every month, it is used in conjunction with information on
which subcomponents are actually excluded (see Table 3 for an example). Thus, it is used as much as a
way of highlighting the specifics of extreme price movements as it is of providing an underlying
inflation rate.

* CPIX

This measure of inflation is defined as the CPI excluding the eight subindices which have
been most volatile, as well as indirect taxes (see Figure 5). These eight are fruit, vegetables, gasoline,
fuel oil, natural gas, mortgage interest costs, inter-city transportation (mainly air fare), and tobacco
products. In practice, this involves placing a weight of zero on the eight excluded price subindices and
recomputing the aggregate price index. Year-over-year growth of the price index is then defined as
CPIX inflation. CPIX is similar in spirit to the notion behind the CPIXFET. The subcomponents which
are eliminated, however, are chosen based on a more objective evaluation of their volatility. The
exclusion of this particular set of prices is also appealling due to the source of their dynamics. Most of
the prices are volatile due to their particular market, for example, fruit, vegetables, gasoline, fuel oil,
natural gas and inter-city transportation. All of these are items which are affected by world prices and
are sensitive to the exchange rate. Others such as tobacco products and mortgage costs are affected by
government policy.

The idea for CPIX originated with the observation that some elements of the aggregate
food and energy subcomponents were not at all volatile. For example, food purchased in restaurants,
dairy products, and bakery products were rarely excluded from MEANTSD. Eliminating these elements
from the basket, as is done in CPIXFET, might in fact be excluding useful information on the trend in
inflation. This suggested that it might be possible to have a measure of core inflation which was less
volatile but which included more of the basket.

CPIX makes the most of what we do know about the historical variability of
disaggregated prices to determine which price changes ought to be not to be included in core inflation.
The following calculation is used to identify the most volatile subindices. First, a limited information
estimator - trimmed of the 10% highest and lowest values of the ordered distribution in each period - is
computed. Second, MEANTSD is computed. Recall that MEANTSD is trimmed of price changes over
1.5 standard deviations from the weighted average in each period. Any subcomponents which are
trimmed from the limited information estimator over 50% of the time and from MEANTSD over 25%
of the time are identified as volatile. In other words, the components that are most often among the most
volatile subcomponents at a point in time are identified as candidates for exclusion. This calculation is
made over the longest sample possible: November 1979 to November 1996 for most components and
January 1986 to November 1996 for the exception.

The resulting core measure actually contains more of the basket than the Bank’s official
core inflation measure. Based on the 1996 basket weights, the CPIXFET excludes 26% of the total CPI
basket, whereas the CPIX excludes only 16%. CPIX is also less volatile that CPIXFET. It is published
regularly in the Bank of Canada Review.
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. CPIW

The choice to zero-weight particular components and recompute the aggregate index (as is done
for CPIXFET, CPIX and MEANTSD ) is based on the view that these extreme movements are uninteresting
for the purposes of monetary policy. Yet, it is unlikely that all large movements correspond to either noise or
one-time-only relative price shocks. At least on occasion, these movements may reflect changes in the
inflation process. This will be an important exception from the perspective of the monetary authority. It may
be useful to compute a measure that includes some effect from these large changes in prices rather than ignore
these movements entirely. This is the notion behind CPIW (see Figure 6), which attenuates the influence of
highly variable components. This measure has the advantage that it includes all elements of the initial basket.
CPIW is published regularly in the Bank of Canada Review.

CPIW calculates the inflation rate by taking the initial basket weights and multiplying them by
a second weight which corresponds to the reciprocal of the historical standard deviation of the relative price
change. This standard deviation of the relative price change is computed as the difference between the
variation in the component and the variation in the total CPI It is calculated over the period 1986m1 to
1997m4. The new weight is obtained by multiplying the initial weight by the second weight. The product is
then normalized so that the weights sum to one.

* Wmedian

The weighted median is an order statistic which is defined as the 50th percentile of the weighted
cross-sectional distribution of price changes. It is shown in Figure 3. As an order statistic, the weighted
median will be a more robust measure of the tendency of the individual price changes that make up the
distribution than the weighted mean if the distribution of price changes is non-normal. This measure is not
used regularly at the Bank of Canada but we include it in this analysis since there is some evidence that the

distribution of price changes in Canada may be non-normal.® Conclusions are tentative because the skewness
and kurtosis of the distributions vary with the horizon used to calculate the price changes. Furthermore, the
moments of the distribution are changing over time.

The cross-sectional distribution of price changes seems to be leptokurtic. Calculations based on
the distribution of year-over-year changes indicate weighted kurtosis of 9.72 for the 1986-1991 high inflation
subperiod. Weighted kurtosis does decline to 6.11 for the 1992-1998 sample, but this is far more than the
kurtosis of 3 for a normal distribution. This suggests that eliminating extreme movements may be worthwhile.
Note, however, if the distribution is symmetric, trimming the tails and recalculating the weighted mean will
not result in any change in the weighted mean. Hence, we look at the skewness in the distribution.

There is evidence of skewness in the distribution when price changes are calculated at some
frequencies, though not for those calculated over an annual horizon which is the one used in Canada to
calculate measures of underlying inflation. Weighted skewness in year-over-year price changes averages about
0.15 for the full sample. However, weighted skewness seems to have fallen along with the mean of inflation in
recent years. Average weighted skewness fell from 0.32 in the 1986-1991 period to zero in the 1992-1998
period. Therefore, it does not appear that on average skewness is a particular problem in the Canadian data.
However, the standard deviation surrounding the skewness for the full sample is 1.44, indicating that skewness
presents a problem during particular periods. The possibility of skewness during particular episodes could
support the use of the weighted median as a measure of core inflation.

3. Appendix 2 includes a detailed discussion of the moments of the distributions of price changes in Canadian
data.
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6. An evaluation of various measures of underlying inflation

All of the measures in section 5 yield useful information about core inflation.
Nonetheless, policy makers require a means of discriminating among them. Any evaluation is
complicated by the fact that there are no formal criteria by which the accuracy of a core inflation
measure can be assessed. Since core measures are to be tools for policy it is reasonable to assess them
based on their suitability to various policy purposes. Hence, we begin with a discussion of the attributes
that would make different measures suitable as an indicator of current and future trends in inflation; for
empirical work; or as a target for monetary policy.

As an indicator of current and future trends in inflation, the ideal core inflation would be
a smooth measure that closely approximates the general trend in inflation. Furthermore, it would have
some forecasting ability for the trend. In other words, the excluded portion would reflect short-run
movements in inflation. As such, it would be independent of the future trend in inflation. Timeliness is
also an important attribute if core inflation were to be used as a guide for policy. However, all of the
core inflation measures are available at the same time so we do not evaluate these particular measures
based on this last criteria.

As a better measure for empirical work, the core measure would tighten the estimates of
the relationship between policy and other variables, for example, in expectations-augmented Phillips
curves. Unfortunately, the absence of long time series makes this difficult to evaluate.

Generally, the same attributes that would make a core measure useful as an indicator of
the trend in inflation or as a better measure for empirical work would also make it suitable as a guide to
policy and more precisely, as an operational or intermediate target for policy. As a direct target,
however, the core measure would be a public measure; therefore, it would also require a few additional
attributes.

Targets are an important element in a strategy for communication with the public.
Therefore, to be a viable target, a core measure would have to be understood by the public and
acceptable to it. This suggests that measures which exclude too much of the consumer basket might be
challenged by the public since they deviate too much from a cost of living index. This might
recommend the CPIX rather than the CPIXFET, since the proportion of the basket which is excluded is
smaller and can be defended on variability criteria. In addition, the relationship of the core measure as
target to other published inflation rates (such as the CPI) would have to be transparent and its
construction easily understood, since deviations of the core measure from published inflation rates
would have to be addressed.

As a target, a core measure would have to make sense based on economic theory. This
implies that it would be a good measure of the persistent trend in inflation. Furthermore, it should be
clear to the public that the core measure is closer to the trend in inflation than other published measures
and that it is the persistent movements in inflation that matter to the monetary authority. Only in this
event would use of a core measure improve the transparency of policy decisions. This requirement
would exclude very obscure measures of underlying inflation as candidates for the target, even if they
were fairly accurate. For example, this would seem to suggest that MEANTSD is not a candidate for a
public measure of core inflation and this is one reason why the Bank of Canada has chosen not to
publish this measure.

A principle reason for naming a target for policy is to provide a benchmark on which to
evaluate the success of policy. As a tool for accountability, it would have to be fairly clear that the
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monetary authority had some capacity to realize the target given the monetary policy instrument. This
provides a strong argument for the use of a core measure as a target if that measure is shown to be a tighter
measure of the inflation that is controllable. If such a core measure is named as the target, it might be possible
to be more precise about the target since the core measure would be closer to the trend in inflation than CPI
inflation; this could imply a smaller range for the target.

Note finally that, for a core measure to be useful, it would have to be clear why the particular
decomposition chosen isolates core inflation and not something else.

» Doesthe core measure capture the persistent movements or isit still volatile?

Table 1 lists the mean and standard deviation of each of the various core measures as well as the
CPI. In terms of variability, defined as the standard deviation divided by the mean, each of the core measures
improves on the variability in the CPI. However, there is very little to differentiate among the various core
measures. The mean over the full sample ranges from 2.76 for the weighted median to 2.90 for both CPIW
and MEANTSD . Measures of variability range from a low of 0.42 for CPIX, the least variable measure, to
0.51 for the weighted median.

Table 2 also reports the same statistics but over the period 1992m1 to 1998m8 to evaluate
whether the core measures continue to perform well in the recent low and stable inflation period. The mean
has declined for each of these measures and the CPI. The mean of the core inflation measures now ranges
from 1.52 for the weighted median to a high of 1.87 for CPIX inflation. The higher mean for the CPIX reflects
the exclusion of mortgage costs which have been declining due to low interest rates. The standard deviation
has also fallen sharply, ranging from 0.43 for the MEANTSD to a low of 0.30 for CPIW. For most of the core
measures, variability is about half of the 0.50 calculated for the CPI, with the lowest variability of 0.18
reported for both CPIW and CPIX.

As suggested by Cecchetti (1996), a longer-run two-sided moving average of inflation will
provide us with a fairly good benchmark of the trend in inflation. We use this benchmark to assess the various
core measures. Figure 7 graphs the weighted mean of the CPI changes and the two-sided 36-month moving
average of the monthly weighted mean. The weighted mean is equivalent to CPI inflation except that the
basket weights have changed approximately every four years and also, we have adjusted the components used
to calculate the weighted mean for the effects of the GST in 1991 and the tobacco tax shock of 1994 to remove
misleading shifts before calculating the more persistent trend. Table 4 reports the root mean square error and
mean absolute deviations to compare how close each core measure captures the benchmark trend. It appears
that the CPIW more closely approximates the persistent movements in the weighted mean better than the
alternative measures.

» Doesthe core measure help predict future trendsin inflation?

In order to assess whether the core measure has any indicator properties for the future trend in
inflation, we review the simple correlations between each core measure and the CPIXT (CPI excluding
indirect taxes) at various future intervals: 6 months, 12 months, 18 months, and 24 months (see Tables 5 and

6)4. We report correlations between the core measures and the CPIXT rather than the CPI itself in order to
abstract from the large indirect tax shocks in the data. The importance of indirect tax shocks is evident when
comparing the CPI and the CPIXT at all samples. At 6 months ahead the correlation between the CPI and the
CPIXT is only 0.65 despite a 6 month overlap in the data.

4. Note that contemporaneous correlations and those 6 months ahead will include some overlap between the
core measure and CPIXT since these are 12-month averages.
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Table 5 shows the correlations over the full 1986 to 1998 sample period. These
correlations are quite high. They suggest that core measures do contain information about future
movements in inflation. At 24 months ahead, the correlation between CPIX and CPIXT is 0.75.

It may be that correlations are high simply because all of these measures capture the large
downward shift in inflation in 1991. In addition, it is interesting to see how they perform in the recent
inflation environment. Therefore, the same correlations are reported for the recent sample as well (see
Table 6). At 6 and 12 months ahead, CPIXT is negatively correlated with most of the core inflation
measures. The exception is the CPIXFET, which is slightly positively correlated 6 months ahead (during
the period of overlap) and generally uncorrelated 12 months ahead. At 18 months ahead, correlations
change sign and are now all positive. At this point, CPIXFET is the most highly correlated at 0.44 and
CPIX the next highest at 0.40. This pattern of correlations through time suggests that many of the
shocks which are excluded from the core measures but are included in the CPIXT have been eliminated
between 12 and 18 months ahead. The core measures are still notably correlated with the CPIXT at 18
and 24 months ahead, suggesting that they do have useful information on the future trend in inflation.
The highest correlation at 24 months is between CPIxT and CPIW; it is reported at 0.42.

These statistics represent correlations at particular periods in time. Other research at the
Bank suggests that these conclusions hold up in a more dynamic analysis. Regressions on the CPI or
core measures which use long lags (18 to 29 months) of either the CPI or core as explanatory variables
indicate that the use of core measures significantly reduces the standard errors in simple forecasting
equations. In effect, more closely identifying the trend improves forecasts of inflation. Not surprisingly,
the core measures perform even better if the sample is limited to the recent period of low and stable
inflation.

* |sit reasonable to exclude these particular subsets of the CPI?

One can check to see whether the portion of the CPI excluded from a core measure has
similar attributes to noise or reversible prices shocks. For example, we look for persistence in the
excluded-from-core series. For the CPIX we evaluated each of the eight subcomponents which have
been eliminated from this measure to see if they contain information on the trend in inflation.
Augmented Dickey-Fuller (ADF) tests suggest that over the 1986m1-1998m8 sample, year-over-year
changes in the price of each of the following subcomponents are stationary series: fruit, vegetables,
inter-city transport, fuel oil, natural gas, and gasoline. This is encouraging since it suggests that these
price changes are temporary. Tobacco and mortgage interest costs are I(1). These are the subindices
most directly influenced by government policy so their exclusion is motivated differently. ADF tests run
over the longest possible sample suggest all of the series are stationary. This longest available sample
for most of these particular series is 1950m1 to 1998m8 for each of the subcomponents except fruits
and vegetables, for which a consistent series is only available from 1979m1 to 1998mS8.

Figure 8 graphs the difference between the CPI and each of the different measures of
underlying inflation. These gaps are the excluded portions of each of the core measures and therefore,
should represent temporary movements in inflation around its trend. These gaps could be interpreted as
measures of relative price shocks. We test whether core inflation and the excluded portion are

independent. To do so, we do a variation of Cogley (1998)5 and test whether the excluded portion over
or underpredicts the transient component of the CPIL.

5. These regressions are quite similar to those included in Crawford et. al (1998) m, |, = (1, , 7 ° )

and their finding that the sum of the coefficients was close to one.
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We do the following OLS regression where Tt is CPI inflation at time t, TG , is CPI inflation

. . . core , :
at time t+h. In each regression, h equals 6, 12, and 18, respectively. T, is the core measure and Uy is the

random error term.

core

(T, h—TY= O+ BT, —T4) +u,°

We test the joint restriction that 0, = O and Bt: 1.7 The restriction on Bt indicates whether

the excluded portion of the core measure over- or under-predicts the transitory movements in inflation. If Bt is

less than one then it overstates the transitory movements, if greater than one then it understates. This
experiment captures the extent to which transient movements are subsequently reversed.

The regressions over the full 1986m1 to 1998m8 sample provide some interesting results (see
Tables 7-9).8 Six months ahead, CPIW provides the most encouraging result since the estimated coefficients

are 0; = 0 and Bt: 1 even without a restriction (see Table 7). We cannot reject the restriction that oy = 0

and Bt: 1 for any of the core measures (except CPIX) suggesting that what has been excluded from these

measures reflects transitory movements. At this horizon, CPIX seems to underpredict the transient movements
in the CPI.

However, at 12 and 18 months ahead, the test results are reversed (see Tables 8 and 9). The
CPIX clearly performs much better at capturing transitory movements that are reversed over these longer

horizons, since the freely estimated coefficient Bt is very close to one. The joint restriction that 0y = 0 and

Bt: 1 cannot be rejected for CPIX and MEANTSD at either the 12 or 18 month horizon, nor can it be

rejected for CPIXFET at the eighteen month horizon. Overall, these results support a few measures of
inflation, in particular, CPIW and CPIX seem to be useful measures of core inflation though over different
horizons.

Next, we re-estimate the regressions to investigate whether these conclusions hold up for the
low and stable inflation period of 1992m1 to 1998mS8 (see Tables 10-12). Six months ahead, all measures do

well. CPIW still fares best at this horizon since it is still the case Bt: 1 even without a restriction. We cannot

reject the joint restriction that ; = 0 and Bt: 1 for any of the core measures except CPIX. These results

suggests that what has been excluded by these measure accurately captures the transitory movements in the
CPI at this horizon. As in the regressions over the full sample, CPIX seems to underpredict the transient
movements in the CPI.

At the longer horizons of twelve and eighteen months, all of the measures overestimate the
variable portion of the CPI (see Tables 11 and 12). The joint restriction is easily rejected by the data in each of
the regressions and the estimated coefficients are well above one. This may reflect the fact that there is much
less variability in the CPI over this period (except for the temporary decline in inflation due to the tobacco tax
cut in 1994).

6. Standard errors have been corrected using the Hansen and Hodrick (1980) adjustment where appropriate.
7. The simpler restriction that Bt: 1 leads to identical conclusions in each of the regressions.

8. Samples identified in Tables 7-12 are shorter than the full sample since the sample is adjusted as required to
allow for t+h period ahead observations.
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» Does a closer look at the components suggest that the logic behind their construction
holds up?

Both CPIX and CPIW use data on the historical volatility of the components to derive
measures of underlying inflation. This approach is based on the assumption that the past will be
representative of the future. To evaluate how this holds up, we investigate the recent period.

In deriving the CPIX, the standard deviation of the individual components of the CPI
could have been used to determine which components are volatile instead of the components that were
most frequently eliminated by MEANTSD or a 10% limited information estimator. Table Al lists the
mean and standard deviations of 54 individual components of the CPI. Over the full sample period,
these eight are among those with the highest standard deviations. It is not surprising that they are
frequently be in the tails of any monthly distribution of price changes.

Interestingly, though the means and standard deviations of all of the subcomponents have
fallen dramatically, the same subset of eight still represent some of the most volatile components. Table
ATl also reports the mean and standard deviations of two major subperiods, 1986 to 1991 and the low
inflation period of 1992 to 1998. The Spearman rank correlation coefficient between the two periods is
0.63, suggesting that the relative volatility of the various components in the first period is indicative of
that in the recent low and stable inflation period. This supports the choice of CPIX in the sense that it
will likely perform out of sample. It also indicates that using constant weights based on an earlier period
to reweight the components, as in CPIW, is a not a bad approximation.

Notice that if the premise upon which the CPIX measure is based is true, the eight
subcomponents excluded historically ought to correspond to those most frequently excluded by
MEANTSD in the current period. An investigation of the subcomponents eliminated indicates this is
the case. Five of the components excluded from MEANTSD in August 1998 were among the eight
excluded from the CPIX measure due to their historical volatility, namely fuel oil, gasoline, natural gas,
inter-city transportation, and tobacco products (recall Table 3). This is not an unusual month.

Tables A2-AS5 report the frequency that these components were eliminated from
MEANTSD over the full sample and over two different subperiods: 1986m1 to 1998m8; 1992m1 to
1998m8; and 1996m12 to 1998m8. The columns in this table report the type of price included in the
subindex, the number of times it was excluded from MEANTSD and the percentage of time it was
excluded. In Table A2, for example, the first row indicates that education prices were eliminated by the
MEANTSD procedure 44 times or 55% of the time. In each of these periods, the eight removed from
CPIX were among the nine subindices thrown out due to their location over 1.5 standard deviations
from the weighted mean. The ninth most frequently discarded subindex is education, which is also the
one with the largest mean of any component (7.5%). This is not surprising given the large hikes in
tuition fees in recent years due to cut-backs in government funding of universities. Note, however, that
the education price subindex does not have a particularly high standard deviation. This would suggest
although education prices is discarded by the criteria for MEANTSD , it may not belong among those
components excluded from CPIX on the basis of their volatility, since it is not really volatile, merely
persistently high.

6.1 Summary and related work
This assessment has focused on the properties that are required if these measures are to

be a good indicator of current and future trends in inflation. This leaves further work to evaluate their
usefulness as a measure for empirical work or as a viable target for monetary policy.
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Other work at the Bank of Canada does lend some insight into the suitability of these measures
to these last two uses. Hogan (1998) compares the performance of various core inflation measures in Taylor
rules. He finds that the CPIXFE outperforms the CPI and the other measures of core in historical estimates of
Taylor rules. However, his conclusions, like our own, are tentative due to the short sample available for the
recent low inflation period. Kichian (1998) shows that the tighter the measure of core inflation used in the
analysis, the more suitable is the model to estimate the output gap. She finds that the CPIXFE performs better
than the CPI in a state-space model to measure potential output. Note that her model allows for dynamic
effects of indirect taxes changes on inflation.

Finally, evaluation of the usefulness of core measures as a target is based on their performance
in the other two roles as an indicator of current and future trends in inflation and as a measure of inflation for
empirical work, as well as their suitability for public scrutiny and discussion. This suggests that the traditional
core measure, CPIXFET could be considered as a possible direct target since the attributes which make it a
useful operational target also make it suitable as a direct target. Moreover, it is the most straightforward and
easily understood measure of core inflation. CPIX inflation might also make a suitable target since it is less
variable than CPIXFET and at the same time, includes more of the original CPI basket than CPIXFET.

7. Conclusion

As a measure of the general trend in inflation, core inflation is a useful tool for policy makers in
three possible ways: as an indicator of current and future trends in inflation, as a better measure of inflation for
empirical work, or as a target for monetary policy.

The Bank of Canada currently monitors several measures of core or underlying inflation on a
regular basis. All of these measures are based on the disaggregated approach to measuring core inflation.
Furthermore, they are all based on 12-month price changes. Several items support the choice of year-over-year
growth in monthly data for the inflation as either a guide to policy or as a target for policy. First, it provides an
important smoothing aspect to the data. Month-over-month changes are simply too volatile for policy makers
to respond to every movement. Second, for movements in year-over-year growth in the CPI, excess skewness
and kurtosis do not seem to present any particular difficulties. Third, there are some price changes which are
infrequently sampled and other prices which really only change occasionally or annually (such as tuition
fees). These infrequent price changes can be gradually included in the inflation rate. Fourth, by construction,
year-over-year growth rates avoid the problem of regular seasonality, though not stochastic seasonality.
Finally, it is reasonable to think that contracts, pensions, and other economic planning that takes inflation into
account would largely be done based on a somewhat longer horizon, such as an annual horizon. This final
point supports the use of an annual inflation rate for public inflation targets.

The range of measures considered in this paper includes one which excludes the most volatile
components historically (CPIX); one which includes all elements of the basket but down weights their
influence on the aggregate inflation rate based on their volatility (CPIW); one which reflects the 50th
percentile (wmedian); one which excludes the most volatile components at a point in time (MEANTSD ) and
identifies those shocks; and one which excludes prices traditionally considered to be affected by temporary
supply shocks (CPIXFET). Each of these measures fares quite well in a comparison to aggregate CPIL
However, the environment of low and stable inflation in Canada makes it difficult to differentiate among them,
since the variability of all the measures is now quite low. Some tests seem to suggest the CPIW does best at
capturing the trend in inflation, while others suggest the CPIX as a useful measure. Other research at the Bank
of Canada, reviewed briefly above, shows that the Bank’s official core measure, CPIXFET, performs best on
some other criteria. Overall, no one measure of core seems to stand out as ideal in the analysis.
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Interestingly, the sharp drop in the means and standard deviations of the various core
measures and the aggregate CPI are mirrored in the disaggregated data. The low inflation environment
is evident in almost all disaggregated prices, at least to some extent. A review of their relative means
and standard deviations suggests that if we recalculated the eight most volatile components to
determine which to exclude based solely on recent data, we would choose the same eight which were
excluded historically, namely, fruit, vegetables, gasoline, fuel oil, natural gas, inter-city transportation,
mortgage interest costs, and tobacco products. Furthermore, it is reasonable to exclude these particular
items for economic reasons. The first six of these subindices contain prices which are sensitive to the
situation in world markets and to the exchange rate while the last two are heavily influenced by central
bank or government policy.

Along with the decline in the mean and standard deviations of inflation, we report a
decline in the skewness and kurtosis of the cross-sectional distribution of inflation. Although it appears
that weighted skewness is not a problem on average, the level of kurtosis and the standard deviation of
skewness suggests that the distribution of price changes is non-normal during specific episodes. This
suggests that the weighted median is worth considering as a robust measure of underlying inflation.

Comparisons of the various measures of underlying inflation suggests that different
measures do well along different dimensions. Each measure of core provides some particular insight
into how inflation is evolving. Therefore, rather than selecting one measure as the best to perform the
role of core inflation as an indicator of the trend in inflation, it might be more useful to have a limited
number of measures of underlying inflation and to use the varied information in each of them to put
together a more accurate picture of the dynamics in inflation. This is the approach currently in place at
the Bank of Canada. In particular, the use of MEANTSD , the measure which specifically identifies the
subcomponents which have extreme fluctuations, and others that exclude or down weight traditionally
variable elements - CPIXFET, CPIX and CPIW - assist in identifying the source of the shock if there are
differences in inflation as indicated by the different core measures. For example, CPIX has a higher
mean over recent years because it excludes mortgage interest costs which have been declining due to
low interest rates. It seems reasonable to adopt an approach which uses what is known about the data to
its fullest extent. This ensures that the policy maker understands what is captured (or not) by the core
inflation measures. For example, the list of what is eliminated from MEANTSD each month highlights
the components which are most volatile at the moment. This approach will be most useful in periods of
change when the core inflation measures diverge, since it would raise a warning signal to investigate
further.

It may be interesting to pursue alternative avenues of research in the future. To date, work
on the model-based approach has been hampered by the recent regime change. However, once low and
stable inflation period persists for some time, the model-based approach could yield some interesting
insights. The evidence on the usefulness of various core measures described in this paper would be
strengthened by comparison with the very different alternative measures that are produced by the
model-based approach.
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Figure 1: A comparison of different frequencies for price changes
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Figure 2: Year-over-year growth of CPIXFET and CPI (Sample 86m1 to 98mS8)
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Figure 3: Year-over-year growth of WMEDIAN and CPI (Sample 86m1 to 98m8)
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Figure 4: Year-over-year growth of MEANTSD and CPI (Sample 86m1 to 98m8)
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Figure S: Year-over-year growth of CPIX and CPI (Sample 86m1 to 98m8)
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Figure 6: Year-over-year growth of CPIW and CPI (Sample 86m1 to 98m3)
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Figure 7: Moving average of weighted mean (Sample 86m1 to 98mS8))
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Figure 8: CPI minus core measure (Sample 86m1 to 98m8)
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Table 1: Core inflation measures: growth over 12 months

Sample 86m1 to 98m8
mean standard variability
deviation (stddev/mean)
CPI 2.96 1.77 0.60
CPIXFET 2.84 1.34 0.47
wmedian 2.76 1.41 0.51
CPIX 2.86 1.20 0.42
CPIW 2.90 1.40 0.48
meantsd 2.90 1.44 0.50
Table 2: Core inflation measures : growth over 12 months
Sample 92m1 to 98m8
mean standard variability
deviation (stddev/mean)
CPI 1.43 0.72 0.50
CPIXFET 1.66 0.39 0.24
wmedian 1.52 0.36 0.24
CPIX 1.87 0.34 0.18
CPIW 1.66 0.30 0.18
meantsd 1.64 0.43 0.26
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Table 3: Components excluded from the MEANTSD measure in August 1998

Component Growth over
12 months
Natural gas 10.9%
Fuel oil and other fuels -10.0%
Gasoline -11.9%
inter-city transportation 6.7%
Travel services 7.0%
Tobacco products 6.6%

Table 4: Root Mean Squared Error and Mean Absolute Deviation

Sample 87m7 to 97m2
Core RMSE? MADP
WMEAN 0.64 0.56
CPIXFET 0.50 0.40
WMEDIAN 0.51 0.42
CPIX 0.57 0.47
CPIW 0.40 0.34
MEANTSD 0.61 0.52

n

n)
EH% z ((:oret—mat)2

a. Root mean squared error: RMSE = /\/
i=1

n

.. _ o
b. Mean absolute deviation MAD = O z |corei - may
i=1
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Table 5: Correlation of core measures with future CPIXT inflation
Sample 86m1 to 98m8

CPIxT[t] | CPIxT[t+6] | CPIxT[t+12] | CPIxT[t+18] | CPIxT[t+24]
CPI 0.92 0.65 0.46 0.49 0.40
CPIXFET 0.93 0.84 0.74 0.71 0.61
WMEDIAN 0.90 0.85 0.75 0.70 0.60
CPIX 0.86 0.85 0.79 0.77 0.75
CPIW 0.93 0.85 0.74 0.70 0.62
MEANTSD 0.89 0.85 0.73 0.70 0.64

Table 6: Correlation of core measures with future CPIXT inflation
Sample 92m1 to 98m8

CPIxT[t] | CPIxT[t+6] | CPIxT[t+12] | CPIxT[t+18] | CPIxT[t+24]
CPI 0.61 -0.21 -0.62 0.02 0.12
CPIXFET 0.72 0.11 -0.05 0.44 0.17
WMEDIAN 0.43 -0.22 -0.46 0.10 0.29
CPIX 0.79 -0.09 -0.34 0.40 0.31
CPIW 0.57 -0.14 -0.44 0.22 0.42
MEANTSD 0.75 -0.10 -0.56 0.24 0.39
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Table 7: Regressions : six months ahead (Sample 86m1 to 98m?2)

CPI[t+6] CPIxXFET | WMEDIAN CPIX CPIW MEANTSD
R’ 0.35 0.40 0.29 0.45 0.39
a -0.02 0.06 -0.06 -0.06 -0.06
(0.10) (0.35) (0.31) (0.31) (0.30)
B 0.82 0.90 0.56 1.01 0.80
(3.35) (4.36) (2.68) (4.93) (3.52)
p-value 0.75 0.86 0.07 0.95 0.62
HO: (B=1, a=0)
Table 8: Regressions: twelve months ahead (Sample 86m1 to 97mS8)
CPI[t+12] CPIxFET | WMEDIAN CPIX CPIW MEANTSD
R 0.58 0.63 0.50 0.67 0.49
a -0.06 0.10 -0.12 -0.13 -0.14
(0.42) (0.69) (0.79) (1.00) (0.85)
B 1.48 1.59 1.03 1.71 1.25
(8.31) (10.87) (6.41) (10.81) (6.29)
p-value 0.02 0.00 0.73 0.00 0.37
HO: (B=1, a=0)
Table 9: Regressions: eighteen months ahead (Sample 86m1 to 97m2)
CPI[t+18] CPIxFET | WMEDIAN CPIX CPIW MEANTSD
R 0.55 0.55 0.52 0.54 0.45
a -0.19 -0.06 -0.23 -0.27 -0.26
(2.22) (0.61) (2.55) (2.98) (2.63)
B 1.39 1.42 1.01 1.49 1.16
(13.07) (13.71) (11.75) (13.64) (10.10)
p-value 0.00 0.00 0.03 0.00 0.02

HO : (B=1, a=0)
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Table 10: Regressions : six months ahead (Sample 92m1 to 98m2)

CPI[t+6] CPIxFET | WMEDIAN CPIX CPIW MEANTSD
R 0.29 0.29 0.26 0.32 0.20
a -0.23 -0.12 -0.41 -0.26 -0.23
(1.25) (0.55) (3.22) (1.37) (1.19)
B 0.81 0.96 0.82 1.00 0.90
(3.91) (6.57) (4.08) (5.80) (1.94)
p-value 0.44 0.79 0.36 0.98 0.48
HO: (B=1, a=0)
Table 11: Regressions : twelve months ahead (Sample 92m1 to 97mS8)
CPI[t+12] CPIxFET | WMEDIAN CPIX CPIW MEANTSD
R’ 0.70 0.50 0.64 0.64 0.41
a -0.48 -0.20 -0.83 -0.49 -0.43
(2.98) (1.13) (4.28) (2.76) (2.08)
B 1.63 1.67 1.67 1.85 1.70
(11.60) (7.13) (11.99) (10.25) (5.21)
p-value 0.00 0.00 0.00 0.00 0.03
HO: (B=1, a=0)
Table 12: Regressions : eighteen months ahead (Sample 92m1 to 97m2)
CPI[t+18] CPIxFET | WMEDIAN CPIX CPIW MEANTSD
R 0.66 0.34 0.60 0.46 0.44
a -0.47 -0.20 -0.73 -0.43 -0.42
(4.83) (1.67) (6.11) (3.66) (3.55)
B 1.36 1.17 1.37 1.34 1.49
(14.55) (7.33) (16.91) (12.06) (11.15)
p-value 0.00 0.14 0.00 0.00 0.00

HO : (B=1, a=0)
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Appendix 1: An investigation of the sub-components of the CPI

Table A1l: Year-over-year growth of the 54 subcomponents of the CPI

Full sample Sub-Sample Sub-Sample
86ml to 98m8 | 86ml to 91m12 | 92m1 to 98m8

Component Wt. Mean lS)t::i‘; Mean ls)t:i; Mean lS)t;i‘;

Meat 0.0290 | 2.64 | 3.85 4.20 4.47 1.21 2.48
Fish 0.0041 | 3.24 | 3.61 4.74 3.94 1.88 | 2.64
Dairy products and eggs 0.0208 | 2.10 | 1.61 2.84 1.29 1.44 | 1.59
Bakery and other cereal 0.0204 | 2.71 1.69 | 3.32 146 | 2.16 | 1.70

products

Fruit, fruit preparations and 0.0140 | 1.26 | 5.23 3.96 523 | -1.17 | 3.89
nuts

Vegetables and veg. 0.0125 | 256 | 9.64 | 468 | 10.08 | 0.65 | 8.85
preparations
Other food products 0.0282 | 1.72 | 3.00 2.24 2.61 1.25 | 3.26

Food purchased from restau- | 0.0498 | 3.06 | 1.57 | 4.60 0.74 1.67 | 0.37
rants

Rented accommodation 0.0717 | 278 | 1.31 4.02 0.59 1.67 | 0.57
Mortgage interest cost 0.0491 | 094 | 6.02 | 542 5.04 | -3.10 | 3.41
Replacement cost 0.0268 | 3.12 | 5.58 | 6.26 6.75 | 029 | 1.22
Property taxes 0.0355 | 478 | 2.59 | 6.61 1.05 3.14 | 246
Homeowners’ insurance 0.0105 | 4.09 | 496 | 6.52 6.06 1.91 1.93
prems.

Homeowners’ maint. & 0.0169 | 1.65 | 2.56 | 2.83 1.55 | 0.59 | 2.83
repairs

Electricity 0.0265 | 3.42 | 247 | 4.87 1.63 | 2.10 | 2.37
Water 0.0039 | 5.14 | 273 | 6.12 3.04 | 425 | 2.06
Natural gas 0.0102 | 0.78 | 546 | -1.68 | 3.45 | 3.00 | 5.97
Fuel oil and other fuel 0.0058 | 0.55 | 11.49 | 0.68 | 1524 | 0.43 | 6.61

Communications 0.0279 | 0.88 2.62 -0.68 2.29 2.28 2.06
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Full sample Sub-Sample Sub-Sample
86ml to 98m8 | 86ml to 91m12 | 92m1 to 98m8
Component Wit. Mean lS)t;l‘: Mean lS)tg‘: Mean lS)tg‘:

Child care and domestic 0.0110 | 437 | 2.02 5.87 1.23 3.02 | 1.60
services
Household chemical products | 0.0073 | 1.51 2.76 3.58 1.44 | -0.36 | 2.31
Paper, plastics and foil 0.0079 | 2.88 | 4.73 3.56 246 | 226 | 6.05
supplies
Other household goods&serv. | 0.0148 | 2.78 | 2.36 | 4.99 1.03 0.78 | 1.09
Furniture 0.0137 | 1.82 | 1.99 | 3.17 1.62 | 0.60 | 1.44
Household textiles 0.0052 | 1.55 | 2.65 3.22 213 | 0.05 | 2.12
Household equipment 0.0164 | 1.08 | 1.69 | 2.17 1.64 | 0.10 | 0.98
Services rel. to hh furnishings | 0.0033 | 3.26 1.73 4.51 1.10 | 2.13 1.39
Clothing 0.0417 | 2.01 1.83 3.45 1.38 | 0.72 | 1.07
Footwear 0.0093 | 1.85 | 1.93 3.30 1.32 | 0.53 | 1.37
Clothing accs. & jewellery 0.0055 | 1.40 | 2.50 3.37 1.44 | -0.38 | 1.83
Clothing mat., notions and ser. | 0.0059 | 2.92 1.57 442 0.60 1.58 | 0.72
Purchase of automotive 0.0630 | 3.96 | 2.75 3.77 3.33 4.12 | 2.10
vehicles
Gasoline 0.0393 | 0.89 | 9.07 1.88 | 11.81 | -0.01 | 5.51
Auto. parts, maint. & repairs | 0.0230 | 2.05 | 2.17 3.68 1.94 | 0.58 | 1.01
Other auto operating expenses | 0.0398 | 6.32 | 2.67 7.42 2.21 532 | 2.68
Local & communter transport. | 0.0063 | 545 | 2.88 6.60 1.58 | 4.41 3.36
Inter-city transportation 0.0100 | 658 | 890 | 6.99 | 11.73 | 6.21 | 5.23
Health care goods 0.0085 | 3.98 | 3.69 7.29 246 | 099 | 1.25
Heath care services 0.0126 | 3.43 1.47 4.63 042 | 2.35 1.20
Personal care supplies&equip. | 0.0155 | 1.53 | 2.04 2.71 1.32 | 046 | 2.00
Personal care services 0.0095 | 3.79 | 1.97 5.53 1.16 | 2.23 | 0.99
Recreational equip.&services | 0.0206 | 045 | 2.94 | 2.81 202 | -1.66 | 1.81
Purchase of recreational 0.0067 | 4.11 222 | 4.67 280 | 3.60 | 1.34
vehicles
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Full sample Sub-Sample Sub-Sample
86m1 to 98m8 | 86m1 to 91m12 | 92m1 to 98m8
Std. Std. Std.
Component Wt. Mean Dev Mean Dev Mean Dev

Operation of recreationl 0.0041 | 3.41 3.37 5.54 3.56 1.49 | 1.55
vehicles
Home entertain. equip.& 0.0156 | -0.55 | 1.98 0.35 1.90 | -1.35 | 1.68
services
Travel services 0.0169 | 3.48 | 3.67 3.93 2.93 3.08 | 4.20
Other recreational services 0.0220 | 5.09 1.97 6.68 1.42 3.65 1.09
Education 0.0192 | 748 | 2.83 7.45 3.61 7.51 1.91
Reading mat.&oth. print. 0.0075 | 4.50 | 2.31 6.04 1.35 3.11 2.11
matter
Served alcoholic beverages 0.0058 | 3.96 | 3.05 6.82 1.78 1.39 | 0.86
Alcoholic beverages from 0.0130 | 3.97 | 2.55 6.02 1.73 | 212 | 1.55
store
Tobacco products & supplies | 0.0130 | 891 | 11.17 | 16.35 | 9.82 | 2.21 | 7.49
Leaserent 0.0082 | 2.48 | 5.09 3.47 4.95 1.59 | 5.09
Other owned accomodation 0.0107 | 3.42 | 3.12 6.14 2.15 0.96 | 1.23

Table A2: Frequency of elimination of the CPI components in the calculation of

MEANTSD (Sample 1986m1 to 1998m8))

Component MEANTSD

# %
Vegetables and vegetable preparations 76 50
Inter-city transportation 74 49
Natural gas 72 47
Fuel oil and other fuel 70 46
Gasoline 69 45
Education 54 36
Tobacco products and smokers’ supplies 53 35
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Component MEANTSD

# %0
Mortgage interest cost 51 34
Fruit, fruit preparation and nuts 38 25
Rental and leasing of automotive vehicles 27 18
Communications 26 17
Replacement cost 26 17
Homeowners’ insurance premiums 24 16
Recreational equipment and services 17 11
Other automotive vehicle operating expenses 17 11
Fish and other seafood 17 11
Local and commuter transportation 16 11
Travel services 16 11
Paper, plastics and foil supplies 15 10
Water 14 9
Home entertainment equipment and services 13 9
Health care goods 12 8
Property taxes 12 8
Other food products 9 6
Homeowners’ maintenance and repairs 7 5
Reading material and other printed matter 7 5
Household textiles 6 4
Clothing accessories and jewellery 5 3
Personal care supplies and equipment 5 3
Meat 4 3
Other recreational services 3 2
Electricity 2 1
Household chemical products 2 1
Child care and domestic services 2 1
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Component MEANTSD
# ¥/
Operation of recreational vehicles 2 1
Other owned accommodation expenses 1 0
Furniture 1 0
Footwear 1 0
Purchase of recreational vehicles 1 0
Served alcoholic beverages 1 0

Table A3: Frequency of elimination of the CPI components in the calculation of
MEANTSD Sample 92m1 to 98m8

Component MEANTSD

# %0
Education 44 55
Mortgage interest cost 36 45
Vegetables and vegetable preparation 35 44
Natural gas 34 43
Inter-city transportation 30 38
Gasoline 24 30
Fuel oil and other fuel 24 30
Tobacco products and smokers’ supplies 22 28
Fruit, fruit preparations and nuts 21 26
Rental and leasing of automotive vehicles 18 23
Recreational equipment and services 17 21
Travel services 16 20
Other automotive vehicles operating expenses 16 20
Local and commuter transportation 16 20
Paper, plastics and foil supplies 15 19
Water 12 15
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Table A4: Frequency of elimination of the CPI components in the calculation of
MEANTSD (Sample 96m12 to 98m8)

Components MEANTSD

# %
Fuel oil and other fuel 19 91
Inter-city transportation 19 91
Mortgage interest cost 18 86
Education 17 81
Natural gas 14 67
Gasoline 13 62
Vegetables and vegetable preparations 10 48
Home entertainment equipment and services 8 38
Other automotive vehicle operating expenses 7 33
Travel services 6 29
Tobacco 5 24
Fruit, fruit preparations and nuts 2 10
Communications 1 5
Clothing accessories and jewellery 1 5
Rental and leasing of automotive vehicles 1 5
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Appendix 2: An investigation of the skewness and kurtosis

It may be that the moments of the distribution of price changes have implications for the
methodology to be chosen to measure core inflation. Bryan and Cecchetti (1993b, 1996) and Bryan, Cecchetti,
and Wiggins II (1997) offer evidence that the population of price changes is characterized by skewness and
kurtosis in the United States. Roger (1997) offers similar evidence for New Zealand. This skewness and
kurtosis suggests the choice of an order statistic as a robust and efficient estimator of the central tendency in
prices. In this Appendix, we report the skewness and kurtosis of the distribution of price changes for the
Canadian CPI. Not surprisingly, we find that the price change distributions for Canada are characterized by
skewness and kurtosis. However, the extent of the skewness and kurtosis depends on the horizon used to
calculate the price change.

Tables A5-A8 provide summary statistics on the skewness and kurtosis in the Canadian data. To
show how these calculations are made, we take the year-over-year case as an example. For each month from
1986m1 to 1998m8, we create a cross-sectional distribution of the 12th-month-over-12th-month price changes

of each of 54 subindexes of the CPL° Then, we calculate the skewness and kurtosis of each of the monthly
distributions. As suggested by Roger (1998), these statistics take into account the different expenditure
weights that were actually used each month in the calculation of the CPI. The resulting measures of weighted
skewness and weighted kurtosis are presented in Table AS. Figures A1l to AS illustrate the time series of the
skewness and kurtosis coefficients graphically. Although the discussion in this section focuses exclusively on
the weighted measures, we also report the more traditional, equally weighted, measures of the third and fourth
moments for comparative purposes (see Table A6). Both methods of calculating skewness and kurtosis
produce statistics that suggest similar conclusions.

A2.1 Kurtosis

For the Canadian data, it appears that kurtosis depends on the frequency over which the growth
rates are calculated. Below the year-over-year horizon, kurtosis is very large (22.02 for monthly growth rates,
17.57 for quarterly changes). At longer horizons, kurtosis is much lower (7.82 for yearly growth rates, 6.31 for
36 month changes) but remains at problematic levels when compared to the kurtosis of 3 that corresponds to a
normal distribution.

Koenecker and Bassett (1978) state that it has long been known that if a distribution is
approximately normal, then the sample mean is an unbiased and efficient estimator of the population mean.
However, the efficiency is sensitive to kurtosis. High kurtosis and in particular, a leptokurtic distribution,
indicate that the mean is a less efficient and less robust estimator of the population or underlying mean price
change than an order statistic such as the median. Canadian measures of core inflation are based on the
distribution of year-over-year price changes. At a year-over-year frequency, kurtosis averages 7.82, therefore,
it is important to consider the weighted median as a robust estimator of the underlying population mean and
by extension, as a prospective measure of core inflation.

A2.2 Skewness

Skewness also varies with the frequency over which it is calculated. As the horizon increases,
from a monthly to quarterly to yearly basis, skewness falls. On average, skewness does not seem to present a
major problem for distribution of year-over-year changes, where the average weighted skewness is 0.15. For
longer horizons, however, skewness increases again.

9. We choose 54 subindexes because disaggregation at this level provided us with the longest sample possible.
Changes to the prices surveyed and to the basket made it difficult to extend the data back further.

40



At the top of each of Figures A1-AS5, we graph the weighted mean and the weighted
median of the Canadian data to emphasize the problem that might be created by skewness. Note that for
the month-over-month data, the weighted median seems to capture the central tendency of the data.
This also appears to be the case for the 3 month-over-3 month and 12th-month-over-12th-month
changes in the CPI. However, for the 24th-month-over-24th-month, the weighted median is increasingly
below the weighted mean. In the 36th-month-over-36th-month case, the weighted median consistently
underpredicts the weighted mean. This demonstrates how it might be misleading to focus on a weighted
median in the presence of skewness. Roger (1997) concludes that although the median is the most
robust estimator, it is a biased estimator when the population is skewed. Roger finds that “slightly
higher percentile of the price change distribution reliably corrects for the asymmetry of the distribution,
while maintaining its efficiency and robustness.” He therefore calculates an alternative order statistic
(the 57th percentile) as the most efficient and robust estimator for New Zealand. However, since
skewness is not a major problem on average at the year-over-year frequency, there seems to be no need
to calculate an alternative order statistic to the 50th percentile for Canada as Roger proposes for New
Zealand.

A2.3 Seasonal adjustment

We also seasonally adjust the individual price change series using the ARIMA-X11
procedure. As shown in Table A7, this reduces both the weighted skewness and weighted kurtosis in the
monthly and quarterly changes. Seasonal adjustment of the individual price changes reduces the
weighted skewness for the 1986-1998 period from 0.36 to 0.19 for the monthly changes and from 0.33
to 0.17 for the quarterly changes. This supports the view that some of the observed skewness and
kurtosis reflects seasonality in price changes. Thus, weighted skewness may not characterize the
Canadian data even at these higher frequencies. Kurtosis is also reduced although it remains at
problematic levels. Kurtosis is 19.41 for monthly changes, as compared to 22.02 in the unadjusted data;
and 13.34 for quarterly changes, as compared to 17.57 in the unadjusted data.

A2.4 Changes in the skewness in the Canadian data in the low inflation
period

Ball and Mankiw (1995) suggest that if the distribution of price shocks is skewed (and it
would likely be positively skewed), then the mean and skewness in inflation will be correlated. This
supports the interpretation that the values in the tails of the distribution represent supply shocks and
therefore, also supports measures of core inflation which trim the tails of the distribution. If supply
shocks represent short- to medium-term fluctuations in inflation then they ought to be excluded from
the measure of inflation.

Bryan and Cecchetti (1996) challenge the existence of this positive correlation between
the sample mean and sample skewness in the distribution of price changes. Their monte-carlo
experiments suggest that this positive correlation is actually due to a large positive small-sample bias.
The intuition is as follows. If we have a random draw from a symmetric distribution with mean zero,
then draws that deviate from the population mean of the distribution will affect both the first and third
moments of the distribution, leading to a correlation between the moments. They suggest that the
thickness of the tails of the probability distribution from which the draws are taken will determine the

likelihood of an extreme draw.'? Therefore, the kurtosis determines the size of the small sample bias.
Their monte-carlo experiments suggest that kurtosis above 4 results in a significant small sample bias.

10.Note that if you increase the variance of a normal distribution gives the same result.
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We do observe a positive correlation between the mean and the weighted skewness in Canadian
data. In recent years, the weighted mean of the year-over-year price changes has fallen from 4.4% for the
January 1986 to December 1991 period to 1.6% for the January 1992 to August 1998 period. At the same
time, the average weighted skewness fell from 0.32 in the first period to 0.00 in the second period (see Table
AS8). The correlation between the weighted mean and weighted skewness in inflation is quite evident in Figure
A3, for example. Interestingly, weighted kurtosis has also fallen from 9.72 in the first period to 6.11 in the
second period, though it remains problematic. Moreover, there is much less variation in the measures of
skewness and kurtosis (both weighted and unweighted) in the recent period of low inflation, suggesting that
skewness and kurtosis may reach problematic levels less often in the current low inflation environment.

Note that the dramatic decline in both weighted skewness and weighted kurtosis in the recent
low inflation period would suggest that there is no one underlying population of price changes. The
distribution of price changes is evolving over time with the policy environment and the resulting inflation
process.

Table AS: Summary statistics for price change distributions of various horizons

(Sample 86m1 to 98m3)
M/M 3M/3M 12M/12M 24M/24M 36M/36M
Weighted Skewness
Average 0.36 0.33 0.15 0.59 0.96
Std. dev 3.27 2.71 1.44 0.93 1.03
Weighted Kurtosis
Average 22.02 17.57 7.82 6.17 6.31
Std. dev 15.67 12.08 4.19 2.94 4.28
Table A6: Summary statistics for price change distributions
Equally weighted price changes (Sample 86m1 to 98mS8)
M/M 3M/3M 12M/12M 24M/24M 36M/36M
Skewness
Average 0.29 0.25 0.19 0.46 0.74
Std. dev 2.73 2.27 1.31 0.79 0.89
Kurtosis
Average 15.99 13.48 7.31 5.58 5.69
Std. dev 9.45 7.18 3.76 2.23 3.76
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Table A7: Summary statistics for price change distributions
Seasonally adjusted data & Weights varied

(Sample 86m1 to 98m3)
M/M 3M/3M
Weighted Mean

Average 0.22 0.69
Std. dev 0.19 0.45

Weighted Skewness
Average 0.19 0.17
Std. dev 3.13 2.35

Weighted Kurtosis
Average 19.41 13.34
Std. dev 15.87 10.71

Table A8: Summary statistics for 12M/12M price change distributions

86m1 to 91m12 92m1 to 98m8
Weighted mean
Average 4.40 1.60
Std. dev 0.66 0.49
unweighted weighted unweighted weighted
Skewness
Average 0.07 0.32 0.30 0.00
Std. dev 1.76 1.93 0.68 0.75
Kurtosis
Average 9.04 9.72 5.75 6.11
Std. dev 4.23 4.42 2.40 3.12
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Figure A1: month-over-month changes

Weighted Mean vs Weighted Median
Month over month growth of CPI, monthly data
Jan. 1986 to Aug. 1998
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- - - weighted median

1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998

Skewness over sample
Month over month growth of CPI, monthly data
Jan. 1986 to Aug. 1998

=

B

/\NJ\ﬂ/\/\r\/\MA/\/\M/\NAVMm/M L AU
Y W\ﬁ !

Mallda A
ke \/\/”/V \/V\/\/ 7

1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998

Kurtosis over sample
Month over month growth of CPI, monthly data
Jan. 1986 to Aug. 1998

80

60
40
20

1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998

44



Figure A2: quarter-over-quarter changes

Weighted Mean vs Weighted Median
Quarter over quarter growth of CPI, monthly data
Jan. 1986 to Aug. 1998
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Figure A3: year-over-year changes

Weighted Mean vs Weighted Median
Year over year growth of CPI, monthly data
Jan. 1986 to Aug. 1998
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Figure A4: 24-month-over-24-month changes

Weighted Mean vs Weighted Median
24 months over 24 months growth of CPI, monthly data
Jan. 1986 to Aug. 1998
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Figure AS: 36-month-over-36-month changes

Weighted Mean vs Weighted Median
36 months over 36 months growth of CPI, monthly data
Jan. 1986 to Aug. 1998
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Abstract

Australia’s inflation target has recently been adjusted to be specified in terms of the headline
Consumer Price Index, rather than an ‘underlying’ measure. This followed the recent decision by the
Australian Statistician to exclude interest rates from the CPI, thus removing the main obstacle to its
use as the focus of the inflation target. The adjustment to the policy target reflected a judgement that
the advantages of using the CPI, in terms of public recognition, outweighed the disadvantages in terms
of its greater volatility.

The fact that the inflation target in Australia is expressed in terms of a medium-term average means
that the distinction between ‘core’ and CPI inflation does not have a direct operational significance
for monetary policy. The main difference is one of presentation. Indicators of core inflation remain
useful in assessing and forecasting the trend in inflation, and a number of such indicators are used in
policy analysis by the Reserve Bank. This paper summarises the policy context for the use of core

inflation measures in Australia and analyses the properties of the main alternative measures.
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1. The Palicy Context

Since 1993, monetary policy in Australia has been conducted under an inflation-targeting framework,
under which the objective is to achieve a medium-term average rate of inflation of 2to 3 per cent.
This was formalised with the Satement on the Conduct of Monetary Policy jointly released in 1996
by the incoming Governor of the Reserve Bank and the Federal Treasurer. The specification of the
target as a medium-term average recognises the inherent variability of inflation, and allows some
scope for countercyclical policy in the short run to the extent consistent with the target.

The Statement specified the target for inflation in terms of underlying or core inflation.2 The main
reason for this was that the inclusion of interest charges in the headline CPI from 1986 represented a
serious impediment to the use of the headline index for the assessment of monetary policy. A
secondary consideration was that core measures of inflation were subject to less short-run volatility
than the headline measure. Recent changes to the CPI by the Australian Statistician have meant the
removal of interest charges from the index from the September quarter 1998 onwards, thus removing
the main obstacle to its use as the policy target. The Reserve Bank and the Federal Treasurer have
agreed in the light of this change that specifying the target in terms of the headline CPI is consistent
with the intent of the original Statement on monetary policy.3

The primary argument for shifting to the headline rate is that it represents a more widely accepted and
understood measure of inflation. Its use is therefore likely to promote accountability, as well as public
understanding and acceptance of the targeting framework. One concern in making this change is that
the headline rate of inflation still includes changes in prices which are unrepresentative of general
inflation and correspondingly tends to be a noisier measure of general price inflation. For this reason,
core measures will remain a source of information about the general direction of price inflation.
Another secondary source of information will be other indicators of the future direction of inflation
such asinflation expectations and growth in unit labour costs.

Specification of the target in terms of the headline rate of inflation does not represent any significant
shift in the operation of monetary policy. The medium-term nature of the inflation objective means
that policy is not required to respond to unrepresentative short-term price movements or statistical
noise in the headline inflation rate. Over longer periods of time, headline and core measures of
inflation should be similar on average. It is clear that the Reserve Bank has achieved the inflation
objective in the 1990s whether this is assessed in terms of headline or any measure of underlying or
core inflation (refer Table 1). Over the 1990s, the difference between the CPI and core measures of
inflation is largely explained by interest rates which, on average, fell over the period.

1 For adiscussion of the specification of the Australian inflation target see Debelle and Stevens (1995).

2 Although no explicit reference was made in this Statement, the assessment of the inflation target became closely
associated with the Treasury measure of ‘underlying’ or ‘core’ inflation.

3 Refer Reserve Bank of Australia (1998).



Tablel
Measures of Inflation
Average annual rate; per cent

1990-98@ 1993-98®
Consumer Price Index 2.2 1.9
Core measures.
Treasury underlying CPI 25 20
Trimmed mean 25 2.0
Median price change 24 2.0

(@) Sample period from March 1990 to September 1998.
(b) Sample period from March 1993 to September 1998.

2. Defining Cor e Inflation

The concept of core inflation appears to have emerged from dissatisfaction with the Consumer Price

Index (CPI) as a measure of genera inflation. In Australia, the CPI was not designed as a measure of

general inflation but rather as a cost-of-living index. Consequently, it includes items whaose prices are

not determined primarily by market forces in the economy. For example, movements in the price of
tobacco are heavily influenced by changes to taxation whilst other prices, such as health and
education, are largely set by the government, independent of market forces. Y et, even movements in

the other prices included in the CPl will not always be representative of general inflation. Of
particular concern is the potential for transitory relative price changes — that is, a market or firm-
specific shock to prices — to obscure information about the general direction of inflation.

Measures of core inflation are designed to abstract from these influences on the aggregate or headline
measure of inflation. However, there remains no clear consensus on what core inflation should be
measuring. The silent debate would appear to be how broadly core inflation should be defined. One
standard definition of core inflation relates to the concept of the implied steady-state rate of inflation:
where inflation would be if output was consistent with the natural rate and the economy was free of
all supply shock$.Alternative definitions also include one or more of the following: the persistence

or momentum in inflation, the transitory impact from fluctuations in aggregate demand and/or
movements in the real exchange rate.

In the discussion of core inflation, one of two non-mutually exclusive frameworks is generally
applied. As noted by Bryan and Cecchetti (1993), these frameworks should not be considered
complete theories of inflation as they ignore the policy response to ‘price’ shocks and therefore are
subject to the Lucas critique.

The most common approach taken to discuss the core rate of inflation is to describe it as the persistent
or permanent component of inflation. This generally involves inflation, being divided in a

statistical sense between its tremd,, and transitory componentﬂ;,t , Whereby:

4 Thisis the definition of core inflation in Eckstein (1981) and also in Romer's (1996) macroeconomic textbook.



n=r°+rn' (2.1)

This characterisation is seemingly intentionaly vague about the determinants of inflation.
Correspondingly, this description of inflation affords many interpretations. (For example, compare the
interpretations offered by Bryan and Cecchetti (1993), Freeman (1998), Eckstein (1981) and Kearns
(1998)). The trend component is usually identified as being at least partially determined by the stance
of monetary policy. The transitory component may include fluctuations in aggregate demand as well
as supply shocksto inflation.

A second approach is the Phillips curve framework, which may be thought of as a special case of the
general framework just described:

m=n+a(y, -y)+ foe +¢° (22)

Equation (2.2) describes an open-economy version of the Phillips curve® where inflation settles down
to the level of inflation expectations, 7:°, in the steady state when output Y is at the natural rate Yy,

the real exchange rate, e, is stable and the economy is absent of supply shocks, £°. A textbook
definition in this framework would identify core inflation with the steady-state inflation rate, which is
given by inflation expectations.

Core Measures and Monetary Policy

Some of these distinctions in defining core inflation perhaps may be clarified if more was said on the
envisaged purpose for the measure of core inflation. For the purposes of monetary policy, the core

rate of inflation should reflect the current supply and demand pressures in the economy. The emphasis

is on the exclusion of temporary influences on inflation, due to a once-off shift in the price level

resulting for example from a change in the tax rate, or due to reversals in large price movements such

as may result from extreme changes in weather conditions on food prices. This measure of inflation
corresponds to a broad definition of core inflation based on the distinction between transitory and
persistent components of the inflation rate. It is this rate of inflation which is referred to as the ‘core’
measure in this paper. In terms of the Phillips curve framework, this measure would not only include
the steady-state component identified with inflation expectations but would also incorporate medium-
term inflationary pressures from fluctuations in demand and movements in the real exchange rate as
well as any general persistence in the inflation rate. In addition to providing a current measure of
inflation, core inflation may be thought of as summarising information about the predictable
component of inflation and therefore provide an important input for producing forecasts of aggregate
inflation.

5 Gruen and Sheutrim (1994) derive an open-economy Phillips curve using this intuitive explanation. Aggregate
inflation is determined as a weighted average of domestic and import price inflation: 7 =74 + (1—d)n m-

Domestic inflation is described by a standard Phillips curve: 7y = 77° +a(yt —7). Assume the law of one
price for imports, that is, the world price of imports rises with the world inflation rate, 77 . Then the change
in the real exchange rate is given by Ag =An, + 77, -7 where An, is the change in the nominal exchange

rate. The open-economy Phillips curve thus derived as 7y = 77° +a(yt - Y/)—@Aet .



The analysis presented in Section 3 below assesses some alternative methods of operationalising these
concepts.

3. Comparing Measures of Core Inflation

Measures of core inflation first appeared in the 1970s as policy makers and academics came to grips

with the implications of food and energy price shocks for understanding the general direction of

inflation. In the U.S., as in many other countries around the world, ‘core’ inflation became
synonymous with a measure of the CPI excluding food and energy prices. In Australia, the Federal
Treasury constructed a measure of ‘core’ inflation which excluded components of inflation based on a
wider set of criteria; the excluded components representing more than 40 per cent of the consumption
basket.

In the 1980s, smoothing techniques were adopted as an alternative approach to abstract from
temporary influences on inflation. More recently, attention has centred on the implication of skew and
kurtosis in the inflation distribution for understanding the efficiency and robustness of the
conventional CPI measure of inflation.

Quarterly inflation data is used in the following discussions as this is the highest frequency with
which the CPl is published in Australia.

3.1 Measuresof Corelnflation

Measures of core inflation are designed to abstract from unrepresentative price movements which may
distort the headline measure of inflation. In the literature, considerable emphasis is placed on the
potential for relative price changes to give misleading indications of general inflation. Relative price
changes relate to market or firm-specific shocks, such as a productivity shock in a particular industry,
a bout of bad weather impacting on food prices, or an exchange rate shock impacting on the traded
sector of the economy. These shocks may appear as short-lived fluctuations in measured inflation
obscuring the general direction of price movements.

In addition, prices which are administered by the government are often set independently of supply

and demand considerations. Some prices are also sensitive to changes in fiscal policy. For example,
tobacco and alcohol are subject to frequent revision of their excise taxes. Also, price changes in a
particular quarter may be unrepresentative if the prices are seasonal or are only subject to infrequent
adjustment.

Exclusion-based measures of core inflation are designed to directly identify and explicitly exclude
distortionary changes in components of inflation. Statistical measures, on the other hand, use standard
statistical techniques to filter large and influential price movements from the core measure of
inflation.

The most prominent measure of core inflation in Australia, developed in the 1970s by the Federal
Treasury, is a measure based onédkausion of a pre-defined subset of the CPl. Components are

excluded if they are deemed to be volatile, seasonal or subject to government policy. An exclusion-
based measure of core inflation may alternatively exclude different CPI components each period
based onsubjective judgement each period as to which components have moved in a manner



unrepresentative of general inflation.

Satistical approaches to measuring core inflation are generally based on the observation that the
moments of inflation are non-normal and that these moments are correl ated.

In Australia, it has been observed that the distribution of quarterly inflation rates tends to be both
highly skewed and leptokurtic (that is, the distribution has fatter tails than a normal distribution)
(Table 2). The skewness in the inflation distribution is still apparent even after the exclusion of policy
components and seasonal adjustment of the data.

Table 2: Moments of Inflation®

Mean Standard Skewness Kurtosis
Deviation

September 1980 to March 1998
Original:
All components 135 2.87 0.69 24.97
Excluding policy components® 1.23 2.45 0.49 31.36
Seasonally adjusted:
All components 135 247 0.32 22.27
Excluding policy components® 1.23 2.06 0.41 29.32

September 1990 to March 1998
Original:
All components 0.70 2.34 0.35 26.65
Excluding policy components® 0.52 2.06 0.20 37.66

(a) Source: Kearns (1998). The moments are calculated for quarterly data for the components of the CPI basket
excluding interest charges.

(b) The excluded components are Government Owned Dwelling Rents; Local Government Rates and Charges,
Household Fuel and Light; Postal and Telephone Services; Automotive Fuel; Urban Transport Fares; Tobacco and
Alcohol; Health Services, Pharamaceuticals; and Education and Childcare.

Correlations between the moments of inflation are described in Table 3. The mean of inflation is
shown to be positively correlated with both the dispersion and skew in the sample distribution of
inflation. The skew and kurtosis are also shown to be positively correlated. These observations are not
unique to Australia with similar distributional characteristics found for the U.S. (Bryan and Cecchetti,
1993) and New Zeaand (Roger, 1997).

Table 3: Correlations of Moments®

Mean Standard Deviation Skew Kurtosis
Mean 0.30 0.25 -0.09
Standard Deviation 0.24 -0.12 -0.04
Skew 0.27 -0.07 0.38
Kurtosis -0.12 -0.05 0.41

(a) The correlations are for the moments of the CPI basket excluding interest charges. The lower triangle gives the
correlations for September 1980 to March 1998 whereas the upper triangle is for September 1990 to March 1998.
Source: Kearns (1998)




It is awell-established characteristic of inflation that when inflation is high it is also less predictable.t

More recently, Ball and Mankiw (1992) have developed a model which supports a positive correlation

between the level of inflation and the degree of positive skew in inflation.” The Ball and Mankiw

model introduces menu costs into the price-setting behaviour of firms. Therefore, in the face of a

relative price shock, only firms facing large shocks will find it profitable to change prices in the short

term. If these shocks are asymmetrically distributed then ‘large’ shocks will be concentrated on one
side of the distribution. The average rate of observed price changes is now a biased measure of the
average of the distribution of shocks. The causal relationship is from the skew in the shocks facing
price-setters into a biased measure of the general price inflation when calculated in the standard
fashion as the mean of all price changes.

In an extension of the Ball and Mankiw menu cost model to allow for trend inflation, it is the mean
inflation which leads to the observed skew in price changes. In this case, the inflation distribution may
be skewed even if the distribution of relative price shocks firms face is not. The asymmetry is in the
incentive firms have to change prices when faced with positive and negative ‘price’ shocks. De Abreu
Lorenco and Gruen (1995) argue that firms which face large negative ‘price’ shocks will face a
reduced incentive to change prices immediately as they can rely on trend inflation to do much of the
work in making the desired relative price change. Whereas firms facing relatively large positive
‘price’ shocks will have an increased incentive to change prices as the benefits in paying the menu
cost will be returned to the firm more quickly. Over a longer horizon, the skew in inflation should
diminish as all firms take the opportunity to set their prices optimally.

The standard Ball and Mankiw menu cost model raises the possibility that the mean may not be the
most appropriate estimator of the central tendency of a skewed distribution. The extended model
introduces a distinction between the ‘effectively’ discontinuous distribution of shocks facing the firm
in the short run versus a symmetric and continuous distribution of shocks over the long run.
Therefore, whilst the mean will be both a biased and inefficient measure of the population distribution
in the short term, the long-run mean is an unbiased and efficient estimator of long-run inflation. We
will return to this distinction in our comparison of the estimators in the next section of the paper.

An argument raised by Zeldes (1994) and others is that an observed skew in the price distribution
does not necessarily imply that the mean is a biased measure of inflation. If we believe that inflation is
set by the supply and the demand for money and money is neutral, then a large rise in one price
implies slower growth in the other components of inflation such that aggregate inflation is unaffected.
This argument presented by Zeldes effectively relates to a long-run concept of inflation. Over the
short term, inflation would still be subject to demand and supply shocks and therefore these issues
concerning the measurement of inflation would remain.

The second observation, that the kurtosis and skew of the sample of the distribution is positively
correlated, is unsurprising if the population distribution from which the samples are drawn is
leptokurtic. A small sample drawn from a leptokurtic distribution will draw too often from the tails,
generating skewness and kurtosis in the sample distribution. Bryan, Cecchetti and Wiggins 1l (1997)

6 Refer Golob (1993) for areview of these models.

7 Balke and Wynne (1996) provide an alternative explanation for a positive correlation between the mean and
skew of inflation by introducing asymmetry into the input-output relationship between sectors in a dynamic
equilibrium model.



note that a mixture of random draws from normal distributions with differing variances is sufficient to
produce aleptokurtic distribution.

A standard statistical solution to the difficulties associated with skewed and leptokurtic distributions
is to use limited-influence estimators. These estimators reduce the weight attributed to extreme price
movements compared with the mean and therefore more efficiently estimate the central tendency of
the population inflation distribution if that distribution is either leptokurtic or skewed.

The weighted mean is the standard technique for calculating the CPI and can be derived as the
estimator which minimises the sum of weighted sguared deviations. Whereas, the weighted median,
which is alimited-influence estimator, places reduced weights on extreme observations by minimising
the sum of weighted absolute deviations. The weighted median is more intuitively calculated as the
rate of inflation corresponding to the 50" percentile of the inflation distribution, appropriately
weighted by the CPI components.

The trimmed mean, as the name would suggest, involves taking a weighted average of a subset of the
CPI which trims the most extreme movements in inflation. Following the notation of Bryan, Cecchetti
and Wiggins Il (1997), the calculation of the trimmed mean involves first ranking changes in the

prices of the sub-groups of the CPI, X, with their associated weights, W, according to size.8 Let W,
denote the cumulative weight, W, = zij LW Then the subset of the index to be averaged is given by

the set, {I 3 <W, <1—%}. The trimmed mean which excludes a % of the distribution from each

a * 100

tail isthen defined as:

1
X, = W, X; (3.2

100 it

The weighted average is a special case where none of the tails are trimmed, X,, and the weighted
median is another special case where 50 per cent of the tails are trimmed from both sides, X, .

Whilst there are no general analytical results, Bryan, Cecchetti and Wiggins |l (1997) demonstrate
with a monte carlo experiment that for samples drawn from a mixture of normals with differing
variances, the statistically efficient trim increases with the kurtosis. Also in a bootstrapping exercise,
it is shown that the efficiency of the mean increases even with small trims from the distribution’s tails.

The trimmed mean and weighted median are both unbiased estimators of the population mean if the
population from which the samples are drawn is approximately symmetrically distributed. For New
Zealand, Roger (1997) has noted a divergence between the long-run average of headline inflation and
the weighted median measure of inflation. To produce an unbiased estimator of the ‘population’ mean
as measured by the moving average, Roger promotes asymmetric trimming of the median. Instead of
choosing the S0percentile of the price distribution, to compensate for the positive skew in inflation,
some percentile above 50 is chosen to produce an unbiased estimator.

8 Refer Kearns (1998) for details of calculations of time-varying weights for the Australian CPI.
9 Refer Kearns (1998) for details of an asymmetrically trimmed mean measure of inflation for Australia.



3.2 Criteriafor Comparison

Whilst the statistical measures described above may represent technical advances in the calculation of

core measures of inflation, it is not apparent that these measures will provide the best measure of

‘core’ inflation in all circumstances. Most inflation-targeting countries specify their target in terms of
a headline rate of inflation but still publicly discuss ‘core’ measures in defence of their policy stance.
The public credibility of the core measure in this circumstance earns a higher weight than statistical
superiority. Whereas, for internal purposes, policy makers can weigh the information from a variety of
core and headline inflation measures — with respect of their relative advantages — in their
assessment of domestic inflationary pressures.

Credibility

The desired properties of a credible measure of core inflation would include that the method of
calculation be transparent, verifiable, easy to communicate, widely recognised, produced on a timely
basis, not subject to revisions and calculated independently of the central bank.

A simple measure which excludes a defined subset of the CPI basket perhaps best meets these criteria.
Australia’s inflation target was initially specified in terms of core inflation and it was on this rationale
that the target came to be closely associated with the Treasury measure of core inflation.

An exclusion-based measure which subjectively excludes components from the CPI is unlikely to hold

up as a credible measure of core inflation. The statisticians must first be able to identify significant

supply shocks and other unrepresentative movements in inflation. This may involve some arbitrary
decisions as to what constitutes a significant shock and therefore which components should be
excluded. Unless the statisticians institute specific rules for excluding components, the index will not

even be verifiable. Even if such rules are in place, the calculation of the core measure of inflation is
not likely to be very easy to communicate as it requires detailed explanations about movements in
individual components of inflation in the period.

The statistical measures of core inflation are both transparent and verifiable by independent observers.
However, the justification for calculating trimmed means and weighted medians is based on the non-
normality of the inflation distribution — at least for high frequency data — and the inefficiency, in a
statistical sense, of the mean in these circumstances: concepts not easy to explain to the general
public. Consequently, these measures of inflation have held little prominence in public discussions of
inflation in Australia. Although the choice of trim for the calculation of the trimmed mean and the
choice of percentile for an asymmetrically trimmed median are subjectively made, these measures of
core inflation are likely to be fairly robust to these decisions. If statistical measures are able to prove
their superiority through consistently providing the most appropriate indications of current inflation
then they may potentially become established as credible measures of inflation.

As for timeliness, three out of four of these measures of core inflation can be calculated with no time
delay following the publication of the price components of the CPI. The exception is the measure
which excludes components based on subjective judgement. Time will be required to assess which
components of inflation have been subject to unusually large shocks during the period and whether
large movements in the prices of some components of inflation represents information or noise. In
addition, the index may be subject to revision as more information becomes available as to the causes
of a particular episode of inflation.



Robustness, efficiency and bias

It is also desirable that the estimator of core inflation is robust to distortionary price changes in any of
the components of the CPI. The prime criticism of the measure of core inflation which excludes a
defined subset of the headline price index is that it is not robust to large shocks to components of
inflation which are included in the measure. In addition, this index excludes components from the CPI
even when they contain useful information about the direction of inflation. The exclusion-based
measure which involves subjective judgement is potentially more robust to these criticisms, but this
advantage of this measure will rely on the quality of the judgements made.

The statistical measures however, by design, place a reduced weight on large price movements from
any source and are therefore more robust to the distortionary impact of large price movements. The
advantage is that these approaches do not require any pre-specification of the source of the price
disturbance.

However, the danger is that the systematic exclusion of large movements also excludes any
information contained in these price changes (Roger, 1994). A particular example is a shock to the
exchange rate. The exchange rate change will have a relatively direct impact on the price of imported
and import-competing goods. However, this change in the exchange rate will also have a less direct
impact on inflation over time as the change in the price of imported intermediate and capital goods
feed their way into the price of final domestic products. In a small open economy such as a Australia,
the exchange rate is an important source of persistence in aggregate inflation. The statistical criteria
provided in Section 3.3 give some indication of the information content in the excluded components
of inflation.

It is a more complicated issue as to in what sense the measure of core inflation should be ‘unbiased'.
The question raised by Roger (1997) is whether the long-run average of core inflation should be an
‘unbiased’ estimator — in a non-rigorous sense — of long-run headline inflation. The appropriate
answer to this question is not immediately apparent. We offer one theoretical reason and one practical
reason why the long-run averages of core and headline inflation should be tH€ same.

If we consider the extension to the Ball and Mankiw menu cost model to incorporate trend inflation,
then the skew in the observed distribution of price changes is a result of an increased incentive for
firms facing positive shocks, over firms facing negative shocks, to change their prices rather than any
skew in the underlying distribution of shocks. Given time, firms fully adjust to their optimal nominal
price. In this case, despite a persistent skew in quarterly inflation rates, the long-run distribution is
symmetric and therefore the long-run average of price movements is the appropriate measure of long-
run inflation.

The practical argument is perhaps more compelling. If the central bank has adopted an inflation target
with reference to a headline measure of inflation, then it is desirable that core measures of inflation
used to inform policy have the same long-run mean as the headline inflation rate. Clearly, any
persistent deviations may misinform policy makers about the current and future position of inflation

relative to the target rate or band. In addition, persistent deviations between headline and core

10 Clearly, an array of theoretical models can be envisaged for which the long-run averages of core and headline
inflation would differ.



measures of inflation will tend to undermine the credibility of the core measures of inflation as a
defence of policy actions.

Conceptually correct

It would seem appropriate to ask at this point, whether these measures of core inflation are actually
measuring the desired concept of core inflation as defined in section 2 of the paper. That is, the
measure of core inflation should abstract from the direct impact of exogenous shocks and other
movements in prices which are unrepresentative of more generalised inflation in the quarter.
However, we would like the core inflation measure to still include the persistent influence fluctuations
in aggregate demand and fundamental movements in the exchange rate exerts on inflation. The
exclusion-based measures are clearly designed to measure this notion of price inflation.

The statistical measures of inflation are designed to identify the centre of the distribution of price
changes in the components of the CPI in the period. As such, it is more difficult to match the concept
with the calculation. However, since only a cross-section of information is contained in these
measures, they will tend to include current inflationary pressures from demand fluctuations and real
exchange rate fluctuations, as desired. The simple statistical tests presented below aso provide some
insight into the relevance of these measures.

3.3 Statistical Criteria

The emphasisin this paper has been on producing measures of core inflation which represent that rate
of inflation most useful for the setting of monetary policy. The desired criteria for assessing this
measure of inflation therefore does not include minimisation of its variance over time or minimisation
of its deviations away from some long-run moving average. Some simple tests can be applied to
Australian data to consider how closely the different measures accord with the economic intuition of
coreinflation.

The excluded component from the CPl would generally be expected not to contain any forward-

looking information about core inflation. This is because a preferred measure of core inflation should

exclude the temporary impact of ‘price’ shocks but should include any persistence in inflation arising
from these shocks. A simple test of this hypothesis is to conduct a Granger-causality test of the impact
of the excluded component on the respective core measure of inflation. Following Roger (1997) the
excluded components are referred to as “relative price” shoeRs, and are measured as the

difference between the headline CPI and the respective core rate of inflation. The results, presented in
Table 4, show that for the statistical measures, the “relative price” shocks do not contain leading
information about core inflation. However, for the exclusion-based Treasury measure, the excluded
component does contain leading information about this measure of core inflation suggesting that some
information is being disregarded when this measure is calculated.
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Table 4: Granger-causality Tests
Ho: 6 =0,i=1...,4@

Measures of Core Inflation®

Treasury Trimmed Mean Weighted Median
Acore, = Z:‘zlcriAcoret_i +Zi4=1’8i RP,_ +& 4.81** 0.18 1.04
RR=Y " @R+ - Alcore., g 184 0.32 0.20
ACPI, = zi“:laiACPh_i +Z4:1 BAcore._ +&, 343 1.99# 2.50*

(@) An F-test is performed to test the null hypothesis. **, * and # denote 1%, 5% and 10% level of significance
respectively. The sample period for estimation is 1977:4 to 1998:3. The CPl measure excludes interest charges.

(b) The core measure also refers to the measure in the calculation of the “relative price shock” term.

As defined, core measures of inflation can be thought of as summarising information about the future
path of aggregate inflation. This is because the component excluded in the calculation of the core
measure should represent the temporary movements in inflation and contain little information about
future rates after accounting for the core measure of inflation. This intuition is confirmed for both the
exclusion-based and statistical measures of inflation considered. That is, the core measure of inflation
Granger-causes the headline inflation rate.

Following Roger (1997), we also consider whether, as defined, these “relative price” shocks can be
explained in a Phillips curve framework. A desirable property of any definition of core inflation is
that it does not exclude price movements that are explainable by the factors incorporated in an
aggregate model of the forces driving inflation. To test this hypothesis we estimate an open-economy
version of the Australian Phillips curve and test the inclusion of a relative price term (Table 5). A
constant is included in these regressions to allow for the persistent bias in the Melbourne Institute
measure of inflation expectations which is one of the explanators in the equation. Under the null
hypothesis that the core measure excludes only the unexplained component of inflation, the relative
price term should have a unit coefficient. This corresponds to the intuition that the relative price
shock feeds fully into the headline CPI and that this effect is not captured by the other explanators of
inflation. For both statistical measures of inflation, this condition is satisfied, but is rejected in the
case of the Treasury measure. These results give some support to the Granger-causality tests in
suggesting that the two statistical measures have superior properties. They also lend some support to
the notion that the Phillips curve is best specified in terms of core rather than headline inflation.
Although it is possible to discriminate between these measures of core inflation on statistical grounds,
it is noted below that the differences between the alternative series are quite small in economic terms.
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Table5; Phillips Curve®

ACPI, =a+ B+, ygap . + 3 v,apm, +dRP, +¢,

Measures of “Relative Price” Shofks

Teasury’ Trimmed Weighted
Mean Median
Constant,a 0.00 0.00** 0.00** 0.00**
(0.00) (0.00) (0.00) (0.00)
Inflation expectationss’ 0.81** 0.87** 0.85** 0.86**
(0.10) (0.06) (0.05) (0.05)
Output gap,ygap,_, 0.02 0.03 0.08* 0.08*
(0.06) (0.03) (0.03) (0.03)
ygap,_, 0.01 0.03 -0.04 -0.04
(0.08) (0.03) (0.03) (0.04)
ygap,_, 0.12* 0.05# 0.04 0.05
(0.06) (0.03) (0.02) (0.03)
Import prices,Apm 0.04# 0.01 0.01 0.01
(0.02) (0.01) (0.01) (0.01)
Apm,_, 0.05* 0.04** 0.04** 0.03*
(0.02) (0.01) (0.01) (0.01)
Relative price shockRP, 0.77** 1.26** 1.09**
(0.07) (0.13) (0.08)
R? 0.63 0.87 0.87 0.90
D.W. 2.21 1.36 1.66 1.69
Homogeneity: 1.00 2.52 3.45* 4.48*

HB+S oy =1

(8 The dependent variable is the Consumer Price Index excluding interest charges. The sample
estimation is 1977:4 to 1998:2. **, * and # denote significance at the 1%, 5% and 10% level of
significance. The standard errors are in parentheses. Inflation expectations is the Melbourne Institute
measure of inflation expectations over the coming year divided by four. The output gap is the
difference between actual output and smoothed output using a Hodrick Prescott filter. Import prices
istheimplicit price deflator for endogenous imports.

(b) The relative price shock is calculated as the difference between the CPI inflation rate and the core
measure of inflation.

(c) Inthisregression the standard errors are corrected for serial correlation.

3.4 Which Measure of Corelnflation?

In Australia, the Australian Bureau of Statistics publishes an array of exclusion-based measures of
core inflation, of which, the ‘Treasury’ measure is the most widely recognised. Trimmed mean and
weighted median measures are published by the Reserve Bank.
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The consistently close relationship between the various core measures of inflation is striking
(Figure 1).11 It is seemingly unnecessary to distinguish between these series on theoretical groundsin
particular quartersif they are essentially providing the same information. Consequently, both internal
and external discussions have focussed on arguably the more credible Treasury measure of underlying
or coreinflation, whereas, the statistical measures have held very little prominence.

Since each series has relative advantages and the costs of computation are small, there is good reason
to monitor a range of core measures of inflation and to discriminate between these series when
differences arise. For example, in September 1995, the Treasury measure of core inflation rose above
the trimmed mean and weighted median measures. In this quarter, and also in the preceding, the
government had increased wholesale tax rates. These tax increases should result in temporary
increases in prices and therefore their impact should ideally be excluded from a core measure of
inflation. Seemingly, the Treasury measure was less effective at dealing with this generalised price
disturbance than the statistical methods. However, none of the measures are designed to adequately
deal with a generalised price shock. There were few exceptional movements in the components

Figurel
Measures of Core Inflation
Year-ended rate
% %
Weighted
\ . Median

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

1 1 1 1 1 1 1 1 1
0
1990 1992 1994 1996 1998

excluded from the CPI in this quarter,12 suggesting that the Treasury measure did exclude some
components containing information about the general direction of inflation. This is confirmed when

we discover that compared to the weighted median, of the components excluded, 60 per cent of their

weight was in the left hand tail of the distribution; and only a small portion of the movements in these
components were sufficiently extreme to be excluded in the calculation of the trimmed mean — only
8 per cent of their weight was trimmed compared with 15 per cent for the entire distribution.

11 The trimmed mean shown symmetrically trims 15% from each tail of the CPI distribution.

12 | arge positive movements in components excluded from the CPI included lamb and mutton (5.7%), fresh
potatoes (9%) and cigarettes and tobacco (6.3%) covering 4% of the CPl basket and contributing 0.24
percentage points to aggregate inflation. Components in the left-hand tail excluded in the Treasury measure
included poultry (-1.8%), fresh vegetables (-2.8%), fabrics and knitting wool (-1.2%), women'’s footwear
(-1.2%), children’s footwear (-2.6%) and pharmaceuticals (-2.7%) detracting 0.08 percentage points from the
CPl inflation rate.
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4. Conclusion

The fact that the inflation target in Australia is expressed as a medium-term average means that the
distinction between underlying and CPI inflation (as now defined) does not have a direct operational
significance for monetary policy. Over time, core and headline measures of prices can be expected to
increase at similar rates. The main advantage of expressing the policy target in terms of the headline
rate is that this is likely to be better understood and accepted by the public, although this comes at a
cost of greater volatility than core measures.

Core inflation measures remain a useful analytical device for summarising information about the

persistent component of the inflation rate, and for isolating temporary factors that are less relevant for

monetary policy. Of the two main approaches to constructing core inflation measures — the exclusion-
based and the statistical approaches — it is the exclusion-based approach that has in the past had
greater prominence in Australia. This partly reflected the existence of an established and
independently-calculated exclusion-based measure (the Treasury underlying measure) when the
inflation-targeting framework was adopted. The comparative analysis presented in this paper suggests
that the statistically-based measures of core inflation, based on trimmed mean and weighted median
price changes, have superior properties, but that the economic differences among the alternative
measures are not large.
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Abstract

Applying the concept of underlying inflation can be thought of as an attempt to capture the general
trend in inflation more accurately than with readily available data on headline inflation. In this paper a
number of approaches to the analysis of underlying inflation are examined from a unifying standpoint,
stressing their complementary nature, and empirical results are presented for the Spanish economy. Different
measures differ from each other in the information set which is considered to be relevant for estimating the
underlying rate of inflation. We first examine the simplest of the procedures that amounts to ignoring price
developments in the most volatile sub-components of the CPI and then consider limited-influence estimators
that take advantage of the information contained in the cross-sectional distribution of individual prices.
Statistical methods of extracting the trend component of inflation are also discussed. Finally, measures that
alow for the interplay of are other economic variables considered.



1. Introduction

It iswidely acknowledged that the adequate assessment of inflationary trends is a complex undertaking
and no single variable covers it fully. The Banco de Espafia therefore uses a relatively complex analytical
approach based on the examination of various economic, monetary and financial indicators, with the consumer
price index (CPI) serving as a key element.

It is also well established that various shocks may, at least temporarily, produce noise in inflation
statistics. Furthermore, there is general consensus that in view of the lags in the transmission mechanism,
monetary policy should have a medium term orientation and thus transitory inflationary developments should
not unduly affect policy decisions. The existence of short-term volatility in prices which cannot be controlled by
monetary policy points to the need of developing measures of underlying inflation aimed at minimising this type
of problem. This need has recently become even more important as central banks focus their attention on
inflation as the primary goal of monetary policy.

While the terms "underlying inflation" and "core inflation" enjoy widespread use, they appear to have no
widely accepted definition. Therefore, we think that it would be useful to present the main approaches that have
been proposed in the literature. In our view, however, no single approach is able to summarise all relevant
information; therefore, the different available measures should be jointly examined, taking into account their
complementary nature. Moreover, since the various methods present different advantages and limitations we feel
that users of these underlying inflation measures should be fully aware of them.

Solutions to the problem of high-frequency noise in price data include excluding certain prices in the
calculation of the index based on the assumption that these are the ones with a high-variance noise component.
This is the "ex. unprocessed food and energy" strategy which is discussed in section 2. Alternatively, it has been
suggested to employ limited-influence estimators motivated by the observation that sizeable individual price
changes tend to reflect transitory supply shocks and that these shocks may originate in any sector of the
economy. Underlying inflation measures based on this type of estimators are discussed in section 3. Another
approach, which is presented in section 4, involves calculating a low-frequency trend over which the noise is
reduced. The fifth section describes two approaches based on a multivariate model and which are consistent with
the existence of a vertical long-run Phillips curve and a monetary view of inflation. Finally, the sixth section
presents the main conclusions drawn on the paper. A humber of Tables summarising the use of underlying
inflation measures by other authors and institutions are also included.

2. Underlying inflation by exclusion

From a monetary policy standpoint, a drawback to the direct use of the CPl is that this index is obscured
by transitory price movements which hamper the description of lasting and more permanent price trends. To
avoid, or at least to reduce, this problem it was initially proposed in the literature to exclude highly volatile prices
from the CPI.

A possibility would be to adjust headline inflation for the estimated impact on prices of specific
disturbances when they occur. However, it might be argued that transparency would be enhanced if reported
inflation were adjusted for specific price disturbances according to a pre-specified rule. Depending on the
structure of the economy, institutional arrangements and the methodology employed in the calculation of the
CPI, European Union central banks (see Table 1) exclude different sub-components of the CPI to obtain
measures of underlying inflation. Here, we will focus our attention in the case of Spain. In particular, following
the Banco de Espafia traditional breakdowhthe CPI into five major sub-components (unprocessed food,
processed food, energy, non-energy industrial goods and services) it seems reasonable to exclude the mosi

! This is also the breakdown that the European Central Bank has adopted to employ.



volatile sub-components® unprocessed food and energy. In this section we put forward the arguments that are
typically employed when trying to justify the exclusion of these sub-components.

TABLE 1. - Underlying Inflation (UI) Measures of EU Central Banks
Underlying Inflation by Exclusion

Central Bank Underlying inflation

(i.e. headline inflation adjusted for:)

Bank of England - RPIX (mortgage interest payments (mips))
- RPIY (mips, indirect and loca taxes)

- RPIXFE (mips, food, fud, light)

- TPI (direct taxes)

- THARRP (indirect and local taxes)

Sveriges Riksbank - UNDL1 (interest costs for owner-occupied housing, indirect taxes, subsides, depreciation after float)
- UND2 (ditto, plus heating oil and propellants)

Suomen Pankki - 1UI (capital costsin owner-occupied housing, indirect taxes, subsidies)

Banco de Espafia - IPSEBENE (energy, unprocessed food)
- Case-by-case (indirect taxes, exogenous prices)

Deutsche Bundesbank - CPI net (most indirect taxes)
- Case-by-case (food and/or energy)

Oesterreichische Nationalbank - Case-by-case (indirect taxes, seasonal food)

De Nederlandsche Bank - ULI (vegetables, fruit and energy)

- CPI market (public services, natural gas, rents, indirect and consumption-linked taxes)

Banque Nationale de Belgique - CPI net (main indirect taxes)

- ULI1 (food and energy)

- ULI2 (energy)

- ULI3 (energy, main indirect taxes)

Institut Monétaire Luxembourgeois - ULI (oil)

- Case-by-case (indirect taxes)
Banque de France - ULI (food, energy, tobacco and taxation effects)
Danmarks Nationalbank - CPI net (indirect taxes, subsidies)

- ULI 1 (indirect taxes, subsidies, food, energy, rents, public services, effect of imports)
- ULI2 (indirect taxes, subsidies, food, energy, rents, public services)

Central Bank of Ireland - ULI1 (mortgage interest payments)
- ULI2 (mips, food and energy)

Banco de Portugal - ULI (unprocessed food and energy)

Banca d'ltalia - CPI net (indirect taxes)

Bank of Greece - ULI (food and energy)

- Case-by-case (oil, public utilities, regulated prices, indirect taxes, subsidies, etc.)

Source: Ravnkilde Erichsen and van Riet (1995)

? See, for example, Espasa et d. (1987) and Matea (1993).




Ascan be seenin Figure 1, which depicts the year-on-year rates for the CPI excluding unprocessed food
and energy, the CPI and its magjor sub-components, the two sub-components whose year-on-year rates fluctuate
most are those corresponding to energy and unprocessed food prices. This graphical evidenceis also supported
by the quantitative resultsin Table 2. Furthermore, among non-energy components, for which ARIMA models
are available [see Table 3], the unprocessed food index is a so the one with the largest residual standard
deviation.

CPI AND ITS MAJOR SUB-COMPONENTS Fig. 1
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TABLE 2. VOLATILITY IN MAJOR CPI SUB-INDICES
Tota 142
Goods 138
Food 203
Unprocessed food 2.713
Processed food 207
Industrial goods 141
Non-energy industrial goods 1.37
Energy 4.55
Services 1.98
Memo item:
CPI excluding unprocessed food and energy 1.46

) Standard deviation of year-on-year rates
Sample period 1987:1 - 1998:9

TABLE 3. Unexpected volatility in major non-energy CPI subindices

COMPONENT MEASURE OF VOLATILITY ©
Unprocessed food 0.96
Processed food 0.18
Non-energy industrial goods 0.13
Services 0.14

(*) Residual standard deviation (multiplied by 100) of ARIMA modelswith
intervention anadysis, built on the logarithmic transformation.



The volatility of the unprocessed food index is generally seen as the result of two factors. On the one
hand, changes in weather conditions determine changes in the supply of unprocessed food. On the other hand, a
relatively low demand easticity make supply shifts cause relatively large changes in prices. These two reasons
justify the exclusion of unprocessed food from the al items CPI to obtain a clearer picture of the inflationary

process’.

A number of authors have recently made a case for the exclusion of dl food prices. As regards the
Spanish CPI, the intense impact of the 1995 drought on various processed foods (e.g. olive il and wine) has
indeed caused some to wonder whether the entire food component should not be excluded. However, it would
probably be going too far to exclude all processed food prices since demand conditions and other input prices,
besides those of agricultural products, generally play anon-negligible role in their determination.

The volatility of energy prices is determined by severa factors. First, energy prices on international
markets fluctuate considerably. Second, imports of energy products are, to a large extent, priced in dollars and
the exchange rate of the peseta vis-a-vis the dollar is far from constant. Third, indirect taxes are a major
component of energy prices and changes in excise duties generally result in sizeable price changes; and fourth,
the energy index has mainly included regulated prices, which are only changed from time to time, but by quite a
large extent. This last factor has recently lost some relevance since, following the entry into force of the
Hydrocarbons Act, only electricity prices are fully regulated.

As a result of these factors it is not surprising that the energy index remains highly volatile. It may
therefore be well to use the CPI ex. unprocessed food and energy as a measure of underlying inflation.

To end the brief discussion of this underlying inflation measure it may be well to present its main
advantages and shortcomings. Adjustment by exclusion has the advantage that it increases the transparency an
verifiability of the underlying inflation measure by completely pre-specifying its construction. On the contrary,
the main criticisms levelled at this type of measure are that temporary disturbances are not necessarily limited to
some sub-components, that prior exclusion of specific prices requires the use of non-controversial elements of
judgement and, also, that there is a potential risk that significant information will not be taken into account. In
any case, it should be stressed that a careful analysis of the inflation process may not be obtained exclusively
from this underlying inflation measure.

3. Underlying inflation measures with limited-influence estimators

It has been argued that measured CPI is affected by monetary factors but also by changes in relative
prices when there is some nominal rigidity. When these changes in relative prices are sizeable and result mainly
from transitory supply shocks that are unrelated to the general trend in inflation, it may be advisable to follow
Bryan and Cecchetti (1994) and use limited-influence estimators of a measure of the central tendency of the
cross-sectional distribution of individual product price changes. Specifically, these authors argue that the
weighted median and the trimmed mean should be used, rather than the weighted mean, for computing a
measure of underlying inflation. By reducing the weight of extreme values and the distorting influence of
shocks, these two statistics may provide a clearer signal of price level changes. The use of these measures
reflects the intuition that the types of shocks that may cause problems with price measurement are infrequent but
are not concentrated in some sectors of the economy. Compared to the underlying inflation measures obtained by
exclusion of sub-components, these limited-influence estimators present the strength of not requiring prior
determination of the origin of shocks that have a distorting influence in the measurement of trend inflation.

? It should also be borne in mind that some components of the unprocessed food index present methodological
differences with the rest of the sub-indices of the CPI. Specifically, in its fresh fruit and vegetables sub-
components weighted averages of twelve terms are used.



3.1. Theoretical model

In general terms, Ball and Mankiw’s single period model (1995) focuses on the problem of price setting
for firms that incur costly price adjustment. Typically, firms do not instantly adjust prices to every change in
circumstances; instead, they adjust only if their desired price change is large enough to justify the costs of
adjustment ("menu costs"). Therefore, firms have a range of inaction in response to shocks. In this model, shocks
that affect relative prices may have an impact on the aggregate price level; this will depend on the distribution of
the shocks (see Figure 2). Specifically, if the distribution is symmetric the average effect will be zero, as price
increases of some firms will be offset by price cuts made by others. By contrast, if the distribution of shocks is
skewed, the aggregate price level will temporarily increase or decrease depending on the importance of firms
raising prices relative to those lowering them. In this case, costly price adjustment may result in transitory

movements of headline inflation from its long-run trend.
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To be more specific we present the version of Bryan and Cecchetti (1994) of Bal and Mankiw’s model of price
setting. This model takes placein asingle period and thereis alarge number of firmswhich face the same "menu
costs' when adjusting their prices. Besides, money growth(7z) is constant and exogenously determined, velocity
of circulation is constant, and trend output growth is normalised to zero. Under these assumptions, a the outset
of the period, each firm will decide to increase its price by 7z . As aresult, aggregate inflation in this mode will
equal monetary inflation. Therefore, in this case, core or underlying inflation (x°) may be defined as:

c

7°=m

Following this initial price-setting exercise, each firm (i) experiences a shock to (&) either its product
demand or its production codts. In genera, however, the distribution of shocks across firms may have any shape.

After the shock is realised only firms for which ¢; in absolute value exceeds the "menu cost" will adjust their
price. For these firms, the growth rate of prices; will be:

m=mtg;

If it is also assumed that the level (E) a which firms decide to adjust their pricesis the same, then the
observed inflation rate will be:

vty g B max(s|£.00
= m — max(|&l-€,0)
S de&l-€ U

where n is the number of firms in the economy. If the distribution of shocks is symmetrical, the second term of
the right hand side of the above equation cancels, but if it is skewed, actua inflation does not match monetary
inflation. Asthe difference between n° andm arises from the tails of the distribution of (&, ), one way to reduce
theimpact of shocks on measured inflation isto use limited-influence estimators.

With regard to the theoretical modd that is used to motivate the limited-influence estimators Zeldes
(1994) points out that changes in relative prices do not have to be necessarily transmitted to aggregate inflation®.
If this were not the case, then there would be no compelling reason to exclude extreme vaues. This author also
notes that there may be permanent shocks to inflation associated with the existence of skewness in the
distribution of relative price changes. However, if skewness were caused by permanent shocks it would clearly
be mideading to exclude extreme values to obtain a measure of underlying inflation.

From an statistical point of view, it is well known that a small change in the tails of a distribution may
entail a sizesble change in the arithmetic mean, while trimmed means and weighted medians are celebrated
egtimates of location in situations where the occurrence of outliers is suspected. Robustness arguments favour
medians over trimmed means. However, under certain assumptions’, heavily trimmed means have smaller
asymptotic variance and hence are superior to medians. Therefore, from a statistical point of view, neither
egtimator is clearly preferable. This consideration suggests that both measures should be examined.

3.2. Estimates

* In classical economic theory, the price level is determined by the money supply and changes in supply and
demand for various products affect not the price level, but relative prices.

> See Oosterhoff (1994)
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Disaggregated consumer price data for Spain were used to construct these types of underlying inflation
measures. Specifically, the sub-indices’ of the CPI were considered for calculating the weighted median and the
trimmed mean. To minimise the effect of seasonality on the cross-sectional distribution, we follow Matea
(1994a) and use year-on-year rates’. As each of the sub-indicesincludes the prices of various goods and services,
we assume that the weight® of each sub-index in the CPI basket represents the percentage of the distribution of
all prices that experiences that price change. To calculate the weighted median at a given time, the year-on-year
rates of the individual sub-indices are multiplied by their weights and the resulting figures are then ordered from
small to large; then the central point in the cross-sectional histogram is chosen. The trimmed mean is obtained by
excluding a chosen proportion of unusually large and small price changes before the average is computed.

To determine whether or not the cross-sectional distribution of the CPI sub-indices’ year-on-year ratesis
symmetrical, the skewness coefficient was computed®. As can be seen in Figure 3, skewness has changed
considerably over time, and in some periods it is quite important. This suggests the usefulness of considering
limited-influence estimators.

To sdlect the size of the trimmed mean, 5%, 10% and 15% trimmed means were considered. Findly, a
5% trimmed mean was chosen (see Figure 4) as the resulting time-series showed the smallest variance. This
result differs from that of Bryan and Cecchetti (1994) for the CPI of the United States , as they obtain a series
with minimum variance with a 15% trimmed mean (see also Table 4 for further evidence). In any case, with the
three dternatives considered for the Spanish CPI, very similar time-series were obtained. Also, as one would
expect, the volatility of this underlying inflation measure islower than that of headline CPI.

SKEWNESS COEFFICIENT OF THE CROSS-SECTIONAL Fig. 3
YEAR-ON-YEAR CPIRATES DISTRIBUTION

v Y
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® Bryan and Cecchetti (1994) used 36 components of the U.S. CPl. Here these 156 indices resulted from
crossing the two types of breakdown by sub-indices used by the INE [National Statistics Ingtitute]. Thus, in each
case, the classification that produces most disaggregation was used.

" Bryan and Ceccheti (1994) employ seasondly adjusted series. However, this has the disadvantage that
including fresh data involves recomputing limited influence estimators for the whole sample period.

® Note, however, that if fixed weights are used, then, in general, the 0% trimmed mean of the cross-sectional
year-on-year ratesis not equal to the year-on-year rate of headline inflation. Thisis so because the (fixed-weight)
weighted average of year-on-year rates does not equal the year-on-year rate of the (fixed-weight) weighted
average. Since it seems advisable that the 0% trimmed mean and the year-on-year rate be equal, we have used
variable weights. These weights correspond to the share of each sub-index in the CPI level twelve months ago.
These shares will only equal the fixed weightsif al prices grow by exactly the same amount every month.

° A distribution is symmetrical when this coefficient is zero, whereasif it is positive (negative), the area on the
right-hand (left-hand) side of the distribution is greater than that on the left-hand (right-hand) side.

11



% CPI AND UNDERLYING INFLATION MEASURES Fig- 4
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TABLE 4. — Underlying inflation with Limited-Influence Estimators

Central Bank or Paper

Bank of England

Sveriges Rikshank

Banco de Espafia

Banca d'ltalia

Bryan and Cecchetti (1994)

Cecchetti (1996)

Mayes and Chapple (1995)
Roger (1995)

Shiratsuka (1997)

Underlying inflation measure

- RPY 15% trimmed mean
- RPIY weighted median

- CPI 15% trimmed mean
- CPI weighted median

- CPI 5% trimmed mean
- CPI weighted median

- CPI 20% trimmed mean

- CPI 15% trimmed mean
- CPI weighted median

- CPI 10% trimmed mean
- CPI 25% trimmed mean
- CPI weighted median

- CPI weighted median

- PXIG 10% trimmed mean
- PXIG weighted median

- CPI 15% trimmed mean

Sources: For Central Banks: Spain (Banco de Espafia), other EU countries (Ravnkilde Erichsen and van Riet [1995])

In analysing the 5% trimmed mean, no sub-index fails to be covered in the whole sample period under
consideration. On the basis of this, it could be argued that there should be no prior exclusion of any sub-index, to
say nothing of any of the 5 major components of the CPI. Even so, an examination of sub-indices grouped under
the major sub-components shows that all those comprising the unprocessed food index were a sometime in the
tails of the distribution (see Table 5). By contragt, in the period under consideration, 28% of the sub-indices of
the energy index, 31% of the processed food index, 36% of the services index, and 58% of the non-energy
industrial goods index have aways been considered in the trimmed mean. This result tallies with the exclusion
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of the unprocessed food index and, to a lesser extent, the energy index, i.e. the use of the CPl excluding
unprocessed food and energy as a measure of underlying inflation.

TABLE 5. - Proportion of major subcomponents components always used
in computing the 5% trimmed mean

WEIGHT WITHIN MAJOR SUBCOMPONENTS
OF THE SUB-INDICES ALWAY S INCLUDED

COMPONENT IN THE 5% TRIMMED MEAN
Unprocessed food 0
Processed food 306
Non-energy industrial goods 580
Energy 282
Services 363

Note: Sample period: January 1987 to September 1998.

The five major sub-components of the CPl are captured in the weighted median. If, a comparison is
made with the CPI, then we generdly find that the weighted median shows markedly lower rates than the CPI.
This clearly shows how substantial sector-specific price increases have affected the CPI. On the other hand, the
weighted median shows substantial volatility; a feature that without additional treatment, could complicate an
accurate analysis of the inflationary process.

To conclude, limited-influence estimators present a drawback as a result of the presence of goods
and services whose prices do not change often and not always in the same month of the year. This causes the
rate of change of these prices to be zero in some months and to be quite high in others. It is therefore not
surprising that they are found in the tails of the cross-sectiona distribution and, in practice, are commonly
not taken into account in these measures of underlying inflation. For example, at the beginning of the sample
period a sizeable portion of energy items, which had aregulated price, are usualy excluded by atrimmed
mean.

4. Underlying inflation by smoothing

Statistical signal extraction techniques have been used by economists to break down atime-seriesinto its
trend™, seasonal and irregular components. Nonetheless, for monetary policy, it is particularly important to
know whether price changes are transitory or, more importantly, whether they have a permanent nature.
Conseguently, since seasonal effects are cancelled out within a year and irregular movements disappear even
sooner, it is the trend component which is crucial in the analysis of inflation™!. Furthermore, as can be seen in
Figure 5, the trend component fluctuates considerably less than the seasonally adjusted series.

1% Asatrend is a unobservable component, it has no single definition. Indeed, the concept used in this section
is univariate whereas the ones employed in section 5 are multivariate.

! Since a seasonally adjusted series may be seen as a trend contaminated by noise, it is conceptually hard to
find a convincing argument to base a descriptive analysis of inflation on a seasonally adjusted series.
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Note: Month-on-month inflation for January 1992 is adjusted for the impact of VAT changes

In the literature, several signal extraction techniques have been proposed, probably the most popular
ones being X11-ARIMA, ARIMA model based procedures™and those based on structural time series models.
Matea and Regil (1994) applied these different techniques to the Spanish CPI and found that they resulted in
highly similar trend components. However, since seasonal factors seemed to be dightly better estimated with an
ARIMA model based procedure, we will use here the program SEATS [see GOmez and Maravall (1998a)].

Our preferred underlying inflation measure by smoothing, in the case in which inflation is appropriately
characterised by a purely stochastic process, will be defined as the centred year-on-year gtowthhmate
trend of a price index. Centring a rate is necessary if it is deemed desirable to synchronise it with month-on-
month growtfy’. It is often the case, however, that deterministic and stochastic elements are thought to be present
in the series under study. Although several techniques exist to decompose a series into its deterministic and
stochastic components, we will focus our discussion on ARIMA models with intervention analysis and their
associated model-based signal extraction technique. Those models may be identified and estimated for all the
major subindices of the CPland enable a breakdown into stochastic components (associated with the ARIMA
models) and deterministic components (associated with intervention analysis). Correspondingly, unobservable
components (e.g. trends), which may be estimated by using an ARIMA model-based signal extraction procedure,

12 Note that this technique does not require to specify beforehand a particular functional form for the trend.
Readers interested in this method may see Appendix A and Gomez and Maravall (1998b).

3 A rate of change calculates growth between two periods. Centering consists in assigning said growth to the
intermediate point in the period of time under consideration. As a consequence, when computing a centered rate
for the most recent data either some information is lost or forecasts are required. The interest of policymakers in
the most recent information makes the use of forecasts desirable.

“In other words, so that the maxima and minima of the year-on-year rate match those of month-on-month
growth.

> The energy index may be an exception. This is due to the fact that these prices have been regulated during
most of the sample period.
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may have stochastic and determinigtic elements. Specificdly, the trend must not only capture the stochastic
trend, but also those deterministic elements (interventions) with a permanent nature. As has been mentioned
above, a growth rate on a stochastic trend should be centred. However, use of a centred growth rate on a series
that has a deterministic component associated with the trend (e.g. the effect of VAT changes on the price level)
would imply dating the exceptional event before it actually occurs. Therefore, the growth rate on permanent
deterministic components should not be centred. Specifically, the following equation'® may be used to obtain a
measure of underlying inflation:

.0l O »
UIS, =T}, (ST, ) + Too Th(ST, ) + IETb P )

DXPG 'Xz-6
Xis

NC _ X, - X, 0

X

: U
Thix )= Hm Th(X,) 00

Where UIS is the underlying inflation measure by smoothing, ST, is the stochastic trend, P, isthe effect
of permanent interventions, Ty, denotes year-on-year growth and superscripts C and NC indicate, respectively,
whether therate is centred or not.

A possible approximation to the year-on-year rate of the stochastic trend may be obtained by using arate
of growth on the series adjusted for intervention anaysis. In this case a considerable smplification in the
calculation of the measure is obtained. The rationale behind this approximation is based on the fact that the
optimal estimator of the trend component involves the use of a centred weighted moving average (a two-sided
filter). In practice, agrowth rate on the origind series adjusted for intervention analysis averaging alarge enough
number of observations may be a satisfactory approximation.

In particular, as can be seen in Alvarez and Matea (1997) for all the major CPI sub-indices, with the
exception of unprocessed fdadhe centred ¥ provides a very good approximation to the year-on-year rate of
the stochastic treftl However, rather than adopt a different rate for each CPI sub-component it is simpler to use
a single growth rate. Therefore, we use the centidiTall major sub-componenits

As a result, a measure of underlying inflation by smoothing may be approximated on the basis of the
following equation:

. Ol -0 .
UIS, O7% (SAL)< + %T% (SAI ) +1 HTb Pr,)"

EXI+7+XT+6+XI+5)_(XI—5 +X, +Xl_7)E|100
| (X1-5+X1—6+X1—7) U

TE(x.) =

18 See Espasa and Cancelo (1993).

7 For this component, due to its larger variability, a longer moving average is required. Note, however, that
the validity of this approximation may be too country-specific. For other countries, there may not be a
satisfactory approximation or the one valid may differ from the one used in Spain.

¥ The uncenterediTrepresents the growth of the average of three consecutive months vis-a-vis the average
of the same three months in the previous year. The centdse® assigns said growth to the intermediate
point in the period of time employed to compute the rate.

9 This rate has the advantage of requiring at most 7 forecasts. Other rates involving longer moving averages
require more forecasts, so that revisions in the measure will be more important at the end of the sample.
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where SAl; isthe origina series adjusted for all interventions.

Figure 6 depicts the measure of underlying inflation for the headline CPI, the CPI
energy and the magjor CPl components obtained using the approximation described above.

UNDERLYING INFLATION BY SMOOTHING

“ A. CPI AND CPI EXCLUDING UNPROCESSED

CPI EXCLUDING UNPROCESSED FOOD AND ENERGY

@
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Fig. 6
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B. COMPONENTS OF THE CPI EXCLUDING UNPROCESSED FOOD AND ENERGY

PROCESSED FOOD

SERVICES

NON-ENERGY INDUSTRIAL GOODS

-

9301 9401 9501 9601 9701 9801

Although the procedure outlined above is suitable for series with an important stochastic component,
indices with regulated prices present a complication ssemming from the fact that such prices rather than evolving
smoothly change suddenly at specific times. In view of this peculiarity, which was especialy notable in the
energy index, a case has been made for estimating its underlying rate using the year-on-year rate of the original

series.

With this underlying inflation measure, forecasts are required for the last observations. Therefore, as

fresh data are rel eased the measure is accordingly revised.

To conclude, it should be noted that the underlying inflation by smoothing measure involves greater
complexity than the simple exclusion of some components. Moreover, being a model-based approach,
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different authors may obtain different underlying inflation estimates of this type by not considering the same
determinigtic elements in the CPI, by using different statistical techniques to estimate the trend or by
considering a different sample period. However, it should be borne in mind that complexity and possible
differences among researchers simply reflect the flexibility of the approach and the possible lack of
agreement among econometricians. On the other hand, this approach eliminates transitory elements and
yields a satisfactory way of analysing inflation trends.

5. Underlying inflation measures with multivariate models

As outlined above, we have been examining various measures of underlying inflation, either by
excluding specific index components, asin the case of measures of underlying inflation by exclusion (see section
2) and limited-influence estimators (see section 3) or by smaoothing (see section 4). The common denominator of
al these approaches is their univariate nature; that is, they are constructed using only the information contained
in price series.

Recently, however, some authors (see Table 6) have proposed using supplementary measures obtained
from structural vector autoregressive (SVAR) models. These procedures are characterised by the use of
restrictions based on propositions set forth by economic theory with regard to the long-run behaviour of severd
variables and, also, by their multivariate nature. This means that in determining the measures of underlying
inflation they take into account information that supplements price series data (e.g. that contained in real activity
or in agiven monetary aggregate).

Specificdly, two procedures are examined in this section which, even though they are not without
drawbacks, supplement the methods discussed above. These approaches are consistent with a monetary view of
inflation in the long run and meet the generally accepted
condition that the long-run Phillips curve is vertical, i.e. that there is no long-run trade-off between output and
inflation, so that changes in nomina magnitudes do not have red effects in the long run. However, these
approaches also permit an economy to be hit by shocks in the short run which, depending on their origin and
duration, may affect both the cyclica component and the trend of inflation and output. Thus, two aternative
measures of underlying inflation are obtained based on a structural dynamic model of inflation and output:
permanent inflation and core inflation.

Permanent inflation captures the impact of disturbances which in the long run determine inflation.
Assuming rationality, these shocks are incorporated in the expectations of economic agents and are therefore the
driving force that determines the growth rate of nomina variables.

Coreinflation” captures theimpact on inflation of shocks which do not have along-run effect on outpur.
Although, no long-run inflation rate” can be obtained directly using this technique, a highly relevant by-product
that is obtained is an estimate of the economy’s trend output and, as aresidual, an estimate of the output gap®.

20 Quah and Vahey (1995) first proposed this measure.

2! From a theoretical standpoint, core inflation cannot strictly be interpreted as long-run inflation, as not all
transitory shocks on real output are necessarily transmitted to inflation. Strictly spesking, this measure considers
not only permanent demand shocks, but also shocks associated with the business cycle. However, as is shown
further on, permanent and core inflation closedly resemble each other in the Spanish economy. As a result, it
would seem proper in practice to interpret core inflation aslong-run inflation.

%2 Thismeasureis discussed in Alvarez and Sebastian (1998).
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TABLE 6.- Literature on multivariate measures of underlying inflation

PAPER COUNTRY VARIABLESUSED MEASURE OF
COVERED UNDERLYING
INFLATION
Alvarez and Sebastian (1995) Spain Consumer prices 1. Inflation  with  all

Gross Domestic Product = disturbances  having
temporary effect eliminate
(permanent inflation)
2. Inflation  with  all
disturbances  having a
permanent effect on output
eliminated
(core inflation)
[Quah and Vahey (1995
core inflation]

o w

~—

Claus (1997) United States Consumer prices Permanent
Capacity utilisation Inflation
Producer prices
Import prices

Dias and Pinheiro (1995) Portugal Consumer prices IndicatorQuah and Vahey (1995)
of economic activity core inflation
Gartner and Wehinger (1998) Austria, Belgium, Consumer prices Quah and Vahey (1995)

Germany, Finland, Gross Domestic Product | Core inflation
France, lItaly, the Short term interest rate

Netherlands,
Sweden, United
Kingdom
Fase and Folkertsma (1997) The NetherlandSpnsumer prices Quah and Vahey (1995)
"European Union" | Output of production core inflation
industries, excluding
construction
Fisher, Fackler and OrdenNew Zealand Consumer prices "Monetary" inflation
(1995) Gross Domestic Product
Money
Jacquinot (1998) France, Germany, Consumer prices IndustrialQuah and Vahey (1995)
United Kingdom production core inflation
Quah and Vahey (1995) United Kingdon =~ Consumer prices Inflation with all
Industrial output disturbances having a

permanent effect on output
eliminated (core inflation)

Roberts (1993) United States GDP deflator "Monetary" inflation
Unemployment rate
Velocity of circulation
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It should be pointed out that the structural interpretation of the shocks that permit identification of these
underlying inflation measures is not straightforward. Specificaly, it is not possible to distinguish directly
between supply shocks and demand shocks. The permanent inflation procedure distinguishes between
disturbances according to their long-run effect on inflation. However, disturbances that affect inflation in the
long run may arise from both aggregate demand (e.g. changes in the growth rate of the money supply) and the
supply side (eg. changes in the trend growth of the economy). By contrast, the core inflation procedure
distinguishes among shocks on the basis of their long-run impact on output. However, shocks which do not have
along run impact on output may arise from both the demand side (e.g. monetary disturbances) and the supply
side (e.g. trangitory technological shocks). A comparison of the two measures of permanent core and inflation
with observed inflation nevertheless facilitates an interpretation of the type of shocks predominant in the
economy.

In any case, these measures, like any others seeking to approximate a phenomenon as complex as the
inflation process, must be assessed and interpreted with due prudence and caution. The approaches discussed in
this section are aso limited by their initia assumption that there are only two types of disturbances that affect
inflation and output. Actudly, it seems likely that there are many sources of shocks and that some of them have
differentia effects on the economy. Therefore interpretations must be made in terms of the effect of groups of
shocks. However, on the basis of the estimated transmission mechanisms hypotheses may be advanced as to the
nature of the shocks. Moreover, these measures are constructed on the basis of changes in inflation, so that an
additiona hypothesisis needed to recover their level.

5.1. Permanent inflation

The unrestricted VAR model, common to both permanent and core inflation estimates, uses a sample
period that is long enough. Since our identification schemes are based on long-run restrictions, we require
enough data to plausibly claim that we can estimate long-run phenomena. Specifically, we begin in the firg
quarter of 1970 and end in the third quarter of 1998%. Four lags for each of the variables are used®. As
deterministic variables, in addition to a constant term, it must be borne in mind that the GDP growth rate series
shows different means across subsamples. Thus, breaks are included in the mean during the first quarter of 1976
and the last quarters of 1984 and 1991.

To obtain the structural shocks and transmission mechanisms (impulse response functions) that provide
the basis for these measures of underlying inflation, the identification procedure first proposed by Blanchard and
Quah (1989) is used. These authors decompose output movements into permanent and transitory components.
One of our structura models aso breaks down output movements into permanent and transitory components,
athough our main interest is the effect of these shocks on inflation. The other mode performs a similar
decomposition for inflation. The method® involves the use of long-run identification restrictions in a VAR
model which captures the main interactions between inflation and output.

% |n Alvarez and Sebastian (1995) the sample period ends in the fourth quarter of 1993. Results are almost
identical to the ones discussed here.

* Four lags adequately cover the dynamics of the process. Using five lags does not practically change the
results.

% This method is outlined in Appendix B.
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It should be pointed out that the long-run identification used in studies of this kind involves no specific
assumption with regard to the short-run transmission mechanism. Therefore, in order to give an economic
interpretation of structural shocks, and as an informal test, not only must transmission mechanisms associated
with each shock be examined; it must also be checked whether the signs and time patterns of the responses arein
line with the interpretation being made.

Two types of shocks are identified for permanent inflation (see Table 7) and defined on the basis of their
long-run effect on inflation. These disturbances and their transmission mechanisms may be obtained using the

procedure outlined in Appendix B. Once these are known, the inflation rate (7;,) may be broken down into the
sum of two terms: permanent inflation (77”) and transitory inflation (77, ).
m, =ml +,

An analysis of the transmission mechanism of shocks associated with permanent changes in inflation
(which determine 77) shows that they have a positive but relatively mild impact on real activity. Such effect is

significant in the short run, but not in the long run, so that long-run superneutrality would hold. This would be
congistent with nominal disturbances having a short-run expansionary effect on activity but unable to modify
potential output. On the other hand, the effect on real output of disturbances having no long-run effect on

inflation (which determine 77) is aso positive but much larger. These disturbances may be associated with
technological shocks by their positive and permanent effect on output.

TABLE 7. - Identification schemes used to obtain the measures
of permanent inflation and latent inflation

SCHEME 1 INFLATION OUTPUT

Disturbances NOT having a long run effect
oninflation (Identification restriction)

Disturbances HAVING a long run effect on Permanent inflation
inflation

SCHEME 2

Disturbances NOT having a long run effect
onoutput  (Identification restriction)
Coreinflation Business cycle

Disturbances HAVING a long run effect on

Trend or potential output
output

By contrast, when inflation is examined, shocks that permanently affect it are, logically, more important
than those having a tranditory effect. Moreover, what we identified as technological shocks have a transitory
downward impact on inflation. Thus, they do not affect the potential growth rate®.

Using the methodology outlined in Appendix B, it is dso possible to obtain an estimate of permanent
inflation. Two separate considerations must be borne in mind when analysing this series. Firgt, the difference
between actual inflation and permanent inflation, and second, the time path of permanent inflation. The first

% |n fact, considering output asan I (1) variable rules out the possibility of shocks with along-run effect on the
growth rate of output.
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factor may be controversia as the level of permanent inflation is not identified and requires an additiona
hypothesis”’. However, the second factor is independent of such an assumption. Therefore, in the economic
assessment of this measure, prime consideration should be given to whether permanent inflation is actually
speeding up or slowing down, and not whether it is above or below actual inflation®.

As may be seen in Figure 7, except for very specific periods, the time path of permanent inflation is
generaly similar to that of actual inflation. This result squares with the fact that, in relative terms, transitory
shocks have alessimportant effect on inflation, so that inflation is dominated by its trend component.

In turn, the time path of the estimated permanent inflation series shows the effect of permanent
disturbances in both demand (e.g. monetary disturbances) and supply, which are reflected in changesin the long-
run inflation rate. It also bears noting that transitory inflation, even when not very great, is procyclicd and
lagged, which may be interpreted as reflecting the presence of demand shocks having transitory effects on
inflation and outpui.

5.2. Core inflation

For core inflation, the two types of structurd shocks are defined according to their long-run effect on
rea activity. The first type does not have a long-run effect on output, athough it affects actud inflation. The

%" The number of possible hypotheses is, theoretically, unlimited. In this paper, we use the hypothesis that the
sum of deviations between both rates of inflation is zero. The rationae of using this assumption is that, by
definition, deviations of the actual inflation rate from permanent inflation can only be temporary.

%8 Thisline of reasoning is aso valid for coreinflation.
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second type affects the long-run trend of output, but not core inflation. Using again the method outlined in
Appendix B, measured inflation may be, aternatively, broken down into the sum of core inflation (777) and

non-coreinflation (77;") . Coreinflation is defined as the contribution to inflation of shocks which have no long-

run effect on the level of output and is the time path of inflation that would have obtained in the absence of
permanent shocks on red activity.

An analysis of the transmission mechanisms shows that disturbances which do not affect red activity in
the long-run (which determine(7z;) do have a significant short-run impact on output, athough it is

quantitatively small. The transitory nature of the effect of these shocks on output and its explanatory power on
real activity make it possible to associate these shocks with the business cycle. However, the impact of

disturbances having a long run effect on output (which determine 77;') is considerably larger. The permanent

effect of these shocks is due to the fact that output is a non-stationary series and, by the identification restriction,
the other shocks have atemporary effect on output. The considerable explanatory power of these disturbances on
output is such that they may be associated with technological changes that permanently affect factor productivity
or with increasesin the use of productive factors.

Temporary shocks on output (which determine 777) have a powerful effect on inflation. Ninety-two

percent of the variance of the one-year-and-a-half forecast error is due to these shocks, which suggests that they
are ultimately responsible for changes in measured inflation. This result is consistent with its characterisation as
a measure of underlying inflation and also with the results discussed in section 5.1. On the other hand, shocks
with permanent effects on red activity also have permanent effects on inflation. Nevertheless, their explanatory
power is considerably lower.

A further application of the methodology set out in Appendix B yields® the core inflation series depicted
in Figure 8. Just as before in the case of permanent inflation, core inflation represents the major portion of the
reported inflation rate during this period. The similarity of changes in core inflation to those of actua inflation
indicatesthat inflation dynamicsin Spain has shown an inertial behaviour minimally determined by disturbances
having a permanent effect on the level of output.

ACTUAL AND CORE INFLATION Fig. 8

CORE
INFLATION

ACTUAL
INFLATION

5% I 4 5%
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1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998

% The assumption used in determining the level is more controversia inasmuch as, a priori, the fact that core
inflation deviations from the actua inflation rate must just be transitory is not explained.

22



As discussed above, core inflation reflects the impact of shocks without a long-run effect on the level of
output. In other words, thisis the component of inflation which is determined by permanent demand shocks and
the business cycle®.

Non-core inflation is determined by shocks which have a permanent effect on the level of output. These
may be technological or be determined by public or private investment decisions which affect the level of output
through the accumulation of capital.

5.3. Comparison of results: the determinants of inflation

Starting from the above results, the determinants of inflation may be interpreted on the basis of two
elements: first, a comparison of permanent and core inflation and second, a comparison of the time path of these
measures of underlying inflation with that of actual inflation.

As mentioned above, permanent inflation is caused by permanent changes in the growth rate of
monetary aggregates or technologica factors which change the growth potential. Furthermore, core inflation
develops on the basis of shocks to the growth rate of monetary aggregates, and business cycle shocks, which do
not have along-term effect on the level of output.

Therefore, if changes in the rate of core inflation resemble those of actua inflation, inflation is mainly
determined by shocks that have no long-run effect on real activity. In turn, if changes in permanent inflation
resemble those of actual inflation, transitory factors play ardatively minor role.

Moreover, if both underlying inflation measures are similar, it seems reasonable to believe that, on
average, inflation in the chosen sample period was dominated by shocks that have a permanent effect on
inflation and do not affect long-run output (e.g. permanent changes in the growth rate of monetary aggregates).
On the other hand, the difference between the two measures provides information on the shocks specific to each
of the concepts: i.e. as regards core inflation, temporary technological shocks, and, as regards permanent
inflation, shocks with a permanent effect on the potential growth rate.

As can be seen in Figures 7 and 8 the time paths of permanent inflation and core inflation are quite
similar; nor do they differ excessively from actual inflation, except at specific times. The similarity of the two
measures of underlying inflation therefore indicates that permanent nomina shocks have played a key role in
determining the path of inflation in the Spanish economy.

6. Conclusions

Direct use of the actual inflation rate in the analysis of the inflation process may be problematic, owing
to the fact that inflation is contaminated by transitory factors, which obscure its true state. With a view to
avoiding, or at least reducing, this shortcoming, the literature has developed various measures for capturing the
most permanent signals of the inflation process. In this paper, we have examined various procedures in their
application to the Spanish economy.

First of al, we discus the standard measure of underlying inflation by exclusion which is obtained by
excluding from the CPI its two most variable components: the unprocessed food and energy indices. Alternative
measures have recently been proposed that attempt to overcome some of the inadequacies of the standard
underlying inflation measure. Thus, with limited-influence estimators (i.e. trimmed means and weighted
medians), rather than always excluding the prices of the same articles, sub-indices are excluded if they exhibit
outlying price changes. Another possibility would be to obtain an underlying inflation measure by smoothing.

%t istherefore not correct to interpret this measure as a cyclicaly adjusted measure of inflation.
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Specificaly, arate of change is applied to the trend component of a price index. However, it may be better to
calculate it on the basis of a sub-component of the CPI, rather than on the CPI itself. Specifically, its calculation
on the basis of the CPI excluding its most volatile components may be informative. However, if large price
changes in some periods originate in sectors whose prices are generdly relatively stable, it may be better to use
limited-influence estimators. Finally, we have also presented, using a multivariate perspective, a permanent
inflation measure, which shows the explanatory power of shocks having along-run effect on inflation, and a core
inflation measure, which is determined by the effect on inflation of shocks that do not have along-run effect on
output. Besides providing underlying inflation measures, the joint examination of these multivariate approaches
permits areading of the economic determinants of inflation.

In any case, as al these measures have advantages and disadvantages (see Table 8) and none of them
takes priority over theres, it iswell to examine them all in order to obtain amore reliable description of the state
of inflation. While time-specific circumstances may make it advisable to focus on one of them in particular, it is
nevertheless true that diagnosis of the inflation process gains in solidity insofar as they all convey the same
message.

TABLE 8. - Main advantages and limitations of the various underlying inflation measures

MEASURE OF UNDERLYING INFLATION ADVANTAGES LIMITATIONS

. A prior decision must be made as to

Underlying inflation by exclusion . Readily understandable A :
. Easy to compuite articleswhose prices should be excluded
. No need for long time series
Trimmed mean . No need for a prior decision as to articles | . Choice of where to trim the tails of the
whose prices should be excluded cross-sectional distribution
. Easy to compute
. No need for long time series
Weighted median . No need for a prior decision asto articles | . Fluctuates excessively in practice
whose prices should be excluded
. Easy to compute

. No need for long time series

. Gives a clear dgnd of the trend of

Underlying inflation by smoothing inflation trend

. Potentid differences in the assessment
of outliers and in the estimation of the

Permanent inflation . Condgent with a widely accepted | . An additiond hypothesis required to

economic theory (vertical long run Phillips | determineitslevel
curve)
. Multivariate nature

Coreinflation . Consgent with a widely accepted | . An additiond hypothesis required to

economic theory (vertical long run Phillips | determineitslevel
curve)
. Multivariate nature
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APPENDIX A

Signal extraction with reduced-form models

In signa extraction by reduced-form models, the unobserved components of a series are constructed
from the roots of the ARIMA moded which best fits that series, assuming that these components, in turn, follow
ARIMA processes. However, not all ARIMA models can be decomposed in this way. For example, an airline
process where 0y, is not positive or very close to zero® is not permissible. Moreover, to be able to go from the
ARIMA model to models of its components, certain restrictions must be imposed, which are set out below.

Suppose that series X, follows a process of the type:

¢(L) X,=6(L) q, (A.1)

where ¢(L) may have unit rootsand & isawhite noise process, and it is wished to
decomposeit into itstrend, seasona and irregular components, i.e.:

X =T:.tS *+1I (A2)

The roots of the polynomias ¢(L) and 6(L) shal be assigned to each of these three components, taking into

account the cycle of each root and the component to which it theoretically corresponds™®. For this purpose, it is
initialy hypothesised that the three components, in turn, follow ARIMA processes of the form:

¢, LT, =6, a],
@ (L)S,=6s(L) a2, (A3)
o L1,=6,L)a3,

where al,, a2, and a3; are white noise processes independent of each other, and the polynomials of the trend and
seasonal components may have unit roots.

In addition, it must hold that:
¢@L)=¢,L)g¢yL) ¢, (L) (A4)

without the autoregressi ve polynomials appearing to the right of the equal's sign sharing roots in common.

When each of the roots of the polynomia ¢ (L) has been assigned to the three unobserved components,
the restrictions are imposed that the maximum ordersof 6, (L) and &, (L) shall not exceed the maximum orders

%! This result, as demonstrated by Hillmer and Tiao (1982), is common to dl  ARIMA (0, 1, 1) x (0, 1, 1)s
models, and is, in turn, extendableto ARIMA (0, 0, 1) x (0, 1, 1)s modds. These authors dso establish from

which values of 6, for different s, the ARIMA (0,1,1)s models are consistent with a decomposition by reduced
form models, the sufficient condition being that 6, >-0.1010.

¥ However, in some situations it may not be clear to which component a particular root corresponds.

27



of ¢, (L) and ¢ (L), respectively. Findly, as the system is not identified by these order redtrictions only, it is

usualy required that the variance of the innovation of the irregular component ¢2; be maximised. This latter

condition is called the canonical property, and implies that most of the variability is concentrated in the irregular
component, while the other two components are as stable as possible.

When the ARIMA models, including their parameters, have been obtained for the components, a time
series needs to be generated for each of them. To do this, the theoretical estimators of the components with
minimum average quadratic error are obtained by applying symmetric filters to the original series. The filter for
the trend component is.

a2 6:(L)6:(F) 9 (L) 9, (F) 9, (L) 9,(F)
02 O(LI6(F)

(A5)

where F is the forward operator, i.e. F=L™.

In practice, it is necessary to apply the above filters (which are characterised by being symmetric and
infinite, although convergent) to a finite sample, to obtain the empirical estimators of the components. For this
purpose, they are approximated by finite filters, and forecasts are inserted at the ends of the series where values
are not known.
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APPENDIX B
Econometric methodology of the economic measures of underlying inflation with multivariate models

To obtain the various types of shocks on which the economic measures of underlying inflation will be
based a bivariate time-series mode is estimated, including logarithmic changes of output in rea terms and
absolute changesin the rate of inflation, using for this the logarithmic year-on-year rate®. We use the notation X;
= (Am Ayy)’ where A is the first difference operator, m; the inflation rate and y; output; we assume that X; has a
structural interpretation™:

XIZA(0)31+A(]) et =

=S Ale,

S0

Var(e) =1

(B.1)

where g is the vector of structural disturbances in the system (et’ ,e/)" This vector shows no seria correlation

and is normalised to the identity matrix®. Equation (B.1) shows the transmission mechanism through which
structural disturbances affect the economy.

Neverthdess, these structural disturbances g are not observed directly, but must be recovered on the
basis of the moving average representation of the estimated VAR mode:

Xe=vit Cvi .= (B.2)

=3 Cov,,

j=o0

with the first matrix of the polynomial C(j) being the identity matrix and Q the covariance matrix of v, the
vector of reduced-form innovations.

Comparison of (B.1) and (B.2) shows that reduced-form shocks are linear combinations of the structural
shocks

V:— A(O) [ (B-S)

and, moreover, the transmission mechanisms are related through A(j) = C(j) - A (0) for any j. Asv, is computed
on the basis of residuals of the VAR model, knowing A(0) alows us to recover structural shocks. The matrices
A(j)) that define the transmission mechanism may also be recovered. Once the structural shocks and their
transmission mechanisms have been recovered, actual inflation may be broken down into two terms. Depending

% These transformations are used, in line with Augmented Dickey-Fuller and Phillips-Perron unit root tests to
ensure that we are dealing with a stationary process. It should be pointed out that year-on-year inflation in Spain
seems to be nonstationary, so that there have been permanent shocks to the inflation rate. Moreover, use of the
year-on-year rate reflects a nongtationary stochastic seasondlity of the CPl, as suggested by the Franses seasona
unit root tests run by Matea (1994). On the other hand, it is assumed, on the basis of the hypothesis of a vertical
long-run Philipps curve and the results of the Johansen and Dickey Fuller cointegration tests, that there is no
long-run relationship between inflation and output.

* To simplify notation, the determinist elements of the model are not included.

% Note that we are assuming that structural components are uncorrelated.
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on which identification hypothesisis used, the measures of permanent and core inflation may be obtained. To do
so, it istherefore necessary to identify the 4 dements of the matrix A (0).

From (B.3), we have
Q=A4(0). A(0) (B.4)

which yields three restrictions. The fourth restriction required is obtained from the long-run identification
restriction.

Thus, with regard to permanent inflation, the two types of disturbances are defined according to their
long-run effect on the inflation rate: the first group has a transitory effect, while the impact of the second is
permanent. To identify the first group of disturbances we restrict the long-run multiplier for € on 7 to be
identicaly equal to zero, because this shock is not alowed to have a permanent effect on inflation. Restricting
the sum of parametersin ay;(L) to be zero achieves this condition.

00

> an()=0 (BS)

Jo

where ay;(j) isthe (1,1) dement of A(j). To understand this restriction, it should be noted that ay;(j) shows how

k
7., is affected after j periods following a unit innovation of e;. Therefore, Z a; () isthe effect on inflation
J o

after k periods, so that in order for e; not to have along-run impact on inflation, it must be that Z an()=0.
J o

Once the structural disturbances and their transmisson mechanisms have been obtained, we may
compute the desired breakdown of the change in the inflation rate into two components:

A= Zall(j)el’—j + Zalz (j)erjj—j
g & (B.6)

A= AT+ A’

t t

The firgt term of the right hand side shows the effect on the change in the temporary component of
inflation. The second term of the right hand side shows the effect on the change in the permanent component of
inflation®™.

With regard to core inflation, the two types of structural shocks are defined on the basis of their long-run
effect on real output. The first type does not have along-run effect on output, athough it affects actual inflation.
The second type has a long-run effect on output, but does not affect core inflation. Core inflation is defined as
the contribution of the first type of shocks on actual inflation.

% Asthe modd is estimated in first differences, it is not permanent inflation which is identified, but the change
in permanent inflation. To obtain its leve it is necessary to make a further assumption. The same applies to core
inflation.
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In formal terms, to obtain core inflation, the long-run restriction® z a5 () =0 must be replaced by

Z a,, (j) =0, so that the disturbance we now denote as e,c , does not have along-run effect on output.

Similar to equation (B.6), theinflation rate breaks down™ as:

00 00

Ag, = Z&nm ézc.j + 25120)5,’.}
j: j:

Aﬂ:t = Aﬂ,'tc + Ar!

t
Thefirst term of the right hand side shows the effect on the change in core inflation and the second term,
the difference between the changesin actua and core inflation.

(B.7)

%" |t should be noted that the coefficients and structural shocks change as the identification scheme changes.
In this second scheme, we denote structura coefficients with a circumflex.

% |n an analogous way, the output equation may be broken down into one term associated with the business
cycle and another associated with trend or potentia output. See Alvarez and Sebastian (1998).
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A STRUCTURAL VAR APPROACH TO CORE INFLATION AND ITS
RELEVANCE FOR MONETARY POLICY

Luc Aucremanne'
Raf Wouters'
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When measures of core or underlying inflation are discussed, several measurement
techniques are often referred to. Simplifying somehow, three major approaches can be distinguished.
A first approach tries to remove from headline inflation, measured on the basis of the CPI, the
component that is judged to be of a temporary nature and therefore veils the "true" or underlying
(core) trend of inflation. This component is considered as noise. Traditionally the noise is removed
on an ad hoc basis either by a smoothing technique or by the so called "zero weighting" technique,
which gives a zero weight to those components of the CPI which are thought to be the source of the
noise. Examples of measures of core inflation such as these are the well-known CPI excluding energy
and seasonal food, or the CPI excluding changes in indirect taxes. In practice, these measures are very
often used, probably because they are easy to caculate and are, from the point of view of the user,
relatively transparent. However from atheoretical angle, they have the disadvantage that the selection
of the removed components is made on a purely arbitrary basis.

A second approach emphasises the fact that inflation, which is a monetary phenomenon,
should measure the increase of the general price level. However, in practice this is done using the
CPlI, which is a weighted average of prices of individual goods and services. Consequently, the CPI
measures the increase in the general price level, as well as the changes in relative prices resulting from
sectoral developments. According to Bryan and Pike (1991) "the relative price "noise" has to be
disentangled from the inflation signal”. They suggest that this can be done by using the median
consumer price change instead of the increase of the CPI, which corresponds to the weighted mean of
the price changes of individual goods and services. The median differs from the mean if the cross-
sectional distribution of the price changes is skewed. Along the same lines, Bryan and Cecchetti
(1994) propose the use of the weighted median or a 15 p.c. trimmed mean. They find that these
measures of core inflation have a higher correlation than the CPI with past money growth, and provide
better forecasts of future inflation. Ball and Mankiw (1995) relate the skewness of the cross-sectional
distribution of individual price changes to the existence of menu costs in a model where price

1 The authors are members of the Research Department of the National Bank of Belgium (NBB). The views

expressed in this paper are their own and do not necessarily reflect official positions of the NBB.



adjustment is costly, and they use measures of this skewness as indicators for aggregate supply shocks.
Bryan, Cecchetti and Wiggins (1997) view this skewness as a statistical sampling problems. Roger
(1995) provides an extensive discussion of the weighted median as a measure of core inflation in New
Zedland, while Shiratsuka (1997) applies this concept to Japan. Roger (1997), confronted with a high
degree of chronic right skewness in the data for New Zealand, introduces the idea of asymmetrical
trimming. Of European central banks, it is the Bank of England which publishes the median and the
trimmed mean on aregular basisin its Inflation Report.

Finally, the third approach to underlying inflation, which was proposed by Quah and Vahey
(1995), defines core inflation as "that component of measured inflation that has no medium to long-
run impact on real output". Incorporating the vertical long-run Phillips curve explicitly in this
definition of core inflation, it is, in contrast to the previous approaches, based on economic theory. A
bivariate structural VAR in output growth and the acceleration of inflation is used to extract core
inflation from measured CPI inflation. This system is assumed to be driven by two independent types
of disturbance. The first disturbance - the core shock - has no impact on real output in the long-run.
The second disturbance - the non-core shock - is not restricted at all. This allows them to test whether
the non-core shock has permanent effects on inflation or not. The non-existence of important long-run
effects of the non-core shock on inflation is seen as a crucial element in a successful identification. A
similar bivariate approach is presented in Fase and Folkertsma (1997). Blix (1995), Dewachter and
Lustig (1997) and Gartner and Wehinger (1998) expand this approach to atrivariate SVAR, in order to
incorporate a monetary shock aswell. They find, in genera, that there is little difference between the
core inflation measure resulting from the bivariate VAR and the one resulting from the trivariate VAR.

In this paper we will concentrate on the issue of the conceptual definition of core inflation
which is, from a theoretical point of view, of relevance for central bankers. A theoretica model is
therefore discussed in Section 1. The model is an application of the real business cycle methodol ogy
for an open economy with sticky prices and wages, and money in the utility function. Using this
model, an attempt is made to give some indication of the optimal monetary policy reaction to the
different shocks that hit the economy. One of the findingsis that, in contrast to conventional wisdom,
the optimal responses to a positive demand shock and to a negative supply shock are very similar, asis
the case in Goodfriend and King (1997) and in Svensson (1998). It has aso been found that no
reaction to the direct impact on inflation resulting from an energy shock or similar shocks to flexible
prices is the best option. However, if these shocks have, over and above their immediate impact on
CPI, important second round effects, a monetary policy reaction is still desirable.

Section 2 presents SVARs for three economies: the USA, Germany and Belgium. Five
structura shocks - an aggregate supply shock, an aggregate demand shock, a monetary shock, an
exchange rate shock and an energy shock - are identified. This allows us to analyse whether the effect
of these shocks on prices, as well as the historically observed reaction of the monetary authorities, is
consistent with what was predicted by the theoretical model. Before doing so, the impulse responses
of the Quah and Vahey approach - a bivariate VAR in output growth and the change in inflation - are
compared with those of a bivariate VAR in output growth and inflation. This distinction seems to be
crucia asin thefirst case, the shock that has permanent effects on output is interpreted asthe non-core
shock, having no long-run consequences for inflation, while in the second case, the shock with
permanent output effects is identified as the supply shock, having permanent effects on output and, in
the opposite sense, on prices. Subsequently, our VARS in output growth and inflation are extended by
introducing the short-term interest rate, the exchange rate and the oil price as additional variables.
These VARS confirm to a large extent the findings of the theoretica model, and more particularly the



importance of the supply shock for prices and for the observed monetary policy reactions.
Consequently, we suggest that it is not optimal to exclude the effects of supply shocks from the
measure of core inflation.

Thefinal section presents our conclusions.

1. Theoretical foundation for the conceptual definition of coreinflation

In this section we try to provide a theoretical foundation for the definition of core inflation.
The starting point of our argument is that core inflation should be judged according to its relevance for
monetary authorities. As a consequence, core inflation is defined as the inflation information concept
that is optimal for monetary policy purposes.

The observed inflation results from a diversity of exogenous shocks affecting the economy:
supply, demand, cost-push, exchange rates, monetary shocks etc. The question then is whether
monetary policy should react in the same way on inflation whatever the underlying cause of the
inflation movement. If monetary policy is unable to offset inflation resulting from some type of a
shock, or can only do so by incurring great cost in terms of some other criteriain the loss function of
the central bank, one would expect that it would be better to subtract this inflation component from
observed inflation in calculating an optimal "core inflation" concept.

1.1 Theoretical considerations

In the literature on inflation targeting, many suggestions are given concerning this issue.
Several papers have indicated that for open economies, it could be preferable to use domestic inflation
as an indicator or target for monetary policy above CPI inflation. Svensson (1998) illustrates that
under a monetary policy regime with a"strict inflation objective’, the use of CPI targeting reduces the
variance of CPI inflation but increases the variance of other relevant variables (output, domestic price
inflation, real exchange rate etc.) compared to asimilar policy using domestic inflation as its objective.
The reason for thisis that monetary policy, under strict CPI-inflation targeting, relies heavily upon the
direct exchange rate channel, and neglects the other exchange rate channels disturbing aggregate
demand allocations and domestic output decisions. The use of domestic inflation instead of CPI
inflation performs better, as it makes monetary policy less dependent on the short-term exchange rate
fluctuations. The inclusion of output variability as a second argument in the objective function also
results in a better performance for the variability of other macroeconomic concepts than strict
CPl-inflation targeting, as it shifts the emphasis of monetary policy more towards the long-run
domestic inflation tendency that is caused by output or capacity utilisation. The use of CPI- versus
domestic-inflation targeting is also analysed by Conway et al. (1998) using simulations of the FPS
model for New Zealand. They obtain similar conclusions by introducing different inflation concepts
in the forward-looking reaction rule of the central bank.

Mayes and Chapple (1995) and Y ates (1995) describe how certain shocks that are expected
to result in simply temporary price level movements should be extracted out of the inflation measure
that is used in the inflation targeting approach. This ideais also present in the theoretica analysis of
Goodfriend and King (1997) and of King and Wolman (1998) where the optimal inflation (or price
level) concept for monetary policy is defined as the sticky price component of inflation. The
motivation here is that only sticky prices result in a misallocation of demand and supply decisions as



marginal costs deviate unnecessarily from marginal benefit in these circumstances, and therefore have
a negative effect on welfare. By eliminating any variability in the marginal cost and suppressing any
need for changes in the sticky price level, monetary policy can maximise economic welfare of private
economic agents.

These examples illustrate the importance of the inflation concept that is central to monetary
policy decision making.

Svensson (1998) and Goodfriend and King (1997) also discuss the optimal policy reaction on
different kinds of shocks. In these sticky price models, demand and supply shocks have similar
consequences for monetary policy. In the case of a demand shock, monetary policy should react
restrictively, reducing aggregate demand and eliminating inflation pressure coming from increasing
marginal costs or higher capacity utilisation. That supply shocks should ask for similar reactions is
surprising, and, in emphasising the conflict between the inflation objective and the output objective,
conflicts with conventional wisdom. However, when output gap stabilisation enters the loss function
instead of output stabilisation, this conflict disappears. Indeed, a negative supply shock, reducing
productivity and increasing marginal costs, increases inflation pressure. A restrictive reaction of
monetary policy will decrease this inflation pressure but also aggravate the output reduction.
However, the output reduction should not necessarily be considered as negative in this case: output
should follow production capacity, and the result of a restrictive monetary policy reaction implies a
minimisation of the output gap variance. The minimisation of output gap variance or marginal cost
stabilisation increases the efficiency of production decisions. In this way demand shocks and negative
supply shocks have similar implications for monetary policy.

This conclusion contradicts the Quah and Vahey approach of core inflation: that approach is
concentrated on subtracting the inflation component related to permanent output shocks. [f this shock
isinterpreted as a supply shock?, it does not seem optimal to exclude its effect from the core inflation
measure. In a broader theoretical sticky-price model, both supply and demand shocks can have
persistent, but not permanent, effects on inflation, as both work through the capacity gap or the
marginal cost channel on prices.

1.2 Evaluation criterion

In practice, there are different approaches possible to illustrate the relevance of different
inflation concepts for monetary policy. Such an evaluation can be based on a purely statistical
argument: which inflation component is the optimal forecaster of future inflation? However such a
statistical approach does not contain any information on the relative costs of the monetary policy
actions trying to offset different inflation sources. In contrast, our theoretical approach will combine
the information on the specific dynamic pattern of the different inflation shocks with the impact profile
of a monetary policy reaction and show the outcome of the joint action on other relevant
macroeconomic variables. Together this gives the necessary information to evaluate how optimal an
effect amonetary policy reaction has on specific shocks.

2 Quah and Vahey (1995) interpret this shock as the "non-core" shock. Dewachter and Lustig (1997), as well
as Gartner and Wehinger (1998) interpret the shock with permanent output effects explicitly as a supply
shock. Blix (1995) uses the expression "technology shock”, while Fase and Folkertsma (1997) describe this
shock as "output shock".



The same argument applies to the historical measure of the empirical importance of different
shocks in explaining the inflation process. Such information can be obtained by the statistical
decomposition of the forecast error variance of VAR estimations. Such exercises show the importance
of specific shocks in predicting inflation, and they also illustrate the contribution of these shocks to the
observed interest rate movements. For certain shocks that were historically important to explain the
inflation process, one should indeed expect that there has been some interest rate reaction on it.
However all this information on past policy experiences does not mean that the observed behaviour
was also the optimal reaction. The historical importance of certain shocks for inflation and interest
rates therefore does not yidd definite answers on the optimal definition of core inflation.

For this reason we start our analysis with a structural theoretica model that is able to
illustrate the implications of different reaction functions of the central bank on its loss function. By
executing stochastic simulations of the model for different types of shocks, we will compare the
results for the objective function (or its possible arguments) of a strong and a weak reaction of
monetary policy on the specific shocks. If a strong reaction of monetary policy on inflation caused by
one type of shock results in a smaller variance of inflation, output and other economic variables, we
conclude that this type of shock should certainly be retained in the core inflation definition. If on the
other hand, the variance of the relevant variables increases when monetary policy reacts more strongly
on the shocks, one should subtract this inflation component from observed series in the calculation of
core inflation.

The outcome of this exercise depends of course on the specification of the structural model.
We will therefore start with a brief description of the model that is used (see Kollmann (1998) and
Smets and Wouters (1998) for a detailed discussion of asimilar model).

1.3 A real businesscycle mode for an open economy

The model is an application of the real business cycle methodology for an open economy
with sticky prices and wages. Households maximise a utility function over a finite life horizon with
the following arguments. consumption of domestic and foreign goods, money and leisure.
Consumption appears in the utility function relative to the time-varying external habit variable (see
Campbell (1998)). Labour is differentiated over households so that there is some monopoly power
over wages which results in an explicit wage equation and allows for the introduction of sticky

nominal wages a la Calvo. Households allocate wealth over money, equity, domestic and foreign
assets, which are considered as perfect substitutes, so that UIRP applies in the linear approximation.
Firms produce differentiated goods and decide on labour, capital (with capital adjustment costs),
capacity utilisation (following the approach of King and Rebelo (1998)) and prices, again according to
the Calvo model. Prices are therefore set in function of current and expected marginal costs. These
marginal costs depend on the marginal unit labour cost (average over the economy) and on the price of
imported intermediate inputs, described further in the text as energy inputs, which are used in fixed
proportions in the production process. The composite domestic good is an imperfect substitute for the

foreign good, so that the real exchange rate is not constant over time.

The model is calibrated on the German economy as far as the economic structure is
concerned, while other behavioural parameters are set at realistic values found elsewhere in the
literature (see appendix for more details on the parameter choice). The linear approximation is solved

using the forward simulator available in the Troll-software.



Following the papers of Svensson (1998), Rotemberg and Woodford (1997) and Goodfriend
and King (1997), models that are based on dynamic microeconomic foundations for macroeconomic
relations are now aso becoming the standard tool for analysing monetary policy questions. The
specific application, discussed in this paper, allows us to discuss some specific topics. the open
economy problem (total versus domestic inflation), energy or broader commoadity price shocks (either
as intermediate input in the production process or as fina demand component in consumption), and
wage versus price stickiness (against the one price models lacking an explicit treatment of the wage
formation process in the labour market).

1.4 Discussion of the theoretical impulse response functions of different types of shocks
under two monetary policy reaction functions

Using the theoretical model we will discuss different kinds of shock: monetary policy
shocks, productivity shocks, demand shocks, energy price shocks (either as intermediate input or as
final consumption good), exchange rate shocks and cost-push shocks.

The impulse-response functions of these shocks on major macroeconomic variables (total
inflation, domestic inflation, output, interest rates, real marginal costs, exchange rate etc.) are
presented in Figures1 to 7. These graphs are based on two reaction functions of monetary policy
represented by asimpleinstrument rule for the interest rate as a function of CPI inflation:

rit)=a* 7At) + b* r(t-1)

The value a/(1-b) determines the strength with which monetary policy reacts on inflation
shocks. Only rules with a/(1-b) > 1 fulfil the stability condition of the model and are considered in
this exercise. Under the "weak" reaction rule the parameter a is set at the value of 0.165 while b is
0.85, so that the long-run reaction of the interest rate on inflation equals 1.1. This can be considered as
a very neutral monetary policy that is only oriented towards a stable long-term real interest rate.
Under the "strong" reaction rule, coefficient a equals 0.45 and b equals 0.85.

a. monetary policy shock: increase in the interest rate (autocorrelation 0.3)

The impulse-response function of a monetary policy shock is not a crucial issue in this paper.
However the discussion of these effects gives some indication of the implications of the endogenous
reaction of monetary policy through the instrument rule on other exogenous shocks.

The monetary shock in our model has persistent effects on output and inflation. These
results contrast with the results of other sticky price general equilibrium models (i.e. Andersen (1998),
Jeanne (1998)). The differenceis explained by some typical characteristics of our model:

- theintroduction of both sticky prices and sticky wages slows down the adjustment speed
of the price system. We therefore do not need to assume unrealistically slow adjustment
coefficients in the price equation as is typical for models that consider only sticky prices.
The assumed reaction lag for both prices and wages (average one year reaction lag in our
calibration) remains empirically acceptable;



- asecond reason for the persistence of the effects results from the assumption of aggregate
demand behaviour. The introduction of habit formation in the consumption process
implies that aggregate demand reacts more smoothly to shocks. A dower reaction of
output also moderates the reaction of marginal costs and therefore of prices;

- theintroduction of a variable capacity utilisation reduces the short-run impact of output
fluctuations on marginal costs. Higher output in the short-run is produced with a more
intensive use of production capacity so that marginal productivity of labour declines less
strongly and employment moves only slightly more than proportional with production.
The fact that marginal costs behave in a less volatile manner also implies that the effect
on domestic inflation is somewhat smoothed over time;

- the persistence is influenced negatively by the assumption of a finite labour supply
dadticity. With indivisible labour and the resulting infinite labour supply elasticity, wage
costs would react less on a regtrictive monetary shock and the downward pressure on
prices should weaken. However the same argument applies for other types of demand
shocks and inflationary pressure will decrease in that case. The finite labour supply
eladticity together with the sticky wage assumption are retained in the calibration for
reproducing the traditional Phillips-curve effect in the model.

Figure 1 describes the impulse-response of a 0.25 point increase in the interest rate. The
interest rate is expressed on a quarterly basis so that the interest rate shock corresponds with a one
point increase in the normal rate expressed on ayearly base. The immediate impulse is dominated by
the direct exchange rate reaction. The exchange rate illustrates the traditional overshooting behaviour.
The result is a strong decline in import prices and in CPI inflation. The real appreciation and the high
read interest rate decrease aggregate demand. Lower demand and production and cheaper energy
inputs lower the marginal production costs of the firms and lead to a downward pressure on domestic
prices. The economy gradually returns towards the steady state path, but the accumulation of wealth
and net foreign assets during the first phase of the adjustment allows for a paositive consumption effect
afterwards. The lower net exports and real exchange rate appreciation form the counterpart of the
higher foreign capital income in the current account.

Under the strong reaction rule, the interest rate shock will be less strong and persistent as
will be the effects on inflation and output.

b. demand shock: increase in the demand of the rest of world (autocorrelation = 0.9)

The impulse-response functions in Figure 2 show the results of an increase in the demand by
the rest of the world that affects positively the exports of the economy considered (for a constant
foreign price and interest rate level). Higher foreign demand increases domestic production and, as
marginal costs increase with the higher capacity utilisation, domestic producer prices start to increase.
Both the increased output (and income) and the improvement in the terms of trade stimulate domestic
aggregate demand (both consumption and investment). Output and domestic inflation pressure is
therefore further increased. Using the "weak" instrument rule for monetary policy (a=0.165) in terms
of CPI inflation, monetary policy reacts by increasing the interest rate following the increase in total
inflation. The increase in current and expected short-term interest rates, given the constant foreign
rate, leads to an appreciation of the exchange rate. Both the interest and the exchange rate reaction



reduce the increase of CPI inflation through the direct exchange rate effect and through the negative
influence on aggregate demand and net exports and furthermore on marginal costs and the domestic
inflation pressure on the sticky prices.

Using the "strong" instrument rule for monetary policy (a=0.45) in terms of CPI inflation,
monetary policy reacts by decreasing the interest rate somewhat following the decline in total
inflation. The exchange rate appreciation is stronger and more persistent than under a weak reaction
rule. The stronger appreciation lowers import prices, and this effect more than compensates the initial
weak positive effect of sticky domestic prices in the CPl. However after the initial jump in import
prices, the domestic inflation process will become dominant and CPI inflation will turn positive, but
by much less than under the weak policy scenario.

The difference between the results of the two interest rate rules illustrates that a stronger
reaction rule of interest rates in terms of inflation does not necessarily lead to higher interest rate
movements. On the contrary, private agents that recognise the central bank’s reaction function will
adjust their behaviour so that a higher stability of inflation is obtained not by larger swings in interest
rates but by the adjustments in forward-looking behaviour. Of course, such a result is dependent on
the assumed credibility of the monetary policy rule in the minds of private decision makers. By
explaining that the main inflation concept which drives monetary policy explicitly takes into account
the specific nature of different shocks, the recognition of the correct monetary policy by private agents
can perhaps be strengthened, so that the results of policy actions will move towards the optimal result.
The core inflation concept therefore probably has importance not only for the internal monetary policy
evaluation, but also for the communication of the policy to the rest of the economy.

c. supply shock: increasein productivity (autocorrelation = 0.95)

An increase in productivity increases the mark-up of firms as prices and wages react slowly
to the productivity shock. This means that the real marginal cost decreases and, as a conseguence,
there is some gradual downward movement in domestic prices. The increased profitability increases
investment and the positive wealth effect stimulates consumer expenditures. Net exportsincrease aso,
following the decline in the relative price of the domestic good. Under a weak interest rate reaction
rule, the exchange rate depreciation will be limited and CPI inflation will decrease following domestic
inflation.

With a strong interest rate reaction, the exchange rate depreciation is stronger and more
persistent. Net exports increase further, stimulating production and domestic income. A smaller
decline in inflation results in lower real interest rates and stimulates domestic demand. Output will
therefore increase more quickly and persistently in this case, remaining closer to the expanded output
capacity. As a consequence, real marginal costs decline somewhat less, so that domestic prices will
also decrease less. CPI is further influenced by the stronger depreciation leading to higher import
costs and nominal wages.

The remarkable differences between the short-run reactions of the interest rate in the two
policy scenarios are explained by the strength of the direct exchange rate channd on CPI inflation.
Once again this illustrates that the differences between the two scenarios is more than just a different
reaction of the interest rate on an observed inflation movement. A stronger reaction rule, meaning a
stronger emphasis and willingness of monetary policy to react to a specific type of shock, changes



private sector behaviour. Forward-looking financial asset prices, such as the exchange rate, are most
sensitive to such differences.

d. energy price shock: increase in the energy price driven by a second order
ARMA-process

Energy and other imported primary inputs influence the economy through two channels:
directly, as final consumption goods, and indirectly, as inputs in the production process. To illustrate
the different consequences of both channels, two model versions are considered. In the standard
version, energy is considered as a pure intermediate input that only influences the domestic and CPI
prices via the marginal production costs of firms. In an alternative version of the model, energy is
treated exclusively as afinal demand component that influences CPI directly. In both versions, energy
prices are considered as flexible prices that reflect immediately the international market and exchange
rate fluctuations.

In the version with energy as intermediate input, an energy price shock influences the
economy basicaly as a supply shock (Figure4). The marginal production costs of firms react
positively to the energy price increase, at least during the first quarters illustrating the flexibility of
energy prices compared to domestic costs. Lower profitability will have a negative effect on
investment, and the terms of trade deterioration will have a negative wealth effect on private consumer
expenditures. Lower economic activity and employment together with lower consumption, and the
corresponding increase in the marginal value of wage income, both cause a decrease in the equilibrium
rea wage so that nominal and even real wages start moving downward. Asillustrated in Figure 4, the
decrease in the marginal unit labour costs will dominate the higher energy price after a few quarters.
The forward-looking nature of the price-setting process implies that domestic prices start declining
from the beginning, as the expected decline in wage costs more than compensates for the higher
energy costs. Together with the absence of a direct effect of energy on CPI, these arguments explain
the surprising negative effect on inflation and prices in Figure 4 under the weak reaction rule. Under a
stronger interest rate reaction rule, there is a stronger depreciation in the short-term which will
stimulate net exports and economic activity. The smaller loss in output implies a stronger increase in
marginal costs and a more realistic inflation and price reaction (see Figure 4 under the strong reaction
rule).

Theresults of an energy shock differ from these of a productivity shock although both can be
considered as supply shocks. Two arguments explain the different results. A productivity shock has a
relatively small impact on employment and the real wage reaction will therefore be weaker. With an
energy price shock, real wages react more strongly as both consumption (and marginal value of
wealth) and employment have a downward pressure on real wages. The real marginal cost should
therefore be less sensitive to an energy shock than to a productivity shock, at least if the labour market
functions correctly so that the real wage can adjust quickly towards its new equilibrium level. A
second difference between energy price shocks and productivity shocks is situated in their impact on
the current account and the exchange rate. A negative productivity shock causes areal appreciation of
the exchange rate: lower exports coincide with an amelioration of the terms of trade. An increase in
oil prices, however, means a deterioration of the terms of trade. In this way the terms of trade effect or
the corresponding wealth effect reinforces the price increase of a negative productivity shock, while it
works in the opposite direction for an oil price shock . Energy price increases, as far as they are
considered as supply shocks, should not have strong effects on aggregate inflation, assuming that the



labour markets adjust sufficiently towards the real equilibrium wage in the economy. Rotemberg and
Woodford (1996) do indeed find a negative real wage effect for the US following an oil price shock.

Results are different for an energy price shock that directly (and exclusively) influences the
fina demand price (see Figure5). Here CPI inflation increases directly, given the flexible price
assumption for the consumption price of energy. Higher inflation implies an interest rate hike.
Domestic prices, in contrast with the total price index, will start to decrease given the negative
domestic aggregate demand effect resulting from the interest and wealth effects. A stronger interest
reaction in this case causes not only a further fal in domestic demand, but also limits net exports
through the temporary appreciation of the exchange rate. A more restrictive reaction on this temporal
inflation shock causes an unnecessarily large downturn in economic activity and somewhat stronger
fluctuations in domestic marginal costs.

It is a question which requires more empirical research as to whether oil shocks in the
seventies caused unnecessarily strong declines in economic activity because of a monetary policy
reaction which was too restrictive. The theoretica model explains a strong decline in economic
activity following an oil shock for both weak and restrictive monetary policy reactions.

This result therefore indicates that shocks in flexible prices that affect the CPI index
immediately, are no reason for monetary policy to react. These type of shocks should therefore be
excluded from the core inflation concept. The result of the stochastic simulations will further illustrate
this argument.

e. exchange rate shock: increase in the risk premium of the exchange rate (autocorrelation
=0.9)

The exchange rate effects the economy through different channels. It has a direct effect
on the economy because it is responsible for adjusting import prices. In our model we assumed that
the import prices were adjusted immediately with exchange rates. These import price increases have a
further effect through the indexation of domestic costs and especially through the effect on wages.
Exchange rates also effect the cost of imported energy inputs and through that channel influence the
marginal production costs. The exchange rate influences relative prices and therefore the net exports.
Finally the exchange rate exerts wealth effects on domestic demand, through the impact on the terms
of trade.

In Figure 6, we present the impulse response function of a persistent exchange rate shock,
that can be described as a shock in the risk premium on the domestic currency. The results of a purely
temporal shock were very similar as far as the conclusions are concerned, and are therefore not
presented here. A depreciation of the exchange rate increases CPI inflation directly through import
prices. In doing so, CPI inflation typically shows a strong impact jump. The effect on domestic prices
depends on the reaction of output and marginal costs. Domestic final demand decreases with higher
real interest rates. Net exports on the contrary increase. Total demand is therefore only relatively
weakly affected and the net effect depends on the reaction function of the central bank.

The comparison of the two reaction functions in Figure 6 indicates that a strong reaction on
exchange rate shocks is preferable as far as prices are concerned. A strong reaction is able to diminish
directly the exchange rate shock and its impact on CPI. Domestic prices and real marginal costs are
also less strongly affected, but this has a cost in terms of lower economic activity. It is clear that the
final outcome of this shock depends on the relative power of the different channels of the exchange
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rate on the rest of the economy: for instance the result will depend on the relative weight of the
exchange rate in marginal costs against the weight in the CPl and on the size of the aggregate demand
effects through the relative price dadticities. The outcome of the stochastic simulations will aso
depend on the particular caibration of the model.

f. cost-push shock: increase in the nominal wage equation (autocorrelation = Q)

Through the sticky reaction of nominal wages a one-period shock in the wage equation
disappears only gradually over the next few quarters. Marginal costs of firms increase and domestic
prices start to increase. Both domestic demand and net exports decline following the deterioration of
profitability and competitiveness. Output will therefore decline also and this will reduce the marginal
costs increase. A stronger reaction of monetary policy will increase the decline in aggregate demand
and net exports (through the appreciation of the exchange rate). The decline in output will therefore
be aggravated but this will stabilise marginal costs and domestic prices, and, together with the
appreciation, also CPI inflation. These results point to the conflicting nature of pure cost-push shocks
for monetary policy if output and inflation variance are central in the loss function. However, if output
capacity is defined as the output level that corresponds with a steady state inflation rate (or price
level), there is no longer a conflict with such an output gap concept in the loss function, instead of the
output.

15 Results of the stochastic simulations

Table 1 summarises the results of the stochastic simulations. For each type of shock we run
two stochastic simulations, one for each policy reaction function: a simulation with aweak reaction of
the interest rate on the inflation process (a=0.165, b=0.85) and an alternative scenario in which the
central bank reacts strongly to the inflation disturbances (a=0.45, b= 0.85). The table presents, for a
list of variables, the relative standard deviation expressed as the standard deviation resulting from a
strong reaction rule divided by the standard deviation resulting from a weak reaction rule. A value
smaller than one therefore illustrates that the standard deviation of a variable is smaller under the
stronger reaction function. We prefer to show alist of variables instead of the results for a specific
loss function that combines the separate components.

The resultsillustrate that for a typical demand shock, the standard deviations of al variables
considered decrease, with a stronger reaction of the central bank on the inflation resulting from this
type of shock. This result indicates that it is optimal for the central bank to react strongly on the
inflation component resulting from demand shocks. The demand shock component of inflation should
therefore be an important element of the core-inflation measure.

The results for the simulation with supply shocks are somewhat more complicated.
Inflation variance, both total and domestic inflation, decreases when monetary policy reacts more
strongly. Output variability however increases, but this measure is of less importance in this context
as the production capacity changes so that the output fluctuations can be optimal. The fact that these
fluctuations are optimal is evidenced by the reduction in the real marginal cost fluctuations. This
measure illustrates how efficient inputs are used in the production process. an optimal use of
production capacity means that the marginal cost of inputs equals the marginal return of output. As
positive productivity shocks increase marginal productivity of labour, the real marginal cost will
decrease, unless real producer wages adjust sufficiently flexibly to follow the productivity shock.
Sticky nominal wages and prices however prevent an immediate adjustment of real wages, which can

11



be considered as an inefficiency in the production process. Therefore it would be more efficient to
have a stronger expansion of output so that marginal productivity should decrease while real wages
increase more quickly. As aresult, the real marginal cost can remain constant. Henceit is optimal for
the centra bank to decrease the interest rate, stimulating economic activity and accelerating the
necessary adjustment process in the economy.

The results for energy price shocks, in the version where energy is an input in the production
process, are some way between these of supply shocks and demand shocks. The strong wealth effects
of energy price shocks explain why it is less costly to offset the price effects of energy price shocks
compared to pure supply shocks. The result implies that monetary policy should react on commoadity
price shocks which mainly affect the intermediate input costs of firms.

If the energy price shock only affects the final consumption price, it is less clear whether the
central bank should intervene. The resultsin Table 1 show that a strong reaction can indeed minimise
the effect on the CPI, but is rather neutral for domestic inflation, and the result implies a somewhat
stronger variability in output and real marginal costs and especially in interest rates. It is therefore
guestionable whether the small gain in CPI inflation variance is worth the extra variance in the other
relevant variables.

The impact of exchange rate shocks on prices can also be offset by a stronger monetary
policy reaction. The remarkable decline in the variance of domestic inflation and real marginal costs
illustrates that the inflation shocks resulting from exchange rate effects on imported intermediate
inputs and second-round effects on wages, and subsequently on marginal costs, can be offset by a
strong monetary policy reaction. The inconvenience of this strong reaction is the extra variability in
demand components and aggregate production. This raises a similar evaluation problem as with
supply shocks: higher costs of imported products are compensated by declining real wages in total
marginal production costs. In this way the stabilisation of the real marginal cost, or of the mark-up,
implies that the equilibrium output level, or the inflation-neutral capacity, shifts over time. The final
eval uation depends again on the formulation of the objective function for monetary policy.

The positive conclusion for strong reactions on exchange rate shocks is not really in
contradiction with the argument of Svensson (1998) that domestic-inflation targeting is preferable
above strict CPl-inflation targeting. It isimportant in this discussion to stress the role of the exchange
rate as a determinant of imported intermediate inputs prices and, via indexation of wages, of the
marginal unit labour costs. Import prices and wage costs both induce domestic sticky prices to react.
Both CPI-and domestic-inflation targeting will therefore react on exchange rate movements.
However, models working exclusively with the output gap as the measure for cost pressures, following
the Phillips curve approach, lack this important channel in the discussion. This illustrates the
advantage of the microeconomically derived sticky-price setting relation above the traditional
macroeconomic specifications.

The output effect of exchange rate shocks follows from the different impact of interest rate
shocks and exchange rate shocks on respectively output and prices. In order to obtain the same price
effect, interest rates have to have a stronger output effect compared to exchange rates. By responding
more strongly to exchange rate shocks the effects on prices can be minimised, but this implies an
overreaction in terms of output. The result indicates that monetary policy should look for an optimal
reaction on exchange rate shocks, a problem related to the discussion on optimal M Cl-weights.
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The simulation results of pure wage shocks (cost-push shocks) illustrate again the possible
conflict between different objectives of the central bank. Inflation can be stabilised in this case only at
the cost of higher output variability. However, the relative standard deviation of the real margina
costs decreases somewhat. The result is therefore comparable to the productivity shock. A further
argument in favour of a strong reaction lies here in the influence on future wage negotiations: rational
behaviour will try to prevent the pure loss-situation that results from systematic central bank actions
on unrealistic wage-deals.

Summarising the results, we can say that the distinction between demand and supply shocks
as sources of inflation fluctuations is not of crucial importance for monetary policy, unless the
variability of output as such is considered an important element in the objective function. For shocks
originating from the rest of the world, the reaction should depend on how they affect the economy.
Shocks that are limited to flexible prices which are part of the final consumption basket do not ask for
a strong reaction, at least if the central bank has a broader objective function than strict CPl-inflation
targeting. The use of the direct exchange rate mechanism to offset these shocks causes too many real
effects in the rest of the economy. The same argument probably applies for shocks in domestic
flexible prices and also for indirect tax shocks. If foreign price shocks disturb mainly the intermediate
input costs of firms, the reaction of monetary policy will depend on whether other domestic costs
components react sufficiently flexibly to offset the effects on marginal costs.

The final decision regarding the optimality of the reaction depends on the choice of the
evaluation criteria. A correct specification of the loss function of the central bank in terms of inflation
and output gap will result in similar conclusions as the microeconomic efficiency argument, which
favours constant marginal costs so that sticky prices do not have to change. However different
arguments are also possible. Following the approach of Rotemberg and Woodford (1997), the final
choice will depend on the relative variability of the arguments that appear in the utility functions of
households. Using one particular utility specification, their approach can be reduced to the inflation
and output gap variance. But using a traditional utility function, the variance of consumption and
employment should get more attention (especialy if the utility function contains a habit persistence
term). Furthermore, the optimal monetary policy will also depend on the relative cost of average
inflation againgt the benefit of increased room for stabilisation policies, given the congraint that
interest rates must remain positive. As long as there is no definite answer on the concept of optimal
monetary policy, the choice of the optimal target and instrument rulesis also open.

Drawing definite conclusions on optimal policy behaviour in open economiesis aso difficult
because of the complexity of the transmission channels. The results obtained in this paper are
certainly dependent on the model choice and the specific calibration. This applies not only to the role
of the foreign prices and exchange rate shocks, but also to the relative importance of price versus wage
rigidity, and to the implications of more complicated instrument rules. The theoretical model is able to
analyse the implications of all these assumptions, but empirical estimation of the model is a necessary
step, before one can draw definite conclusions from this exercise and lay down practical guidelines.
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2. SVARsfor the USA, Germany and Belgium

In order toillustrate the findings of the theoretical model, SVARSs in output growth, inflation,
the short interest rate, the change in the exchange rate and the change in the international oil price
were estimated. Before presenting the results of these VARs, we want to highlight the fact that our
specification differs from the specification proposed by Quah and Vahey. This is done in
paragraph 2.1, while paragraph 2.2 presents the results of the VARs with five variables.

2.1 What entersthe VAR: inflation or the changein inflation ?

Quah and Vahey (1995) estimate a bivariate VAR in output growth and the change in
measured inflation. As measured inflation, defined as the 12 month change of the CPI, isintegrated of
order one, the change in inflation enters the VAR instead of inflation itself. It is assumed that this
bivariate VAR is driven by two independent disturbances:. the core shock, having no long-run impact
on output, and the non-core shock. Core inflation is that component of measured inflation that results
from the core shock. In other words, core disturbances affect prices and are output-neutral in the
long-run, in line with the long-run vertical Phillips curve hypothesis. To identify both shocks, it is
sufficient to impose one restriction, more precisaly the fact that the core shock has no long-run impact
on output. The long-run impact of the non-core shock on inflation is not restricted, nor do Quah and
Vahey prescribe how quickly the core shock becomes output-neutral. Both aspects can be determined
freely by the data, allowing them to test the validity of the imposed identification scheme.

Bivariate VARSs of this type have been estimated for the USA, Germany and Belgium. Since
it was preferable to perform this exercise on monthly data, the log of industrial production was used as
the real output variable, while inflation corresponds to the 12 month change in the log of the CPI.
Both variables finaly entered the VAR as changes compared with the values of the previous month.
The estimation covers the period from January 1972 to August 1998. Twelve lags were included, as
well as aset of seasonal dummies.

The impulse responses of output (Y) and measured inflation (Pi) are, for each of the three
economies considered, shown in the upper row of graphics in the Figures 8 to 10. The broken lines
plotted around these responses represent bootstrapped 10 p.c. confidence intervals. The impulse
responses are in severa ways similar to those obtained by Quah and Vahey (1995) for UK-data.
Indeed, the non-core shock is much less important for inflation than the core shock, and its long-run
impact on inflation is not significantly different from zero, although a significant short-run impact of
this shock exists for US inflation. The core shock very quickly becomes output-neutral in Germany,
while this takes longer in Belgium (about 1 year) and in the USA (about 20 months). These findings
are dso illustrated by the forecast error variance decompoasition shown in the upper row of graphicsin
the Figures 11 to 13.

However, if inflation is defined as the one month change in the log of the CPI and this
(stationary) variable enters the VAR, the results of a similar identification scheme are quite different,
asisshown in the lower part of Figures 8 to 10. It should be noted that in this case impul se responses
for prices (P) are obtained. The shock with permanent output effects is important for prices too, even
in the long-run. Having an influence on prices in the opposite sense as on output, this shock shows the
same characteristics as the supply shock in the model of Section 1 and is therefore interpreted as such.
The second shock is interpreted as a demand shock, including the response to a monetary shock. By
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extending the VAR in the next paragraph, a separate identification of the demand shock and the
monetary shock will be possible. The forecast error variance decomposition for these VARS is
reported in the lower row of graphics in the Figures11 to 13. These figures indicate that in our
VAR-specification the supply shock is definitely more important for prices than the corresponding
core shock identified by Quah and Vahey. In Germany nearly 25 p.c. of the forecast error variance at
all horizons is due to the supply shock. In Belgium thisis nearly 40 p.c. at al horizons. Inthe USA,
the influence of the supply shock is even more important. For the shorter horizons nearly 75 p.c. of
the forecast error variance is due to the supply shock and this remains nearly 40 p.c. at the longer
horizons. For Germany and Belgium the contributions of the supply shock are similar to those
reported in Gartner and Wehinger (1998) for bivariate VARS in output growth and inflation, with
guarterly GDP data.

The difference between the two approaches is also illustrated in Figure 14, where the
impul se responses for prices resulting from our VARS have been recal culated as 12 month differences.
As aresult, they can then be compared on a direct basis with the impul se responses from the Quah and
Vahey approach. Again, a more important effect on inflation is obtained in our approach. This
difference is not only observed in the short-run, but appears to be rather persistent.  Given these
differences we prefer to continue with our specification of the VAR in the remaining part of this paper.
The characteristics of the supply shock presented in the previous section, where a negative supply
shock and a positive demand shock have similar effects on prices supports our view. This approach is
not in contradiction with the long-run vertical Phillips curve, as supply shocks shift this curve to the
left or to the right. Moreover, in severa other papers - for instance that of Smets (1997) - VARs
similar to ours which combine output growth and inflation rather than output growth and the changein
inflation, have been published, and gave afair description of the economies studied.

Summarising this paragraph, the Quah and Vahey approach was abandoned because it was
feared that, by excluding what they call the core shock, important supply shock effects on inflation
would be disregarded. Perhaps this is the reason why Dewachter and Lustig (1997), applying the
specification proposed by Quah and Vahey, find that the differences between measured inflation and
their core measure are very persistent.

2.2 Extending the VARs with a monetary shock, an exchange rate shock and an energy
shock.

The bivariate VARs presented in the previous paragraph were progressively extended to
include a monetary shock, an exchange rate shock and an energy shock. Extensions with a monetary
shock were also presented in Blix (1995), Dewachter and Lustig (1997) and Gartner and Wehinger
(1998). Given the openness of two of the examined economies (Germany and Belgium), the exchange
rate was incorporated in the VARs. Finaly, by analogy with the model of the previous section and
taking into account the importance of changes in the oil price during the estimation period, an energy
shock was considered. The results of the VARs with three variables (including a monetary shock) and
with four variables (including a monetary and an exchange rate shock) are not reported here.
However, they confirm the importance of the supply shock for prices. Finally, VARS in output
growth, inflation, the short-term interest rate, the change in the exchange rate and in the international
oil price were estimated for the period from January 1972 to August 1998. All exchange rates are
expressed as units of domestic currency per unit of foreign currency. Hence, an increase of the
exchange rate indicates a depreciation of the domestic currency.
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The five disturbances driving this VAR were identified as follows. The demand shock, the
monetary shock and the exchange rate shock do not have long-run effects on output. As aresult, only
the supply shock and, if the data reveal this, the energy shock can have permanent output effects. The
monetary and the exchange rate shock were disentangled from the demand shock by restricting their
contemporaneous impact on output to zero. This restriction, proposed by Gali (1992), is based on the
so-called outside lag, indicating that monetary innovations do not have an immediate effect on
aggregate demand. Following Smets (1997), the exchange rate shock is distinguished from the
monetary shock, using the relative weight of the exchange rate in the short-run reaction function of the
central bank. However, estimating these weights was beyond the scope of this paper. Instead, ad hoc
assumptions were made. Finally, four additional restrictions are necessary to identify the five shocks
successfully. These were provided by the assumption that the four domestic innovations do not have a
contemporaneous effect on the oil price.

a. United States

In the VAR for the United States the exchange rate vis-a-vis the German mark was taken into
account, whereas it was assumed that there is no weight on exchange rate stabilisation in the short-run
reaction function of the monetary authorities. This assumption was also used by Eichenbaum and
Evans (1995).

The impulse responses reported in Figure 15 show that an increase in the oil price (E) has a
permanent effect on consumer prices (P) and on output (Y). The monetary authorities do not react
strongly to an oil shock, as short-term interest rates (R) are nearly not increased. As was the case in
the bivariate VAR discussed earlier, a positive supply shock coincides with an important downward
effect on prices. The extended specification of the VAR did not change this conclusion but allows us
to see how the monetary authorities react to a supply shock. They seem to have taken the downward
effect on prices into account, as a positive supply shock was accompanied by a decrease of the short
interest rate, although it was not possible to estimate this effect very precisely. On the contrary, they
increase the short-term interest rate in the case of a demand shock, that increases output in the
short-run and prices permanently. A positive demand shock has consequently similar effects on prices
and on the monetary policy reaction as a negative supply shock. This evidence suggests that the
monetary authorities try to diversify their answer to output fluctuations according to the type of shock
that is at the origin and, consequently, aim at output gap stabilisation rather than output stabilisation.

A monetary shock leads, after some months, to a significant reduction of output and to a
gradual fall in consumer prices. The dollar exchange rate (S) appreciates vis-a-vis the German mark
when interest rates are increased. Finally the exchange rate shock does not have important effects on
the American variables, highlighting the closed character of the US economy. The forecast error
variance decompositions will be discussed later, in comparison with the results for Germany and for
Belgium.

b. Germany

In the case of Germany, the exchange rate vis-a-vis the dollar is considered and it is assumed
that there is some weight on exchange rate stabilisation in the short-run reaction function of the
monetary authorities. Evidence of this was found in Clarida and Gertler (1997). Smets and Wouters
(1998) estimate a 0.25 weight. However, Smets (1997) estimated a SVAR, using the zero weight
hypothesis. In the VAR presented here a weight of 0.125 was assumed, since with this weight,
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uncovered interest rate arbitrage holds approximately for the impact effect. The impulse responses are
reported in Figure 16, while Figure 17 shows the impulse responses if a zero weight on exchange rate
stabilisation is assumed.

An oil price hike increases German consumer prices but has, in contrast to the US, no
significant impact on German output. The reaction of the monetary authorities to an oil price shock
was nearly zero. A positive supply shock has an important downward effect on consumer prices,
evidence that was also revealed by our bivariate VAR. Moreover, the German monetary authorities
react strongly on a positive supply shock by lowering the short-term interest rates. This reaction is
stronger than in the case of the US and is also estimated more precisely. The strength of this reaction
may result from the importance that the Bundesbank traditionally attaches to the outcome of wage
negotiations in Germany. Wage increases are, in the absence of a typical cost push shock in the
estimated VAR, presumably captured by the shock that was identified as a supply shock. A positive
demand shock increases the price level and leads to an interest rate hike. In the German VAR it was
also observed that a positive demand shock has similar consequences for prices and for the monetary
policy reaction as a negative supply shock.

A monetary shock in Germany decreases output after some months and has a gradual
downward effect on prices. The German mark tends to appreciate againgt the dollar when German
interest rates are increased, although it has not been possible to estimate this effect precisdy. The
effects of an exchange rate shock - a depreciation of the German mark - on output and on consumer
prices are very limited, as they are counterbalanced by the increase of short interest rates resulting
from the assumption that the Bundesbank reacts to exchange rate movements. In an aternative
scenario, where the German monetary authorities do not react contemporaneously to exchange rate
innovations there are some more pronounced effects on output and consumer prices. In that case the
effects of a monetary shock on prices and on output are also more pronounced. However, this
identification scheme shows a depreciation of the exchange rate when interest rates are increased.

c. Begium

The Belgian VAR is dightly different from those previoudy discussed. As the Belgian
monetary policy is an exchange rate policy aiming to stabilise the exchange rate against the German
mark, this exchange rate, as well as the short-term interest rate differential vis-a-vis Germany (instead
of the Belgian interest rate) entered the VAR. Given that policy, it is clear that exchange rate
stabilisation must be important in the short-term reaction function of the Belgian monetary authorities.
In recent years, exchange rate stabilisation was the only objective of the central bank. In the seventies
and the eighties the exchange rate policy was less ambitious and a depreciation against the German
mark could not be prevented. On average, a weight of 0.75 p.c. was assumed. This corresponds to the
weight that Smets (1997) estimated for France, a country that has an exchange record that is similar to
that of Belgium. Impulse responses for Belgium are presented in Figure 18.

An increase in the oil price permanently shifts consumer prices to a higher level. Its negative
impact on output is more pronounced than in Germany, but less than in the US. The impact on
consumer prices is however the biggest of the three countries considered. This is illustrated in
Figure 19, where the impulse responses of consumer prices to an energy shock have been recalculated
as the 12 month change in prices (inflation). The difference between Belgium and Germany is
striking, and results presumably from the indexation of Belgian wages on the CPIl. As a consequence,
the direct effect of an energy shock was followed by important second-round effects.
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In Belgium supply shocks also have an important effect on prices which is the opposite of
that of a positive demand shock. These findings are similar as in the case of the US and Germany.
However, given the exchange rate policy, these shocks did not lead to important reactions on the part
of the monetary authorities. In contrast, they tend to react strongly to a foreign exchange rate shock,
which can be interpreted as a change in the market perception of the risk premium leading to a
depreciation. The fact that the effect of the foreign exchange shock on the exchange rate is significant
on impact, but not in the long-run, indicates that the central bank was sometimes successful in
defending the exchange rate. We interpret these exchange rate shocks as periods of increased tension
inthe ERM. Given their temporary nature, the uncertainty about their final effect on the exchange rate
and taking the accompanying increase of domestic interest rates into account, output is nearly not
affected by an exchange rate shock and the result for prices is unclear. A positive monetary policy
shock - an increase in the interest rate differential with Germany - leads to an appreciation of the
Belgian franc. Obvioudy, all the monetary policy shocks of this type that were observed in the past
worked in the opposite direction, more particularly each time a decrease in the interest rate differentia
coincided with a devaluation of the ERM parity vis-a-vis the German mark. These observed monetary
shocks - a decrease in the interest rate differential, accompanying a change in the ERM parity - tend to
expand output moderately in the short-run and increase prices permanently.

d. Forecast error variance decomposition for consumer prices and for short interest
rates

Figure 20 shows the relative importance of each of the structural shocks for consumer prices.
This figure confirms to a large extent the conclusions about the importance of the supply shock made
earlier on the basis of the bivariate exercise. For the US and Germany the supply shocks account for
about 40 p.c. of the forecast error variance at longer horizons and this measure tends to be significantly
different from zero for both countries. Compared to the bivariate VAR the contribution of the supply
shock increased for Germany and decreased for the US. For Belgium the contribution of supply
shocks became less important than in the bivariate case, presumably as a result of the identification of
the energy shock that accounts for about 25 p.c. of the long-run forecast error variance for prices.
Disregarding the supply shocks, aggregate demand shocks and energy shocks were important for US
inflation, while the monetary and foreign exchange shocks were relatively important for Germany.
The relative weight of these two shocks depends evidently on the specification of the German model.

The case of Belgium merits some special attention, as in this country the effect of the energy
shocks on consumer prices was more pronounced than in the two other economies and significantly
different from zero. It indicates that a possible core inflation measure which eliminates the effect of
oil price shocks must be interpreted carefully. If only the direct effect on consumer prices is excluded,
this measure may be useful as a supplementary indicator of inflation. Indeed, the theoretical model of
the previous section showed that a monetary policy reaction to the direct effect was not desirable.
Moreover many oil price movements in the recent past were of a temporary nature. However, if an
energy shock has important second round effects, a reaction seemed justified. These second round
effects worked in the typical Belgian context of the seventies and the early eighties in the opposite
sense than in the theoretical model. Given the automatic wage indexation, real wages in Belgium
appeared to be very inflexible and the oil price shocks became the driving force behind the increase in
inflation that took place at that time. Recently the vulnerability of the Belgian economy to oil price
increases has been reduced by introducing the so-called "health index" instead of the total CPI as the
reference for the wage indexation mechanism. This "health index" does not take the price changes for
oil products into account.
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Figure 21 shows that supply shocks also contributed to a large extent and in a significant
way to the forecast error variance of the German short-term interest rate, although the impact effect of
the two monetary innovations taken together is more important. The demand shock represents some
20 p.c. of the forecast error variance, while the energy shocks were not important in explaining the
German short interest rates. For the short-term interest rates in the US, the monetary shock is
definitely the driving force at shorter horizons, while the demand shock is important at longer
horizons. Nevertheless, some 25 p.c. of the forecast error decomposition is accounted for by the
supply shock. The fact that the Belgian short-term interest rate differentia vis-a-vis Germany is
mainly driven by the exchange rate shock results directly from the exchange rate policy of the
monetary authorities. Consequently, the other shocks, including the supply shock, are less important
to explain the interest ratéfferential with Germany. However, this does not mean that supply shocks
were not important for the Belgian interest rdéeel, as these shocks, which are, given the
cointegration of Belgian and German output, to a large extent common to both countries, may have
influenced Belgian interest rates through their effect on German rates.

3. Conclusion

In this paper, a real business cycle model for an open economy and SVARs for the US,
Germany and Belgium are presented, in order to study the underlying sources of inflation movements,
both from a theoretical and from an empirical point of view. An examination has been made of
whether the monetary authorities should diversify their policy response, according to the type of
structural shock that is at the origin of the observed inflation. It has been argued that the core inflation
concept should incorporate those components of measured inflation that are caused by structural
shocks which ask for a monetary policy reaction, while the effects of shocks that do not justify a
monetary policy reaction should be removed from the core inflation measure. As such, the core
measure should represent the information concept on inflation that is optimal for monetary policy
purposes.

The theoretical and the empirical approach both lead to the following conclusion. Positive
demand shocks and negative supply shocks have important and similar effects on inflation, as they
pass through the same channel. The monetary policy reaction to these shocks should be identical. The
empirical part indicates that this has been the case, in particular in Germany. Hence, the core inflation
measure should incorporate the effects on inflation of the demand shock, as well as those of the supply
shock. This tends to contradict the Quah and Vahey approach, that excludes from measured inflation
the effect of the shock that has permanent output effects.

Shocks of flexible prices are less important for monetary policy purposes and should, as far
as their direct effect on CPI inflation is concerned, be removed from the core measure. However, if
these flexible price shocks have important indirect effects a monetary policy reaction seems to be
justified, as is evidenced by the significant impact that the energy shocks have had on Belgian
inflation. This result goes into the direction of the traditional approach to core inflation, whereby
flexible prices, such as energy or seasonal food prices, are removed from headline inflation. However,
this approach has the disadvantage that the choice of the removed component is made on an arbitrary
basis. The core inflation measures proposed by Bryan and Pike (1991) and by Bryan and Cechetti
(1994), may overcome this problem as discretionary judgement is eliminated when the removed
components are selected.
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USA : IMPULSE RESPONSE IN A BIVARIATE VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION

Response of
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Figure 9
GERMANY : IMPULSE RESPONSE IN A BIVARIATE VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION

Impulse Responses (cumulative)
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Figure 10

BELGIUM : IMPULSE RESPONSE IN A BIVARIATE VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION

Response of

Impulse Responses (cumulative)
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Figure 11

USA : FORECAST ERROR DECOMPOSITION IN A BIVARIATE
VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION

Forecast Error Variance Decomp. (cumulative)
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BELGIUM

FORECAST ERROR DECOMPOSITION

BIVARIATE VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION
Forecast Error Variance Decomp. (cumulative)
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Figure 13

GERMANY : FORECAST ERROR DECOMPOSITION IN A
BIVARIATE VAR WITH

1. OUTPUT GROWTH AND CHANGE IN MEASURED INFLATION
Forecast Error Variance Decomp. (cumulative)
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Response of

Figure 16

A SVAR WITH 5 VARIABLES : GERMANY WITH SOME WEIGHT ON
EXCHANGE RATE STABILISATION
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Response of

Figure 17

A SVAR WITH 5 VARIABLES : GERMANY WITHOUT WEIGHT ON
EXCHANGE RATE STABILISATION
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Response of

Figure 18

A SVAR WITH 5 VARIABLES : BELGIUM USING THE BEF-DEM
EXCHANGE RATE AND THE INTEREST RATE
DIFFERENTIAL VIS-A-VIS GERMANY

Impulse Responses (cumulative)
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Figure 20

FORECAST ERROR VARIANCE DECOMPOSITION FOR CONSUMER PRICES

1. USA
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Figure 21

FORECAST ERROR VARIANCE DECOMPOSITION FOR SHORT INTEREST RATES
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Appendix: parameterisation of the theor etical model

In the standard simulation of the theoretical model the following values for the coefficients
are assumed. The share of capital is set at 0.35 and the parameter for the cost of capita adjustment is
10. The parameter determining the marginal cost of higher capacity utilisation (King and Rebelo
(1998)) is set at 0.1. In the utility function, we set the coefficient of relative risk aversion at 1. The
habit variable moves with consumption lagged one period with a coefficient equal to 0.8. The
macroeconomic labour supply elasticity with respect to real wagesis 0.5.

The structure of final demand is given by the following steady-state assumptions: final
import/gdp = 0.15, energy import/gdp = 0.10, export/gdp = 0.25, consumption/gdp = 0.58,
investment/gdp = 0.22, government expenditures/gdp = 0.20, public debt/gdp = 2.4 and net foreign
assets/gdp = 0.4. The discount factor B is set at 0.99, the rate of depreciation is 0.02 and capital/gdp
ratiois 11.0. Theimport and export price elagticity is set at 0.75.

In order to get a specification in which monetary expansions result in persistent effects on
rea growth and inflation, we set the probability of price and wage changes at 0.2 which falls within
the acceptable region of empirical estimates. |In this case the average duration for a fixed price and
wage contract is equal to (1 - 0.2)/0.2 or four quarters, which is comparable with one-year Taylor-type
contracts. In similar models, King and Watson (1996) use a value of 0.1 for the price adjustment
coefficient, whereas Gali and Gertler (1998) estimate avalue of 0.2 in an empirical model for the US.

These parameters can reflect the economic structure of a large open economy such as

Germany. The model is linearized around the steady state growth path. Thisresultsin asimple linear
model that is solved numerically using the Troll software.
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MEASURING INFLATION: AN ATTEMPT TO OPERATIONALIZE CARL MENGER’S
CONCEPT OF THE INNER VALUE OF MONEY
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ABSTRACT

This paper attempts to operationalize Carl Menger’'s concept of the ‘innerer Tauschwert des Geldes’,

i.e. the inner value of money. Since the change in the inner value of money is the component of price
movements which is due to monetary influences, the operationalization provides an alternative
measure of inflation. We consider several approaches for gauging the change in the inner value of
money. Of these, we use Quah and Vahey’s structural VAR model to identify the price movements in
the Netherlands and the EU due to monetary shocks.
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1 INTRODUCTION

The main objective of this paper is to identify the component of observable price changes, which is

due to monetary as opposed to real shocks. It attempts to operationalize Carl Menger’s old concept of

the inner value of money as the true measure for inflation. This operationalization is applied to the
Netherlands and the European Union, yielding a measure of price changes, which reflects more closely
the theoretical notion of inflation as a monetary phenomenon.

According to the definition adopted here, inflation is any increase in prices induced by monetary
factors. Contrary to Friedman’s well-known definition of inflation as ‘a steady and sustained rise in
prices’ (Friedman (1963) p. 1), a non-recurring price change is considered as (short-term) inflation as
long as it is due to monetary influences. Clearly, without stating that the price changes are induced by
monetary factors, inflation would not be ‘always and everywhere a monetary phenomenon’ (Friedman
(1963), p. 17), since short periods of rising prices may, after all, be due to real factors alone. The
adoption of the broader inflation concept seems justified since in economic theory the important
distinction is not between the effects of a temporary and a sustained price increase but between
anticipated and unanticipated changes. Furthermore, from the perspective of monetary policy, it is
interesting to measure any movement in prices brought about by monetary shocks, irrespective of
whether the movements are temporary or sustained.

This paper is organised as follows. Section 2 argues why the change in the consumer price index (CPI)
and comparable indices are inappropriate for measuring inflation. Section 3 goes into Carl Menger's
distinction between ‘innerer’ and ‘au3erer Tauschwert des Geldes’ which is our main inspiration for
this research (Fase (1986, pp. 9-10)). Section 4 proposes a decomposition of price changes. Four
possible inflation gauges are examined, the aim being to establish which components of price changes
they identify. Section 5 discusses a method to identify the change in the inner value of money insofar
as price rises are caused by monetary shocks. Section 6 applies this method to Dutch and European
data. Conclusions are drawn in the final section.

2 CHANGES IN PRICE INDICES AS INFLATION GAUGE

The change in the CPI published monthly is seen by the public and by politicians as the measure of
inflation on an annual basis. The change in this index gauges the increase in expenditure on a package
of goods and services consumed by the representative household. Roughly, the rise in the CPI reflects
the loss of purchasing power of money as the representative household experiences it. Application of
this index is justifiable if the aim is to determine changes in the spending potential of households,
which are caused by price movements ensuing from changes in monetary policy, or from changes in
fiscal policy and other real causes. However, this gauge is inappropriate for measuring inflation as
defined by Friedman or price level changes brought about by monetary shocks as the CPI reflects
every change in consumer prices.

Several attempts have been made to restructure the CPI into a better measure of inflation. For instance,
in addition to the ordinary CPI, a price index is published in the Netherlands, which has been adjusted
for changes in indirect taxation and subsidies, and various statistical methods have been developed to
identify the trend component in the change in prices. But even when an adjustment is made for the
direct influence of changed taxes and subsidies on expenditure, the index still reacts to price changes
which have been generated by second-order effects of tax and subsidy adjustments and other real
influences. Furthermore, weighting the price index means that some prices will determine the general
price level thus measured to a greater extent than others. For an assessment of changes in purchasing
power, the weighting scheme has a theoretical foundation but there is no clear rationale for gauging
inflation by means of weighting. Finally, the basket of goods consumed by households is but a sub-set



of the goods marketed within the economy. Notably the prices of the various factors of production are
left out of account.

Its partial nature, the weighting aspect and the impossibility to distinguish between real and monetary
causes of price changes make the CPl an unsuitable instrument for gauging inflation. For similar
reasons, other frequently used price indices such as the producer price index or the implicit deflator of
gross domestic product do not constitute better tools for measuring inflation either.

3 MENGER’'S CONCEPT OF ‘INNERER TAUSCHWERT’

At the end of the nineteenth century, Carl Menger (Menger (1923)) introduced the dual concept of the
‘innerer’ (i.e. inner) and the ‘aul3erer Tauschwert’ (i.e. outer value) of a commodity, and of money in
particular. By the outer value of a commaodity, he meant the price of that commaodity or the amount of
money, which is to be exchanged for the commaodity in equilibrium. Analogously, the outer value of
money is its purchasing power, viz. the commodity bundle that can be exchanged for one unit of
account. In Menger's terminology the CPI thus measures the change in the outer value of money.
While Menger stressed that the ratio at which two goods are exchanged in equilibrium is ultimately
determined by the (marginal) subjective valuation of the goods involved, he avers that a change in the
relationship may be caused by changes affecting only one of the goods. He calls these changes
movements in the inner value of a good. Analogously, changes in the inner value of money are those
price changes, which are due to purely monetary factors.

According to Menger, a decrease in the inner value of money must lead to a proportional increase in
all goods prices. After all, if the changes relate solely to money, the relative goods prices will, in his
view, remain unchanged. However, he does acknowledge that a proportional rise in all prices need not
necessarily constitute a fall in the inner value of money, because this may also be caused by real
factors affecting the production of all commodities simultaneously. That is why Menger is sceptical
about the possibility of measuring changes in the inner value of money. He mentions measurement
based on the distribution of price changes as a possible way of operationalization. If all prices rise by
the same percentage, the hypothesis that the inner value of money has fallen is more likely than the
hypothesis that the inner value of all goods has gone up to the same extent. The likelihood of this
conclusion rests on the fact that the first explanation relates to the changes in the value of fewer
objects of exchange. If not all goods prices go up by the same percentage, then the change in the inner
value of money could, on the basis of the same argument, be estimated with the aid of the mode of the
frequency distribution of the price changes. However, Menger indicates himself that the method
becomes less convincing as the spread of the price changes increases.

Menger’'s concept of the inner value of money is closely related to the definition of inflation used in
this paper. Inflations the change in the inner value of money. Thus Menger’s classical concept of the
inner value of money turns out to have a very modern interpretation. This was already observed by
Hayek (1934, p. XXXI) who noted that ‘the actual terms employed are somewhat misleading’ but ‘the
underlying concept of the problem is extra-ordinarily modern’. In the light of the relevance of
Menger's concept it is interesting to search for a more convincing operationalization. The main
characteristic of Menger’s concept should, however, remain intact. This characteristic is that a change
in the inner value of money should ultimately lead to a proportional rise in all commodity prices. As
suggested by Menger, a suitable starting point for operationalization is the frequency distribution of
price changes. The following section deals with this approach and discusses possible gauges for the
change in the inner value of money.



4 INNER VALUE OF MONEY: A FRAMEWORK FOR THE DECOMPOSITION OF PRICE
CHANGES

The observed change in the price of a good may be caused by various factors. The change in relative
and absolute prices may be due to monetary or real causes or an error of measurement may have

occurred. If B, isthe price of good k at time t and

Tie =InB, =InB

istheincreasein the price of good k, then the observed price change may be broken down into
m,=al +a, + B, +& k=1..,K. (1)
at'v' +a,, isthe pricerise a time t of good k, which is underlain by monetary factors, such as an

expansion of the money supply. Although an expansion of the money supply should, at least in the
long run, lead to a proportional rise in al prices, the transmission of monetary shocks will, at least

temporarily, disturb relative prices. atM is the change in the inner value of money, i.e. the
proportional rise in all goods prices as a result of a monetary shock following the completion of all
adjustment processes. a,, reflects the temporary deviation of the relative prices from the new long-run
equilibrium during the transmission of a monetary shock 1. &£, istheerror of measurement which may

arise in the observation of prices. f,, isthe price change in period t which is caused by rea factors.

Real shocks may effect a change in supply and demand in al markets. This disturbance of the general
equilibrium of the economy will, if the equilibrium is stable, lead to new relative prices.

The component of the price changes that must be identified is the change in the inner value of money
at'v' . The decomposition of price changes according to (1) may help to examine to what extent the

measuring results obtained with the aid of various inflation gauges will approximate the change in the
inner value of money. The first gauge to be considered here is the change in the CPI as the gauge most

commonly used in practice. For the change in the CPI, say nf , Which is defined as the weighted sum
of individua price changes by

o= Zwktr[kt : (2
. _ XkOPk(t—l) _ L -
with W, "N p >0and ZWkt =1, one has, in view of the decomposition (1) that
Xio i(t-1)
n=a) +Zwktakt+ZWkuBkt+ZWkt5kt - ©)

We see that the change in the CPI does not simply measure the change in the inner value of money
atM . We note that, generally speaking, neither the weighted sum of the relative price effects of

transmission Zwktakt , hor the sum of the budget-share weighted price changes caused by rea
factors Zwkt,B'kt equal 0 2. Finally, it cannot be ruled out that measurement errors — the term
Z W, £, — affect 71° .

1 |n his discussion of the inner value of money, Menger abstracted from the problem that monetary shocks might lead to a
temporary disturbance in relative prices.

2 Z W, B,; = Oholds only if the demand and supply functions of the economy fulfill highly exceptional conditions.



However, other inflation gauges based on, for instance, the frequency distribution of price changes,
may be considered. Asthe change in the inner value of money is a component of the general pricerise,
the average, the median or, as Menger proposed, the moda price changes form aternative ways of
measuring inflation.

The average price change l'qA would only identify the change in the inner value of money if it may be

assumed that the average price rise caused by real factors and transmission equals nil. After all
mh =t
K

1 1 1
nA:aM+—Za +—Z +—Zs
t t K kt K IBkt K kt
or, if the calculation of the average price changesis based on alarge number of goods
1 1
m=al +—Sa,+— : 4
=al + Y Gty A @

The latter equation follows under mild conditions from the law of large numbers 3. There are,
however, no arguments in economic theory to justify the hypothesis that the relative price changes

Z 7T, , and, on the basis of decomposition (1)

caused by real or monetary factors average nil. In fact, it is extremely unlikely that %Z B, equas

zero after an increase in VAT by 1%. Therefore, the average price change as such is not a suitable
statistic for the change in the inner value of money.

The median and the modal price change, too, lead to a breakdown of the changes in the inner value of
money and price changes caused by real factors only on the basis of certain ad hoc assumptions. For

the median price change 77" , and the modal price change 77°,

m=ay' +z, (5)
and
mo=a +s (6)

respectively, with z the median and s the mode of the joint distribution of a,, £, and the

measurement errors &,, . Like the change in the CPI and the average price change, the median and the

modal price change are also on the whole unable to identify the change in the inner value of money. It
is clear from this discussion that the changes in the inner value of money cannot be gleaned with the
aid of purely descriptive statistics. None of the gauges is capable of distinguishing between general
price level increases caused by monetary factors and those resulting from real shocks. In addition, &l
gauges, except the average price change, are sensitive to errors of measurement. Therefore, we follow
another route to identify the changesin the inner value of money.

5 THE MODEL OF QUAH AND VAHEY AND THE INNER VALUE OF MONEY

51 The mode

Quah and Vahey (1995) recently proposed a model for solving the problem of measuring monetary
inflation. Thisisastructural VAR model. The approach of Quah and Vahey is underlain by the notion
that in the long run inflation, being a monetary phenomenon, is output-neutral, with the proviso that
unexpected inflationary shocks in the short and medium term may influence real income. Measuring

3 Where the change in the CPI is concerned, the law of |arge numbers applies only under highly implausible assumptions
with regard to the budget shares W, .



inflation by means of the CPI or other price indices can, however, be misleading as has been shown in
the previous section, since price changes brought about by real factors are not eliminated. Therefore,
Quah and Vahey suggest decomposing measured inflation into so-termed core inflation and a residual.
Core inflation is defined as the component of measured inflation, which is output-neutral in the long
run.

Quah and Vahey assume that the first differences of (the logarithm of) output and measured inflation
are stationary stochastic processes. Furthermore, they assume that the change in measured inflation,
A7, and the growth rate of output, Ay, can be explained by contemporaneous and lagged effects of

two types of shocks &, and &,. Therefore,

G A AT B Al el B

The shocks &, of this structural VAR model are serialy and contemporarily uncorrelated with zero
expectation and unit variance 4. Finally, they assume that one of the shocks, the ‘core inflation shock’,
&, , does not affect the level of output in the long run. The change in the output-neutral component of

measured inflation, i.e. the change in core inflation, is then definédzas i A L€ With A
j=o

the element (1,1) of matrik, .

The parameters of the stochastic process generating inflation and output are, however, unknown and
must be determined empirically. Here an identification problem arises: only the reduced form of the
vector autoregressive representation of (7)

ML LGN ©

can be estimated. The moving average representation of (7), however,

ﬁm %: Ej %Cl Ej %CZ Ej Eﬂ% Ej % ©
yt 2t 2t-1 2t-2 2t-3
shows that the shocks e in the structural form (7) are not identified. Indeed, comparing the

coefficients in (7) and (9) shows that = Aj¢, and C Ay = A, i =12,...with the matrix A,
unknown.

With the aid of the estimated covariance matrix of the reduced-form disturboces = Q and the
hypothesis that in the long run core inflation is output-neutral, all elemerdg chin be identified.

After all, Ev,u = A,Ay so that the covariance matrix yields three restrictions for the four elements
of A,. The neutrality of core inflation implies that the model parameters must meet a fourth restriction:

afterk periods, a core inflation shock leads to a change in the detglbf size&,,,, ZT:O Ai»-0On
the basis of neutrality,ZT:O A, ,, =0 should therefore hold. In other words, the element (2,1) of
matrix zizOCi A0 must equal zero.

Once the matrixA,, has been determined with the aid of these restrictions, the structural form (7) can
be constructed using the residuals and the estimated parameters from the reduced form (8).

4 The normalization of the variance of the structural shocks does not have any consequences for the estimations of other
outcomes of the model.



Subsequently, core inflation or the output-neutral component of measured inflation, which is not
directly observable, may be derived from the parameters and the shocks of the structural form.

52 A closer look at the mode

Quah and Vahey assume that observed inflation and output are explained by no more than two types
of exogenous shocks. The reasons why core inflation depends on just one type of exogenous shock are
that it is due entirely to monetary influences and that monetary policy is conducted by a single
ingtitution, viz. the central bank. The assumption that all other changes in measured inflation and
output may be explained by a single second type of shock which invariably influences the two
endogenous variables in the same way may be seen as ho more than an approximation. The latter
assumption can, however, be relaxed if the number of endogenous variables in the model is increased
by the number and nature of possible structural shocks. A desirable extension of the model would
consist of the explicit treatment of indirect tax rate changes. It seems unlikely that the effect of a
changed VAT rateisidentical to that of an oil price change or of avariation in government spending.

In Quah and Vahey’'s model, the identification of structural shocks is underlain by the economic
hypothesis that in the long run inflation does not affect output. There seems to be a consensus among
economists about this property of inflation. Inflation is a monetary phenomenon and thus, in the
absence of money illusion, it has no long-run real impact. The bone of contention lies mainly with the
short-run effects of inflation or the speed with which the short-run turns into the long-run Phillips
curve. The influence that inflation may have in the short and the medium run on the level of output is,
however, not restricted by the identification method. The model of Quah and Vahey also permits the
validity of the identification method to be tested. As inflation is a monetary phenomenon, the second
type of shocks, viz. output shocks, should, in the long run, not affect measured inflation. However,
should measured inflation be found to be influenced by output shocks even in the long run, doubts
would arise about the validity of the identification procedure proposed by Quah and Vahey.

Finally, there is an identification problem related to the model of Quah and Vahey. As the model is
estimated in first differences of the endogenous variables, it is not core inflation itself that is identified,
but the change in core inflation. The level of core inflation itself remains unknown and undetermined.

53 The relationship between theinner value of money and cor e inflation

The main question that arises upon consideration of Quah and Vahey's model is what relationship
exists between the change in the inner value of money and Quah and Vahey's concept of core
inflation.

Quah and Vahey’s core inflation is that part of measured inflation which is output-neutral in the long

run. The decompositions of two possible inflation gauges, viz. the change in the CPI of equation (3)

and the average price change of equation (4), indicate that in the long run three components do not

affect the level of output, and may therefore be identified as part of core inflation. These components

are

- the change in the inner value of money

- the (weighted) average of temporary relative price changes brought about by monetary shocks,
and

- measurement errors.

Of course, the (weighted) average of the relative price changes generated by monetary shocks is

output-neutral in the long run because these price effects will disappear if the equilibrium is stable.

Consequently, it may be concluded that the method of Quah and Vahey is, in theory, capable of
decomposing the influence of real and monetary shocks on inflation, measured by one of these two
gauges. However, for both gauges, Quah and Vahey’s core inflation does not correspond wholly to the
change in the inner value of money. Core inflation derived from the CPI or the average price change at
time t is the (weighted) average of the price changes at that time, insofar as caused by monetary

-6-



factors, but not the change in the inner value of money, i.e. the proportional change in al prices
following a monetary shock after the new long-run equilibrium is reached. Thus, in the absence of
measurement errors, the difference between core inflation and the decrease in the inner value of
money depends on transitory relative price changes due to monetary shocks.

The use of the unweighted average price change as the inflation series which is to be decomposed by

Quah and Vahey’s model probably yields the least distorted estimation of the change in the inner value
of money because, on the one hand, weighting the CPI in order to measure inflation is theoretically
unfounded and, on the other, errors of measurement have a negligible effect on this inflation gauge.
Moreover, when calculating the average price, one is in principle not limited to consumer commodities
only. For the other two gauges, the median and the modal price change, it is not possible to determine,
without the aid of further and highly detailed assumptions, which components would be identified as
core inflation by the Quah and Vahey method.

Although Quah and Vahey's core inflation does not exactly correspond to the change in the inner
value of money, core inflation derived from the average price change is thus far the best available
operationalization to measure Menger’s concept. In the next section we use this operationalization to
calculate the change of the inner value of money for the Netherlands and for the European Union.

6 MEASURING THE INNER VALUE OF MONEY

6.1 The Netherlands

Quah and Vahey’'s VAR model (8) for the Netherlands is estimated with monthly data from the period
1991-1995. For real output the deseasonalized average daily output of the production industries
excluding construction was chosen. For observed inflation we used the average price change,
calculated on the basis of the 200 price series which also underlie the CPI.

Before estimating Quah and Vahey’'s VAR model, we tested if the non-stationarity assumptions are
indeed satisfied by the Dutch data. The results of the tests for the non-stationarity of the average price
change and real output, summarised in Table 1 of Appendix I, indicate that the series are integrated of
order one. Completing the specification of the model, we determined the order of the VAR model.
Based on preliminary estimations we included 3 lagged variables in our final tndde results of

the estimation are presented as impulse-response functions shown in Figure 1 and 2, which indicate
how real output and measured inflation respond to the structural shocks. Note that these impulse-
responses show the movements inlérel of measured inflation and output.

Figure 1 shows that a core inflation shock leads to a permanent increase in inflation, while after less
than a year output has returned to its initial level. The speed with which the effect of an unanticipated
inflation impulse on real output wears off is not determined by the identification method. Indeed, the
identification implies solely that core inflation has become output-neutral after an infinite number of
periods. It is noteworthy that an inflation shock decreases output in the first month, while the opposite
was to be expected on the basis of the short-run Phillips curve. The confidence intervals are, however,
so large that there is no telling whether this effect is significant.

Figure 2 shows that an output shock leads to a permanent rise in measured inflation, too. This effect is,
however, not significant. This confirms the hypothesis that core inflation shocks do indeed reflect
monetary influences. Finally, Figure 2 shows that an output shock has a permanent impact on real
output.

5 Details are provided in Appendix |.



Response to core inflation shock
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Explanatory note: The horizontal axis shows time in months. The vertical axis shows the deviation (in percent) of inflation
and (log-)output, respectively, from the initial level. The core inflation shock £, and the output shock £, have been so

chosen that in the first period measured inflation would be up by one percentage point, and the level of (log-)output by one
percent. The shock lasts but one period. The 95% confidence intervals — based on 1000 replications — for the impulse-
response functions are also shown (see Runkle (1987) for details).

The ultimate objective of the model is the identification of price changes, which have been caused by
monetary factors. Figure 3 shows the average price change or measured inflation, the core inflation
derived from the average price change and the conventional measure of inflation based on the CPI.
Phrased differently, using core inflation based on the average price change to operationalize the
decrease in the inner value of money, Figure 3 depicts the movement in the outer and inner value of
money. As noted before, the level of core inflation cannot be identified, merely the change in that
level. The chart is therefore based on the assumption that in the month preceding the sample period
core inflation coincides with the average price change.



Figure 3 Change of inner and outer value of money (percent)
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The remarkable thing about the pattern in Figure 3 is that the discrepancy between measured inflation
and core inflation does not show any trend over time. This means that the average price change is
either relatively insensitive to price changes generated by real factors or - and thisis more likely - that
over the sample period real shocks had but a relatively small influence on the price level. This second
interpretation is also supported by the breakdown of the impulses on measured inflation v, . The

shocks v, relating to measured inflation, i.e. the average price change, are, after al, related to the
structural shocks £, and &, through v, = A &, + A €, . Figure 4 shows, for every month of the
sample period, the monetary component A,,.¢, , and the real component A&, of the inflation

shockv,, . The chart shows that the effect of real shocks on measured inflation has indeed been fairly
small over the past three years by comparison with the effect of monetary shocks.

The movements in the average price change and derived core inflation in Figure 3 shows that a
number of periods stand out where the average price change over- or underestimates the monetary
influences on inflation. Figure 4 shows, for example, that the drop in the average price change in
December 1992 is only partialy the result of monetary policy. Simultaneous real impulses lead to a
drop in the average price change as well. On the other hand, the increase in the average price changein
February and March 1994 is not caused by a monetary shock only, but real factors drove prices up as
well. Finally, in the second half of 1995, the average price change first dropped more substantially and
then rose more considerably than core inflation. Again real and monetary impulses worked in the same
direction leading to an overestimation of the monetary effects on measured inflation.



Figure 4 Historical decomposition of inflation shocks v,
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From a comparison of the movementsin the inner and the outer value of money, i.e. core inflation and
the change in the CPl, it becomes evident that a notable difference between the two is that from July
1993 onwards the fal in the outer value of money is much more pronounced than that in the inner
value of money. It goes without saying that the weighting of the CPl explains this phenomenon,
because certain goods and services whose prices continued to rise after July 1993 figure fairly
prominently in the CPI, such as actual and imputed rents. In the case of the average price change and
derived core inflation, the marked rise in the prices of these items is partidly offset by the smaller
increase or even fal in prices of the bulk of goods and services.

6.2 European Union

Attempting to measure the inner and outer value of money on a European level by the methods
described so far presents problems of its own, most notably the problem that a common European
currency does not yet exist. Therefore, in order to measure the value of money, onefirst hasto define a
European concept of money. Here we define European money as the aggregated money stocks of the
various nations using purchasing power parities to convert all nomina values into ecu. Thus, the
European money stock at timet is defined as

Mgy Ze[. (10

with &, denoting the purchasing power parity of country i at timet and M, the money stock of
country i at time t. A matching definition of the outer value of European money takes the form

Olpl |
R' =S w SpL with w ——ZJ 2o (11)

t |

| eOI ZU eOI pOI] X0|J

which is aweighted average of the national CPI's P of the various countries, with weightg equal

to the countries, shares in aggregate European final consumption in 1985. Finally, as European
average price change we use

1
m(avg,) = vl z In€; Py — IN€y)i Py (12)

]
wherel denotes the number of countries consideredlahd number of commodities per country.
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In order to estimate Quah and Vahey's VAR model (8) for Europe we used monthly data for the
period January 1985 to December 1995 for Austria, Belgium, France, Germany, Italy, the Netherlands,
Spain, Sweden and the United Kingdom. As the series reflecting real output, the deseasonalized
average daily output of the national production industries, excluding construction, was chosen.
European real output was constructed as the weighted average of national real output, with weights
equal to each country’s share in European gross added value on the basis of factor prices. Measured
inflation in this application is the European average price change, calculated on the basis of the 11
price series per country which also underlie the national CPI's.

Before we estimated the model for the European Union we tested if the series for measured inflation
and real output show non-stationary behaviour. The test results indicate that for the European Union
these conditions for the identification method are satisfied. For the model specification to be complete,
the lag order of the VAR model must be chosen. Based on preliminary estimates and several standard
criteria we choose a lag length of thf@eThe estimation results for the structural VAR model are
again presented as impulse-response functions for measured inflation, i.e. European average price
change, and European (log-)output, shown in Figures 5 and 6.

A core inflation shock leads to a permanent increase in inflation. In the same way as for the
Netherlands it is observed that the effect of an inflation impulse on output wears off quickly and that
output returns to its initial level within 12 months. Similarly, the European results suggest that an

inflation shock may decrease output in the first month. The confidence intervals reveal, however, that
this effect is not significant.

Contrary to the model for the Netherlands, however, the model for the European Union implies that a
real shock has a significant and permanent effect on inflation. This casts some doubt on the hypothesis
that monetary effects are correctly identified by this approach applied to European data. Indeed, the
prediction that a permanent rise in the output level by 0.5% implies a permanent rise in inflation in the
absence of any monetary effects, contradicts economic theory.

This failure of the model to decompose the European average price change into a purely monetary and
a purely real component can probably be explained by the assumptions underlying the structural VAR
model. Implicitly the model assumes that only two types of shocks drive inflation and output.
Furthermore, it is assumed that each realisation of a shock has the same effect on the endogenous
variables. If applied to one country, the assumption of a single typical inflation shock is justifiable
because of the existence of a single monetary base. For Europe, however, a single monetary base does
not yet exist. Moreover, the transmission of monetary shocks may differ between countries due to
diverging institutional arrangements. Both facts may imply that a monetary shock originating in e.g.
Italy leads to a different effect on European output than an unanticipated inflation shock in, for
instance, Germany.

Although the identification of the monetary component of the average price change by the structural
VAR model applied to the European Union is less convincing compared to the application to the
Netherlands, we present in Figure 7 the change in the inner and outer value of European money. The
chart shows that the inner value of money decreased less than the outer value of money in 1988-89,
catching up in 1990-91. In the third and fourth quarters of 1992, however, the fall in the inner value of
money was more marked than that in the outer value. In the last quarter of 1993 and 1994 the fall of
the inner value decelerated once more, catching up with the decrease in the inner value of European
money. Incidentally, in 1992 the year when the changes in the inner and the outer value diverged quite
sharply, the UK and Italy moved out of the EMS.

6 Details are presented in Appendix I.
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Response to core inflation shock

Figure 5a Measured inflation Figure 5b Output
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Response to output shock
Figure 6a Measured inflation Figure 6b Output
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Explanatory note: The horizontal axis shows time in months. The vertical axis shows the deviation (in percent) of inflation
(log-)output, respectively, from the initial level. The core inflation shock &, and the output shock &€, have been so chosen

that in the first period measured inflation would be up by one percentage point, and the level of (log-)output by one percent.
The shock lasts but one period. The 95% confidence intervals for the impul se-response functions are a so shown.
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Figure 7 Change of inner and outer value of European money
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7 CONCLUSIONS

This paper was motivated by the fact that the most commonly used measure of inflation, the change in
the CPI, does not match the concept of inflation used in economic theory: it cannot distinguish
between monetary and rea causes leading to price changes nor between a one-off and a permanent
price rise. From the point of view of a monetary authority which aims to stabilize the value of money,
the former shortcoming is especially disturbing since the central bank may be held accountable for
price rises which are not caused by monetary policy or it may take inappropriate policy actions on the
basis of abiased inflation measure.

This paper investigated possible operationaizations of Carl Menger’'s concept of the inner value of
money. A change