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Survey evidence on gen AI and households: job prospects amid 
trust concerns 

Generative artificial intelligence (gen AI) is poised to affect everyday lives profoundly. Millions are already 
exploring gen AI to create text, music and videos, and a growing number of firms in all sectors are 
integrating gen AI tools into their business operations.1 Despite the remarkable speed of adoption, little 
is known about consumers’ uses of and attitudes towards gen AI. Furthermore, the level of trust 
households place on decisions made by gen AI and whether this trust depends on the context or provider 
remain unclear.  

This Bulletin sheds light on these questions with novel data from the Survey of Consumer Expectations 
(SCE). The SCE, a representative high-quality survey of US household heads, is widely used to measure 
households’ expectations about inflation, the labour market and their finances. By leveraging a special 
module on gen AI recently added to the SCE, this Bulletin finds that almost half of all US households use 
gen AI and that usage and knowledge are significantly higher among men, younger individuals and 
households with higher income or educational attainment. These groups are also more optimistic that AI 
will bring more opportunities than risks for their job prospects. However, the vast majority of respondents 
trust gen AI less than humans to provide services, especially if provided by big techs, in part reflecting 
users’ privacy concerns. Households also overwhelmingly favour regulation. These results can inform the 
debate on how gen AI might affect economic inequality as well as on the need for adequate privacy and 
data regulation. 

The Survey of Consumer Expectations  

The SCE is a high-quality monthly, internet-based survey produced by the Federal Reserve Bank of New 
York. Launched in 2013, it has been used extensively to help researchers and policymakers understand 
how expectations are formed and how they affect consumer behaviour. The SCE uses a 12-month rotating 
nationally representative panel of approximately 1,300 US household heads. New respondents are drawn 
each month to match demographic targets from the American Community Survey, and they remain on 
the panel for up to 12 months before rotating out. The main objective of the survey is to collect 
 

1  See for example Briggs and Kodnani (2024).  

Key takeaways 
• A representative survey shows that almost half of US households use generative artificial intelligence 

(gen AI) tools. The use of and knowledge about gen AI are significantly lower among women, the elderly 
and households with lower income or educational attainment. 

• Respondents expect gen AI to bring more opportunities than risks for job prospects, especially among 
men and younger, more educated and higher-income households.  Nonetheless, all groups trust gen AI 
less than humans, especially in the provision of financial and medical services. 

• Survey participants express concern over the risks of data breaches and data abuse and overwhelmingly 
support the regulation of AI. Consistent with previous surveys, respondents trust government agencies 
and financial institutions more than big techs to safeguard their data. 
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expectations for a wide range of economic outcomes (eg inflation, income, spending, household finance, 
employment and housing). The survey reports detailed demographic information, including the 
respondents’ gender, age, income and education.  

We use a recent addition to the SCE survey. The February 2024 survey included an additional ad  hoc 
module to understand who is using gen AI, how households assess the impact of gen AI on their job 
prospects and what they see as the major issues regarding trust and data privacy. This module asked 
detailed questions on respondents’ use of gen AI, the opportunities and risks they see, concerns regarding 
trust and privacy, as well as the need for regulation. In what follows, we use this information to investigate 
whether these aspects vary across households based on their age, gender, education and income.2 

Who uses generative AI? 

Almost half of the respondents indicate that they have used gen AI tools, such as ChatGPT, Google Bard 
or DALL-E, at least once in the past 12 months (Graph 1.A). A quarter of respondents report using these 
tools at least once a month, while 14% use them at least once a week. 

Use differs markedly across demographic groups. For one, men are substantially more likely than 
women to have used gen AI in the past 12 months (50% vs 37%), a pattern that echoes broader findings 
on a gender gap in the use of (financial) technology (Chen et al (2023)). A large difference exists between 
households with a college degree or higher and those without a college degree (52% vs 32%), as well as 
between younger cohorts and respondents aged 60 and over (49% vs 26%). The pronounced difference 
between younger and older respondents mirrors the “digital divide” found in other contexts, a divide that 
could stem from the elderly’s limited perceived benefits of new technology (Doerr et al (2022), Armantier 
 

2  The sample used in this Bulletin contains 893 respondents, of which: 51% are women, 22% are 60 years or older, 59% have at 
least a college degree, and 55% report an annual household income of at least $75,000. 

AI demographic divide? Households’ use and knowledge of gen AI Graph 1

A. The use of gen AI differs by 
gender, education, age and income… 

B. …and so does self-assessed 
knowledge about the technology 

C.  Expected gen AI use in different 
contexts 

 

  

 

Panel A reports the share of respondents and 95% confidence intervals to the question “How often have you used artificial intelligence tools
(such as ChatGPT, Google Bard, DALL-E, …) in the past 12 months?”; a dummy variable has been constructed taking a value of zero if the 
response is “Never” and a value of one if the response is “Less than once a month”, “Once a month”, “Once a week” or “More than once a
week”. The graph reports the share of respondents for which the dummy takes on the value of one.  Panel B reports the average score and 
95% confidence intervals to the question “How much do you know about artificial intelligence tools (such as ChatGPT, Google Bard, DALL-E, 
…)?”, with scores from 1 (lowest) to 7 (highest knowledge).  Panel C reports the average score to the question ”Over the next 12 months, how 
likely are you to use an artificial intelligence tool in the following contexts? For each of them, please report the likelihood on a scale from 1 
(very unlikely that you will use such tools) to 7 (very likely).” 
Source: Federal Reserve Bank of New York, Survey of Consumers Expectations; authors’ calculations. 
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et al (2024)). Finally, higher-income respondents, ie households whose family income is above $75,000, 
report more frequent use than lower-income respondents (50% vs 36%). Individuals with higher education 
and income likely have greater access and exposure to gen AI tools, potentially due to job requirements 
and comfort with technology, leading to more frequent use.  

Greater use of gen AI tools goes hand in hand with greater self-assessed knowledge about gen AI. 
When asked about how much they know about gen AI tools on a scale from 1 (I know nothing at all about 
artificial intelligence tools) to 7 (I know a lot), households report an average value of three (Graph 1.B). 
Only 10% of respondents reported a value of five or higher. Similar to use, self-reported knowledge is 
higher among men, those under 60 and households with higher education or income. 

Going forward, households expect to use gen AI tools more in relatively low-stake activities. 
Regarding use in the next 12 months (Graph 1.C), households’ responses suggest they are more likely to 
use it for education and training purposes, for job tasks, as well as for leisure activities (for example, writing, 
drawing or creating videos). In contrast, respondents indicate that they are less likely to us gen AI tools to 
obtain financial and medical advice, areas that require a relatively higher degree of trust in experts, as 
discussed below.  

Gen AI and job prospects 

No area has attracted more attention than the potential effects of AI on jobs. Unlike previous automation 
waves that predominantly affected occupations requiring manual labour, gen AI is expected to have the 
largest impact on knowledge workers. Against this background, there is an ongoing debate on whether 
gen AI will rebuild the middle class or lead to large-scale job displacement and impoverishment. Recent 
evidence suggests that, at least in specific tasks, gen AI has the potential to raise worker 

Highway to automation or stairway to job security? Gen AI and job prospects 
In per cent Graph 2

A.  Gen AI is expected to bring more 
benefits than risks 

B. Expected benefits differ across 
demographic groups…  

C. …while risks do not 

 

  

 
Panel A reports the average responses to the following questions: 1 “What do you think are the chances that artificial intelligence will increase
your productivity at work?”, 2 “What do you think are the chances that artificial intelligence will help you find new job opportunities?”, 3 “What 
do you think are the chances that you will lose your current job because of artificial intelligence tools?” and 4 “What do you think are the 
chances that your salary in your current job will decrease because of artificial intelligence tools?” Respondents could indicate their assessment 
on a scale of 0 to 100%. Panel B reports average probabilities and 95% confidence intervals by household groups to questions 1 (red dot)
and 2 (blue cross). Panel C reports average probabilities and 95% confidence intervals by household groups to questions 3 (red dot) and
4 (blue cross).  
Source: Federal Reserve Bank of New York, Survey of Consumers Expectations; authors’ calculations. 
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productivity.3  What is not well understood is whether gen AI represents an opportunity or a risk for job 
prospects. Such expectations could be highly consequential for the macroeconomic impact of AI (Aldasoro 
et al (2024)). 

On average, US households are generally positive about the impact of AI on their job prospects. 
Respondents assess the chance of higher productivity or more job opportunities because of gen AI to 
average between 27% and 30% (Graph 2.A). In stark contrast, they see only a 13% chance of losing their 
job or seeing a decline in their salary because of AI. 

The expected job market benefits of AI differ across demographics (similar to the use of AI), but there 
are no differences in expected risks. Men, those younger than 60 and households with higher educational 
attainment and income expect the largest possible benefits from gen AI (Graph 2.B). Differences are more 
pronounced for productivity than for job opportunities.4 Somewhat surprisingly, all demographic groups 
deem the risks of job or wage loss from AI to be low (Graph 2.C). 

Consumers’ trust in gen AI 

Gen AI converses through everyday language and shows almost uncannily human-like capabilities in 
content creation. An increasing number of companies are already experimenting with chat bots that 
interact directly with end users. But how much do consumers trust gen AI compared to humans? 

 

3  See Brynjolfsson et al (2023), Noy and Zhang (2023), and Peng et al (2024). 
4  Compared with women, men report a 7 percentage point (pp) higher chance for productivity gains and a 2.5 pp higher chance 

for job opportunities. The respective differences are 12 pp and 11 pp for younger vs older respondents, 14 pp and 10 pp for 
those with higher vs lower education, and 7 pp and 3 pp for those with higher vs lower incomes. 

In gen AI we (do not) trust Graph 3

A. OK Computer? Trust in gen AI vs 
human-operated services… 

 B. …differs by group  C. Trust to safeguard data varies by 
counterparty 

 

  

 
Panel A reports the average responses to the following question: “In the following areas, would you trust artificial intelligence (AI) tools less
or more than traditional human-operated services? For each item, please indicate your level of trust on a scale from 1 (much less trust than 
in a human) to 7 (much more trust).” Panel B reports average trust levels and 95% confidence intervals for the questions combined by 
household group. Panel C reports average scores and 95% confidence intervals to the question: “How much do you trust the following entities 
to safely store your personal data when they use artificial intelligence tools? For each of them, please indicate your level of trust on a scale 
from 1 (no trust at all in the ability to safely store personal data) to 7 (complete trust).”  
Source: Federal Reserve Bank of New York, Survey of Consumers Expectations; authors’ calculations. 
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In general, users have lower trust in gen AI tools than their fellow human beings. Respondents were 
asked to rate their trust in AI tools over traditional human-operated services on a scale from 1 (much less 
trust than in a human) to 7 (much more trust) in different areas. While relative trust in gen AI services is 
considerably lower than in humans in each area (Graph 3.A), trust is particularly low in banking, public 
policy and health. These patterns suggest that the adoption of gen AI tools, at least in the short run, is 
more likely to succeed in the fields of education and information. Differences across demographic groups 
are small, with the exception that women report significantly lower trust (Graph 3.B). This pattern aligns 
with their lower use and knowledge of gen AI and could be related to concerns about security and privacy 
when dealing with companies online (Armantier et al (2021)). 

There are marked differences in the trust households place in how AI tools store their personal data 
depending on which institutions provide such tools (Graph 3.C). Respondents report the highest trust in 
traditional financial institutions, eg to store their bank transaction history, geolocation or social media 
data. The median respondent chose a (relatively low) value of 3. Trust in a government agency (ie federal 
and local governments) is slightly lower. Trust was the lowest for big techs (eg large technology companies 
such as Amazon, Apple, Meta or Google). The median respondent assigned a value of 2, and four fifths of 
respondents selected a value between 1 and 3. Values are similar across demographic groups. 

Data are a prime concern for US households, who invariably deem regulation of AI necessary. When 
asked about their specific concerns, respondents appear equally worried about the risk of data breaches 
and the abuse of data for unintended purposes (Graph 4.A). Moreover, households clearly state that 
regulation on the use of AI tools is necessary (Graph 4.B). These assessments hold irrespective of 
demographics and of the type of agent engaging with AI (eg individuals, financial institutions, non-
financial companies, and doctors and scientists). 

Policy implications 

Our results inform the debate on the implications of the rise of gen AI for labour markets and inequality, 
as well as for data privacy. 

US households’ perspectives on risks and the need for rules Graph 4

A. Data risks from gen AI are a prime concern   B. Strong consensus on need for rules and restrictions 

 

 

 
Panel A reports the average scores to the following questions where respondents were asked to reply by indicating a value from 1 (lowest 
score) to 7 (highest score): 1 “Do you think that sharing your personal information with artificial intelligence tools will decrease or increase 
the risk of data breaches (that is, your data becoming publicly available without your consent)?”, 2 “Are you concerned that sharing your
personal information with artificial intelligence tools could lead to the abuse of your data for unintended purposes (such as for targeted 
adds)?”, 3 “Are you concerned that an increased reliance on artificial intelligence will have negative effects on human interactions or 
relationships?” Panel B reports average scores to the question “To what extent do you agree that there should be rules or restrictions on how
individuals and firms can use artificial intelligence tools? Please indicate your level of agreement on a scale from 1 (I totally disagree) to 7 (I 
totally agree).” 
Source: Federal Reserve Bank of New York, Survey of Consumers Expectations; authors’ calculations. 
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Observers worry that AI might increase inequality, as it benefits some workers, eg those whose tasks 
require logical reasoning, while making the tasks of other workers obsolete. Think of nurses who, with the 
assistance of AI, can more accurately interpret X-ray images. In contrast, tasks requiring only intermediate 
levels of cognitive abilities, such as text summarisation, might be done by gen AI. The associated 
displacement of some workers could lead to declines in employment and have profound implications for 
economic inequality. While the jury is still out on whether AI will indeed benefit better-educated workers, 
the survey evidence presented in this Bulletin suggests that men and better-educated households, which 
tend to have higher incomes, have better knowledge of AI, use it more and expect greater benefits from 
it. If this self-assessment turned out to be correct, gen AI would deepen the digital divide and exacerbate 
existing inequalities.  

The use of gen AI tools also raises important concerns about users’ privacy and the value of data. 
Personal data lie at the heart of the digital economy. Without training on abundant data, gen AI could 
have never reached its current performance. But companies collect and analyse the personal data shared 
by users when employing gen AI, often without consumers’ explicit consent or full understanding. As our 
survey results have shown, consumers value their privacy and are concerned about the abuse and misuse 
of data. Consistent with these concerns, households agree with the proposition of having rules or 
restrictions on the use of AI. These considerations pose a trade-off for policymakers, who need to balance 
the improvement of efficiency through greater use of data with the protection of users’ right to privacy. 
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