II. Inflation: a look under the hood

**Key takeaways**

- To better understand inflation, it is key to go beyond aggregate analysis in order to separate relative from generalised price changes and examine their joint dynamics.

- Periods of high and low inflation are very different, notably with respect to their self-stabilising properties and how firms and workers respond to relative price shifts.

- Preserving a low inflation environment is paramount and requires ensuring that relative price changes do not translate into entrenched inflation. Transitions from low- to high-inflation regimes are especially challenging because they tend to be self-reinforcing.

- Monetary policy has an essential role to play in ensuring the durability of a low-inflation regime through the features of its operating framework as well as through flexible and timely adjustments in the policy stance.

**Introduction**

The recent remarkable surge in inflation after its long quiescence has raised pressing questions about the dynamics of inflation more generally. In the process, it has put the spotlight on the importance of sector-specific developments including the persistent pandemic-induced shift from services to goods; sectoral bottlenecks in global value chains; and soaring food and energy prices (see Chapter I). An urgent question is whether higher inflation will become entrenched.

These developments have underscored the need to go beyond the aggregate dynamics of inflation in order to shed further light on how its engine works, ie to look “under the hood”.

What does this mean, concretely? Many workhorse models of inflation build on a Phillips curve relationship between inflation and economic activity. Taking this approach, inflation fluctuations reflect aggregate demand pressures on productive capacity, temporary supply shocks and changes in inflation expectations. Looking under the hood complements this perspective. It distinguishes clearly between a multitude of relative price changes and underlying inflation itself. It examines in detail how, and under which conditions, such relative price changes can morph into broader-based inflation. And it pays close attention to the wage-price formation process – the core of the inflation engine – illuminating how this depends on the rate of inflation itself and how it is linked to inflation perceptions and expectations. This also means going beyond the well known cyclical drivers of inflation to examine the structural influences on wage- and price-setting. These are often global in nature.

The distinction between relative price changes and underlying inflation is critical. Relative price changes reflect those in individual items, all else equal. This may or may not be related to underlying inflation, ie a broader-based and largely synchronous increase in the prices of goods and services that erodes the value of money and devalues the “unit of account” over time.
Looking under the hood reveals some important features of the inflation process. Low-inflation regimes turn out to be very different from high-inflation ones. When inflation settles at a low level, it mainly reflects changes in sector-specific prices and exhibits certain self-equilibrating properties. Changes in inflation become less sensitive to relative price shocks, and wage and price dynamics are less closely linked. Moreover, there is evidence that the impact of changes in the monetary policy stance becomes less powerful.

Transitions from low- to high-inflation regimes tend to be self-reinforcing. As inflation rises, it naturally becomes more of a focal point for agents and induces behavioural changes that tend to entrench it, notably by influencing wage and price dynamics. This puts a premium on better understanding how transitions work in order to be able to identify them early enough as events unfold. The transition from a low- to a high-inflation regime in the late 1960s and early 1970s illustrates some of the possible forces at play. These include large and persistent relative price increases – notably oil – in a context of strong cyclical demand and in an environment structurally conducive to wage-price spirals, ie high pricing power of labour and firms coupled with the loss of the monetary anchor provided by the Bretton Woods system.

Monetary policy plays a key role in establishing and hardwiring a low-inflation regime and in avoiding transitions to a high-inflation one. Once a low-inflation regime is established, monetary policy can afford to be more flexible and tolerate more persistent, if moderate, deviations of inflation from targets. Having gained precious credibility, it can reap the benefits. At the same time, monetary policy must ensure that the regime is not jeopardised. It is one thing to tolerate moderate deviations from point targets; it is quite another to put the system’s self-equilibrating properties to the test. The costs of bringing inflation back under control can be very high. Calibrating policy to prevent transitions is especially challenging.

This chapter examines inflation in depth, from an under the hood perspective. It starts by defining inflation and characterising its behaviour as a function of its level, drawing on the disaggregated price data that underpin it. It then provides a systematic analysis of wage- and price-setting behaviour and of how changes in relative prices can give rise to inflation, facilitating transitions across regimes. Finally, it explores the key role of monetary policy in securing a low-inflation regime and preventing transitions to a high-inflation one.

Inflation: stylised facts

Conceptually, the term “inflation” encapsulates the notion of an erosion of the purchasing power of money. Inflation can be thought of as a change in the value of the numeraire vis-à-vis all goods and services. When looked at from this perspective, in its purest form, inflation would imply a proportional and synchronous change in all prices. As such, it would leave the relative prices of all goods and services unchanged: only their prices expressed in terms of the numeraire would vary.

In practice, however, price changes are never perfectly synchronous. Different goods and services have different adjustment speeds. This is because the process of changing prices uses valuable firm resources and very frequent adjustments need not be optimal, especially in the presence of long-term relationships between buyers and sellers (“nominal rigidities”). For example, the prices of commodities are much more variable than those of, say, manufactured goods and, even more so, of services.

Therefore, inflation, measured as the change in some general and comprehensive price index, will always reflect changes in relative prices in addition
to underlying inflation. Some measures of inflation seek to partly disentangle the two, in a very rough fashion, most commonly by excluding the most volatile items. This, however, still misses the rich nature of granular price changes, both transitory and long-lasting, if not permanent. Longer-lasting ones tend to be driven by structural “real” forces, such as changes in consumer preferences and relative productivity trends.

From a historical perspective, focusing on countries with a long history of price data, extended phases of high inflation have been relatively rare. The Great Inflation of the 1970s is the archetypal example. High rates of inflation have also typically followed wars. A look at cross-country historical data since 1870 (Graph 1.A) reveals that inflation was low, although volatile, over the years of the first globalisation era (1870–1914) but surged during World War I and World War II. In the aftermath of World War II, most belligerents experienced high inflation for some years (Graph 1.B). Again, the 1970s stand out for both the length and global reach of inflationary forces.

Extremely high-inflation episodes, or hyperinflations, ⁵ are even less frequent. These typically follow periods of major political upheavals and a generalised loss of confidence in institutions. The defining characteristics of hyperinflations are large budget deficits that are increasingly directly financed by central banks (often due to the inability to collect sufficient revenues via taxes). One consequence is spiralling exchange rate depreciations. ⁶ Telling examples include post-revolutionary France and the aftermath of World War I in the Soviet Union and Germany. More recently, some countries in Latin America experienced hyperinflation in the wake of the debt crisis of 1982, while Russia saw an inflation rate of around 2,500% in 1992 following the collapse of the Soviet Union.

The dynamics of inflation vary systematically with its level along a number of dimensions, pointing to important differences between low- and high-inflation regimes. In particular, it is well known that when inflation becomes durably low, its volatility tends to fall, as does its persistence. ⁷ However, looking under the hood at more granular price increases reveals several additional striking features.

---

**Inflation from a historical perspective** ¹

**In per cent**  

<table>
<thead>
<tr>
<th>A. Except for wartime and the 1970s, inflation tends to be low</th>
<th>B. Following World War II, belligerent nations experienced higher inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Graph 1.A" /></td>
<td><img src="image2.png" alt="Graph 1.B" /></td>
</tr>
</tbody>
</table>

¹ See technical annex for details.

Sources: Global Financial Data; national data; BIS.
First, the reduction in inflation volatility at low levels of inflation is not due to a decline in the volatility of individual price changes but rather to the decline in the correlation between them. This bears a close analogy with the return on a portfolio of securities: the variance of the return is overwhelmingly determined not by the variance of the individual components, but by the correlation across them.

The mirror image of this stylised fact is that, once inflation is tamed, idiosyncratic relative price changes rather than price co-movements explain much of the change in the overall price index. Thus, the common component in the cross section of price changes declines. This is best illustrated with the personal consumer expenditure price index for the United States, for which a long time series of very granular data is available. The common component explains a large share of the total variance of inflation up until the mid-1980s, corresponding to the period when inflation was high, but little thereafter (Graph 2.A). This relationship also holds for other countries, for which the series are shorter (Graphs 2.B–2.F).

Second, and closely related, the degree to which individual price changes spill over into inflation also declines as inflation becomes durably lower. For example, the

### Volatility falls in low-inflation regimes as price co-movements drop

<table>
<thead>
<tr>
<th>A. United States</th>
<th>B. United Kingdom</th>
<th>C. Japan</th>
<th>D. Korea</th>
<th>E. Mexico</th>
<th>F. Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Graph A" /></td>
<td><img src="image" alt="Graph B" /></td>
<td><img src="image" alt="Graph C" /></td>
<td><img src="image" alt="Graph D" /></td>
<td><img src="image" alt="Graph E" /></td>
<td><img src="image" alt="Graph F" /></td>
</tr>
</tbody>
</table>

Lhs: % Yearly inflation (rhs for US)  
| | % Common inflation component |
| | (US only) |

Rhs: %σ² Total variance  
| | %σ² Variance in each sector  
| | %σ² Covariance between sectors  

1 Consumer price inflation, except US (personal consumption expenditure deflator). Calculated using sector-level data over a five-year rolling window. See technical annex for details.

Sources: CEIC; national data; BIS.
pass-through of outsize price changes to core inflation falls substantially (Graph 3.A). The same is true of the pass-through to inflation of changes in prices that are especially "salient", either because of their pervasive role in production chains (eg oil; Graph 3.B) or because of their weight in consumption baskets (eg food, especially in EMEs). And the same holds for the exchange rate – the relative price of two units of account – given its far-reaching impact on prices in the economy (Graph 3.C).8

Third, and consistent with the previous findings, the spillovers across all prices tend to decline in low-inflation regimes. This is illustrated in Box A and Graph 4.A, which documents the phenomenon for a group of advanced economies (AEs) and emerging market economies (EMEs). The transmission of disaggregated sectoral price changes to other sectors, measured by the share of the total variance that these account for, is much higher and more pervasive in high-inflation regimes.

Finally, a more granular perspective sheds further light on the well documented decline in the persistence of aggregate inflation in low-inflation regimes.9 It shows that this decline is not just a by-product of aggregation, but also reflects less persistent individual price changes. This is quite a general phenomenon, visible for most sectoral prices across a range of countries (Graph 4.B).

Overall, these findings highlight important differences between high- and low-inflation regimes. In a low-inflation regime, relative price changes, even the salient ones, tend to fade away without leaving a noticeable imprint on aggregate inflation. Hence, the regime is, to a certain extent, self-equilibrating. As such, it tends to become entrenched unless subjected to major shocks that are not met with a sufficient policy response. By contrast, a high-inflation regime does not have such desirable properties and inflation becomes increasingly sensitive to relative price shocks – including large exchange rate depreciations. It is therefore more likely to increase further (see also below).

---

In low-inflation regimes the pass-through of outsize price changes, oil price increases and FX depreciations to aggregate prices is dampened

Graph 3

A. The pass-through of outsize relative price increases to US core PCE inflation has declined

B. Oil price increases transmit to consumer prices when inflation is high

C. The exchange rate pass-through depends on the level of inflation

<table>
<thead>
<tr>
<th>Months after a negative oil supply shock</th>
<th>Trend inflation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>1.4</td>
</tr>
<tr>
<td>90% confidence interval</td>
<td>1.2</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standardised pass-through coefficients</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 1960–Dec 1985</td>
<td>5</td>
</tr>
<tr>
<td>Jan 1986–Dec 2019</td>
<td>3</td>
</tr>
</tbody>
</table>

Density % % pts


1 Distribution of the impact of large relative price increases on core inflation. See Borio et al (2021) for details. 2 The solid lines indicate portions of the response that are statistically significant at the 10% level. 3 See technical annex for details. 4 Effect on inflation from month t–1 to month t+2. For trend inflation, five-year moving average of annual headline inflation.

Sources: Baumeister and Hamilton (2019); Borio et al (2021); Federal Reserve Bank of St Louis, FRED; national data; BIS.
Inflation regimes affect the persistence and transmission of sectoral price changes

A. Sectoral price spillovers are more muted in low-inflation regimes

B. Sectoral price changes are less persistent in low-inflation regimes

What explains the inflation process?

What lies behind these stylised price dynamics? How do relative price changes translate into self-sustained increases in the aggregate price level? More generally, what explains the inflation process?

Sustained inflation ultimately involves a self-reinforcing feedback between price and wage increases – so-called wage-price spirals. Changes in individual prices can broaden into aggregate inflation. And they can also erode real wages and profit margins for very long spells. But, ultimately, they cannot be self-sustaining without feedback between prices and wages: profit margins and real wages cannot fall indefinitely. So, beyond the important impact of aggregate demand conditions on wage- and price-setting, a key question is how changes in relative prices that pass through to the aggregate price index ("first-round effects") can trigger feedback between price and wage increases ("second-round effects").

To unravel this process, we need to go beyond the canonical stylised Phillips curve. The Phillips curve provides a useful and relatively easy-to-grasp framework but has a number of features that limit its ability to shed light on the forces behind inflation dynamics (see Box B for a detailed discussion). First, by construction, and for simplicity, it focuses only on an aggregate price index and hence leaves out sectoral developments. While the framework can include some key relative prices, such as those of oil or the exchange rate, these have only a transitory impact on inflation.

Second, the Phillips curve focuses on aggregate cyclical factors as the key drivers of prices (and, implicitly, wages) and does not account for structural forces. Third, inflation expectations are assumed to affect inflation directly, rather than through their impact on individual pricing decisions. Moreover, the various relationships are assumed to be invariant to the level of inflation. While this is a...
Measuring price spillovers across sectors

Examining how shocks to prices in certain sectors transmit and propagate to others can help shed light on how individual price changes are able to morph into broad-based inflation. One relatively simple way to do this is to look at how shocks affecting certain sectoral price indices affect the variability of prices in other sectors within a certain horizon. This box presents indices of price spillovers across different sectors. It does so, first, in the context of sector-level personal consumption expenditure (PCE) deflators for the United States. The analysis is then extended to producer price indices (PPI) categories, to see how the price changes of inputs percolate downstream to those of final goods and services.

The key ingredient for the construction of the spillover indices is the generalised forecast error variance decomposition (GFEVD) matrix. This measures the share of the variance of each PCE sector (the rows) explained by shocks to each of the sectors (the columns). Graph A1 visualises this for a horizon of 12 months for two estimation samples: the first includes the Great Inflation of the 1970s (Graph A1.A), and the second the “Great Moderation”, beginning in 1986 (Graph A1.B). Consider, for example, the dark red square in the row “Food services” corresponding to the column for “Food and beverages”: it indicates that the bilateral spillovers from the former to the latter are sizeable, as one would expect. Obviously, the diagonal elements of the GFEVD matrix explain the lion’s share of each sector’s variance. But these are in fact “own” shocks, and do not correspond to spillovers across sectors, and so they are excluded from the heat map.

Going beyond bilateral spillovers, an index of total spillovers can be constructed by summing all the off-diagonal elements of the GFEVD matrix. Given that the matrix in Graph A1.A (“Great Inflation”) has overall darker colouring compared with Graph A1.B (“Great Moderation”), the index of total spillovers is higher in the high-inflation regime than in the later low-inflation one, as was also reported in Graph 4.A in the main text. Spillovers across sectors explain about 20% of the total variance over a 12-month horizon in the post-1986 sample, down from more than 45% in the pre-1986 sample.

By summing the elements of the variance decomposition in Graph A1 by column and by row, respectively, one obtains a measure of the extent of spillovers “exported to” and “imported from” each of the different sectors. These are visualised in Graph A2. Comparing directional spillovers across sectors between high- and low-inflation regimes indicates that they have diminished and have become more concentrated in a few sectors that remain strong exporters of spillovers, such as food and gasoline. This highlights their centrality in driving overall price developments. In line with the finding that total spillovers are lower in a low-inflation...
Directional price spillovers among main US PCE categories

In per cent

A. Sources of price spillovers

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Food and beverages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gasoline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clothing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Furnishings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreation services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor vehicles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other non-durables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transportation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other durables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreational goods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Destinations of price spillovers

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Other non-durables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreation services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Furnishings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recreational goods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transportation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gasoline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clothing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor vehicles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other durables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food and beverages</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sample period: Jan 1965–Dec 1985

1 Share of the variance of sectoral price changes explained by shocks to prices in other sectors over a horizon of 12 months.

Sources: Board of Governors of the Federal Reserve System; Federal Reserve Bank of St Louis, FRED; World Bank; Datastream; national data; BIS.

regime, it is also the case that directional spillovers are smaller in the post-1986 sample. That said, there are two categories – housing and financial services – in which the size of exported spillovers has increased.

PCE measures purchases of final products and services. A natural question to ask is how price changes in items that are upstream in the value chain, which constitute inputs to the production of final goods and services, transmit downstream. This can be answered by including PPI sub-indices in the analysis and constructing a larger matrix of contributions to the variance.

How price spillovers percolate downstream

1 Share of the variance of sectoral price changes explained by shocks to prices in other sectors over a horizon of 12 months. See technical annex for details.

Sources: Board of Governors of the Federal Reserve System; Federal Reserve Bank of St Louis, FRED; World Bank; Datastream; national data; BIS.
tenable assumption in a stable inflationary environment, it can be more problematic when inflation is liable to shifts across regimes.

Wage and price formation

All this suggests that it is worth more closely examining the wage and price formation process. This can also more clearly bring out the role of inflation expectations of workers and firms.

There are many similarities in the way wages and prices adjust. First, both are sensitive to the same cyclical and structural forces. Second, their adjustment varies systematically with the level of inflation itself, helping to entrench the high- and low-inflation regimes. Finally, both are deeply influenced by inflation expectations. These factors play somewhat different roles. Cyclical and structural forces shape the pricing power of workers and firms – in particular, firms’ ability to raise prices when profit margins are squeezed and workers’ ability to obtain higher wages when their purchasing power is eroded. Inflation expectations provide a key incentive to do so. And the level of inflation influences both their ability and incentives, not least because of its impact on structural features of contracting arrangements and on the sensitivity of expectations to relative price changes.

Let’s consider in more detail the roles of pricing power and inflation in wage-price formation.

Pricing power

The pricing power of economic agents is ultimately determined by perceptions of the consequences of charging a higher price or asking for a higher wage. How will customers and employers react? How will “competitors”, be these other firms or workers, respond? Will firms see their profit margins or market shares squeezed? Will workers lose their jobs? Explaining pricing power means explaining how cyclical and structural forces exert their impact on wage and price dynamics.

Cyclical forces

Cyclical forces are those that have generally attracted most attention. The main such force is aggregate demand pressures. When the economy is running hot, it is generally more likely for labour to have their wage demands accepted and for firms to have their customers tolerate higher prices.

---

1 The methodology follows that proposed by Diebold and Yilmaz (2012) and Lombardi et al (2013). 2 The generalised forecast error variance decomposition is constructed by first modelling monthly growth rates in sector-level PCE deflators as a Bayesian VAR with six lags controlling for common, economy-wide explanatory factors such as economic slack, inflation expectations and oil prices. Generalised impulse responses to shocks to each of the variables are then used to construct the decomposition of forecast errors over a horizon of 12 months. For further technical details, see Lombardi and Zakrajšek (2022). 3 The index of upstreamness is computed following Antrás et al (2012).
The Phillips curve and inflation under the hood

The Phillips curve first emerged as an empirical relationship between wages and the level of unemployment (Phillips (1958)). Since this seminal contribution, the empirical regularity has been extended to prices (Samuelson and Solow (1960)) and further explored and broadened. It has now come to play a key role in many macroeconomic models as the main device to explain inflation.

In its simplest, prototypical version, a Phillips curve relates inflation (typically for a broad price index) to a measure of economic slack (typically the output or unemployment gap). When this reduced-form relationship is brought to the data, it turns into a linear regression in which inflation is expressed as a function of a chosen proxy for economic slack. The other elements in the model are a constant, representing the level around which inflation hovers, and residuals, capturing temporary, if possibly persistent, inflation deviations from their mean that are not explained by slack ("shocks"). More formally, a prototypical Phillips curve takes the following form:

$$\pi_t = c + \beta (y_t - \hat{y}_t) + \epsilon_t$$

Such a framework is obviously too stylised to provide a faithful representation of inflation. Thus, the most typical approach is to extend it to capture the role of expectations and relate the residuals to some key observable variables (key sources of shocks). Expectations are assumed to influence inflation directly; they can be thought of as replacing the constant, allowing it to move systematically over time. The variables included to capture prominent shocks are salient relative price changes, most often oil prices or exchange rates. The prototypical Phillips curve thus becomes:

$$\pi_t = (1 - \alpha) \pi_{t+h}^e + \alpha \pi_{t-1} + \beta (y_t - \hat{y}_t) + \delta \hat{s}_t + \epsilon_t,$$

where \(\pi_{t+h}^e\) is a measure of inflation expectations over a certain horizon \(h\), and \(\hat{s}_t\) is a (vector of) relative price changes.

This approach is a very useful parsimonious way of capturing key relationships behind the inflation process. However, from an under the hood perspective, it misses some important elements.

Aggregation has obvious consequences.

For one, a single measure of economic slack cannot capture sectoral developments and differences in the sensitivity of prices to sectoral slack. For example, sectors may differ in their exposure to global conditions – the tradeable/non-tradeable distinction is an obvious example. And even differences across purely domestic sectors can matter, as highlighted by the post-Covid developments.

In addition, there is a lot that can be learnt about the dynamics of inflation from the behaviour of individual prices. A valuable insight is the much bigger role of (mostly transitory) idiosyncratic or relative price changes when inflation settles at a low level. The importance of secular relative price trends is another, most prominently the long-term increase in the price of non-tradeables, including many services, relative to that of tradeables, which are mainly goods.

The other implications are more closely related to the wage- and price-setting mechanisms and their interactions. These are at the very heart of the inflation process but are necessarily glossed over in the Phillips curve representation.

First, the framework considers explicitly only the cyclical forces that influence the pricing power of labour and firms, working through economic slack. As a result, it obscures the role of structural factors. Notable examples include globalisation, technology, demographics and other features of labour and product markets.

Second, inflation expectations affect inflation directly. One implication is that there is no role for attempts to recoup losses in purchasing power, or to compensate for squeezes in profit margins. In other words, unless inflation expectations adjust, bygones are bygones, so that wage-price spirals cannot occur.

Third, there is no role for shocks to feed into the wage-price process and generate permanent, or even persistent, changes in the inflation rate. For example, a large oil price increase does not directly affect economic slack, and hence the cyclical component of pricing power. Nor does it induce attempts to compensate for losses in purchasing power or squeezes in profit margins.

Finally, there is no room for the level of inflation to systematically influence its dynamics. For instance, the response of wages and prices to slack or to changes in salient prices is modelled the same way, irrespective of whether the economy is operating in a high- or low-inflation regime.

These omitted factors tend to show up as changes in equation coefficients. For instance, structural changes that diminish the sensitivity of inflation to slack (eg globalisation, technology, a weakening in workers’ bargaining power), will result in a “flattening” of the Phillips curve, a well documented stylised fact.

One way of putting agents’ pricing decisions centre stage is to resort to “microfounded” versions of the Phillips curve, that is, ones in which the relationship is derived directly from pricing decisions (see eg Roberts (1995)). In these models, inflation results from the optimising behaviour of individual economic agents in the
That said, sectoral demand pressures, and differences across them, also matter. Whenever sectoral imbalances take centre stage, aggregate measures of slack are an insufficient indicator of the impact of cyclical factors on inflation. Given differences in the strength of sectoral forces and in the response of prices to those forces, a given measure of aggregate demand may be associated with quite different inflationary pressures.

Probably the most important distinction in this context is the one between tradeables and non-tradeables – one that has a long tradition in economics. Tradeable prices are more directly exposed to external factors, including international demand and supply imbalances and global financial conditions; non-tradeable prices are more sensitive to domestic conditions. Of course, domestic demand conditions affect the exchange rate, and hence have an important indirect impact on the prices of tradeables.

The implication is that, as countries have become more open over time because of globalisation, one would expect their inflation rates to have become more sensitive to cyclical global factors as well. For individual countries, these forces may show up as changes in relative prices, especially those of commodities. Since these are often treated as “supply shocks”, there can be a tendency to underestimate the role of aggregate demand in inflation whenever these pressures affect several countries simultaneously.

But the impact of the distinction between tradeables and non-tradeables goes further. Just as in the domestic context, supply chains can act as a transmission channel of global sectoral forces and facilitate their propagation. For instance, there is evidence that the exposure of countries to global value chains helps explain the relative importance of domestic and (suitably weighted) global measures of economic slack, both across countries and over time. Furthermore, sectoral factors, domestic and global, can interact. Their interaction has been very much in evidence in the unexpected recent flare-up in inflation (Chapter I). The pandemic has induced a surprisingly persistent rotation from services to goods, and the prices of many commodities have reflected global demand pressures and dislocations in global value chains (“bottlenecks”), which have made it harder for supply to keep up with the strong rebound in demand.

**Structural forces**

Structural forces have a major influence on wage- and price-setting. The previous discussion highlights one channel through which they can influence the sensitivity
of inflation to domestic demand pressures, i.e. the openness of the economy. But there are other examples, including structural features that may hinder the reallocation of labour across sectors (e.g. the design of the pension system or unemployment benefits).

The evolution of labour markets vividly illustrates how broad and deep the influence of structural forces can be. Labour markets have seen major structural changes since the Great Inflation of the 1970s. Their net effect has been to reduce the pricing power of labour. This secular decline reflects many factors, including a declining role of the public sector in setting wages; dwindling unionisation; a wave of labour market deregulation; the gradual opening of markets due to globalisation; and demographics. For instance, it is hard to imagine that the bargaining power of labour, especially in advanced economies, could have remained immune to the entry of large numbers of (predominantly low-wage) workers into the global trading system. China and former members of the Soviet bloc are the most prominent examples. A quickening of technological change is yet another possible factor, in this case increasing the competition between labour and capital.

Measuring pricing power is not straightforward. For example, it may not be the actual entry of firms that determines their pricing power but the threat of entry ("contestability"). Similarly, the actual extent to which jobs are relocated to foreign countries may be less important than the threat thereof.

Again, labour markets can help illustrate the point. One possible, albeit imperfect, indicator of labour’s decreasing structural pricing power is the secular decline in the degree of centralisation of wage negotiations (Graph 5.A). Another is the reduction in the number of countries adopting binding norms in the coordination of wage-setting (Graph 5.B).

Based on these indicators, there is indeed evidence that workers’ bargaining power is important in shaping the response of wages to both prices and economic
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Institutional features play a key role in the wage-setting process
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1. See technical annex for details.  
2. Higher values indicate higher degree of centralisation.  
3. ***/** indicates statistical significance at the 1%/5% level. For the cross-hatched bars, statistical significance refers to the incremental effect of a change in bargaining power.

Sources: OECD; OECD/AIAS ICTWSS database; BIS.
slack (Graph 5.C). When workers’ bargaining power is high, the cyclical sensitivity of inflation to the unemployment gap increases, reflecting greater pricing power for any given degree of tightness in labour markets. Moreover, workers are better placed to successfully negotiate higher wages to reap the benefits of increases in labour productivity as well as to recoup losses in purchasing power due to past inflation.

The inflation environment

In addition to cyclical and structural factors, the level of inflation itself can influence wage- and price-setting and hence the likelihood and intensity of wage-price spirals. In general, a high-inflation regime, if it persists, induces behavioural changes which raise the probability that it will become entrenched, not least by amplifying the impact of relative price increases. Several mechanisms are at work.

First and foremost, when inflation is very low, it may cease to be a significant factor influencing economic decisions. After all, agents’ bandwidth is limited and acquiring information is costly – leading to so-called “rational inattention”. Indeed, this is the very definition that Paul Volcker, and later Alan Greenspan, gave of price stability: “a situation in which expectations of generally rising (or falling) prices over a considerable period are not a pervasive influence on economic and financial behavior”.

Second, and closely related, it stands to reason that the degree to which the general price level becomes relevant for individual decisions increases with the level of inflation. When inflation rises, price changes become more similar (Graphs 6.A and 6.B). As a result, differences in consumption patterns matter less. After all, wage earners do not care about the general price level per se, but only about their own cost of living. Similarly, firms care about the general price level only insofar as it carries information about how competitors might react or about their own costs. Since wages, in turn, are an essential component of costs, the stronger link of wages to general prices reinforces the relevance of inflation for firm decisions, and vice versa.

Third, the level of inflation is bound to influence the importance of inflation expectations. Once the general price level becomes a focus of attention, workers and

---

When inflation is high, it becomes a coordinating device in pricing decisions

A. Similarity of price changes in AEs  B. Similarity of price changes in EMEs  C. Price indexation in wage contracts

1 See technical annex for details.

Sources: OECD/IAIS ICTWSS database; CEIC; national data; BIS.
firms will initially try to make up for the erosion of purchasing power or profit margins that they have already incurred. This, in and of itself, could trigger wage-price spirals if background conditions are sufficiently favourable. And, once inflation becomes sufficiently high and is expected to persist, they will also try to anticipate future changes in the general price level, as these will erode purchasing power and profit margins before contracts can be renegotiated.\textsuperscript{18}

Fourth, if sufficiently high and persistent, inflation will influence the structural features of wage- and price-setting. The higher the inflation rate, the greater the incentive for workers to unionise, and for wage negotiations to be centralised, as the inflation rate acts as a stronger focal point.\textsuperscript{19} And, the more persistent the inflation rate, the greater the incentive to index wages and, more generally, to reduce the length of contracts that are fixed in nominal terms.\textsuperscript{20} These forces are amplified by the stylised fact that higher inflation rates tend to go hand in hand with higher volatility and hence uncertainty.

There is considerable evidence supporting the impact of the inflation regime on contractual arrangements.\textsuperscript{21} For instance, indexation practices tend to be more prevalent in countries with a higher inflation history (eg in EMEs in Latin America relative to those in Asia). And reliance on indexation has declined along with the inflation rate (Graph 6.C).\textsuperscript{22} In other words, since the 1980s, structural forces and a decline in inflation itself have arguably reinforced each other in reducing the bargaining power of labour.

It is not hard to find the footprint of inflation regimes on wage- and price-setting.

Consider price-setting first. As one example, across countries, the pass-through from wages to inflation becomes more muted at lower inflation rates (Graph 7.A). This finding is corroborated by US-specific evidence: unanticipated changes in wages estimated over a sample starting in 1986 transmit less to both the producer
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and consumer price indexes than they did in the preceding high-inflation regime (Graphs 7.B and 7.C).

Similarly, wages have become less responsive to inflation over time. For instance, corroborating evidence emerges from a simple empirical model in which wage growth is a function of past inflation, the unemployment gap and labour productivity growth estimated on a panel of advanced economies. Past inflation has become less reflected in wage gains (Graph 8.A) as its average level has declined over time (Graph 8.B).

Putting these various pieces of evidence together suggests that the link between wages and prices has become looser. A statistical exercise that captures their joint dynamics illustrates the point. When wages, say, fall behind their long-term relationship with prices, they tend to subsequently catch up, although more slowly in the low-inflation regime (Graph 9.A). The same holds for prices (Graph 9.B).

Taken together, all these findings may help explain why high- and low-inflation regimes are self-reinforcing. This is largely through their impact on wage and price adjustments and hence on the likelihood and intensity of wage-price spirals. In a low-inflation regime, both the inflation rate and individual price changes are less noticeable and the general price level is less representative of the prices that matter for individual agents. Further, inflation expectations play a smaller role, and inflation induces changes in structural features of wage- and price-setting that help keep it low. High-inflation regimes are the mirror image.

### Inflation expectations in financial markets

While the expectations of firms and households directly affect price- and wage-setting, those in financial markets play an important indirect role through a variety of channels.

First, they influence financial conditions and hence aggregate demand. A key factor behind any decision to borrow or save is the interest rate, i.e., the amount the
borrower will need to pay to service their debt and the return to the saver for postponing consumption. Apart from the short-term policy rate, which is set by the central bank, the inflation expectations of market participants help determine nominal interest rates at longer maturities, as investors need to be compensated for the expected erosion of their purchasing power. In turn, expenditures are shaped partly by nominal rates, which have a first-order impact on cash flows, and by inflation-adjusted (“real”) interest rates, which reflect the real value of the resources transferred over time. Long-term mortgage rates are a good example.

Second, through their impact on interest rates, the inflation expectations embedded in financial markets have a major effect on the exchange rate—probably the most salient and important relative price for open economies. This is because they affect the returns across currencies, and hence the investment and borrowing decisions of market participants that have access to both domestic and foreign funds. These decisions will, in turn, be an important driver of exchange rates, as sudden capital outflows can trigger large depreciations. Moreover, through exchange rates, inflation expectations also affect the value of both assets and debts denominated in foreign currencies. This is especially important in EMEs, where the use of a foreign currency to denominate contracts can be common and where currency mismatches—discrepancies between the currency denominations of assets and liabilities—can be widespread.

The impact on the servicing costs and debt burden of the government is especially important. One possible mechanism is through financial market perceptions of the sustainability of fiscal positions. For instance, there is evidence from EMEs that when the share of public debt denominated in foreign currency is high, an increase in the fiscal deficit results in a depreciation of the currency (Graph 10.A). This depreciation is one reason why deficits, more generally, shift the whole distribution of future inflation outcomes, increasing the likelihood of higher inflation (Graph 10.B). This effect is stronger in EMEs, where debt sustainability tends to be more of a challenge and the exchange rate plays a bigger role. The effect of deficits on inflation is also bigger where debt levels are higher (Graph 10.C).
Third, financial markets’ inflation expectations are useful in and of themselves. While they may not be a good proxy for the expectations of wage- and price-setters, they can help forecast inflation. After all, they aggregate the information of a myriad of investors, who “put their money where their mouths are”. Moreover, their timeliness can be of great value. And so is the fact that, through option prices, it is possible to tease out information about the perceived risks around the average or most likely future outcomes. To be sure, extracting inflation expectations from asset prices is not without pitfalls. Since expectations are not observable, some “model” is necessary to estimate them. Moreover, they are “contaminated” by the compensation investors require for bearing inflation risk as well as by market characteristics, including the underlying liquidity. Even so, at the end of the day, what matters is their predictive content.

The empirical evidence indicates that financial market measures of inflation expectations can indeed be valuable. While household expectations tend to be biased on the upside when compared with those made by professional forecasters (Graph 11.A), financial market expectations perform relatively well (Graph 11.B). They also have the advantage of timeliness: in contrast to surveys that generally take place regularly at fixed intervals, financial market expectations can be monitored in real time. As such, they may prove especially useful when economic conditions change rapidly.

The timeliness of market-based inflation expectations is one reason why they are useful to central banks when setting monetary policy. As such, they serve not only as indicators of the future path of inflation, but also as real-time gauges of the credibility of the central bank’s commitment to price stability. Their use in this context provides a valuable additional piece of information, although it needs to be managed properly (see below).
The role of monetary policy

The imprint of monetary policy on inflation can be easily traced through history. It can be found in the relative stability of the price level under the Gold Standard, the costly deflation of the Great Depression, the occasional hyperinflations, the Great Inflation of the 1970s under a fiat standard and the subsequent Great Disinflation from the 1990s. This phase ushered in a long period of low and stable inflation, as central banks gave clear priority to inflation control – the era of inflation targeting.

Monetary policy influences inflation in two ways.

First, through the policy regime, ie the rules of the game that define the monetary policy framework itself. These include the relative weight of different objectives; the core features of the systematic policy response to the evolution of the economy (the central bank’s “reaction function”); the tools employed; transparency, accountability and, most importantly, the degree of autonomy (“independence”) from the government, which offers insulation from short-term political pressures. These features ultimately determine the central bank’s credibility and ability to deliver on its objectives. The conjunction of inflation targeting with central bank independence is the most recent and widespread example of such a framework. It is the monetary policy framework that has the biggest influence on inflation expectations as well as on the features of wage and price formation.

Second, through changes in the monetary policy stance within a regime. These operate mainly through aggregate demand in the economy. It is through changes in the stance that the central bank calibrates the degree of accommodation or tightness to steer economic activity, and hence inflation. These adjustments help fine-tune the systematic policy response and its flexibility to evolving circumstances, sometimes requiring significant departures from the typical reaction function.

What light can the under the hood perspective shed on these issues? Consider, in turn, the operation of monetary policy in a low-inflation rate regime and transitions to a higher one.
Comparing different measures of inflation

Measuring inflation involves a balancing act between constructing a useful guidepost to assess price stability (and hence inform central banks’ decisions) and identifying an index that is comprehensive, transparent and easy to communicate to the public, whose experience of price changes it should duly reflect. Most price indices are indeed based on the prices of goods and services in a typical consumption basket of a median household. As such, they reflect the cost of consumption, rather than the cost of living per se.\(^1\)

Central banks look at price indices partly to extract signals about imbalances between aggregate demand and supply capacity that might require a monetary policy response. In addition, persistent movements in price levels can serve as a warning indicator that inflation expectations may be at risk of de-anchoring. Yet, as argued in the chapter, price indices mechanically reflect all price changes, including those that have limited predictive value for future inflation, or are not influenced by monetary policy.\(^2\) In principle, monetary authorities would like to react differently to different types of price change.

Some prices are particularly volatile and hence liable to be misleading. This happens for goods that are more subject to large exogenous shocks, for example energy prices (eg due to conflicts or disruptions) and food (subject to weather events and seasonality). These make up a particularly large share of overall consumption, especially in some emerging market economies (Graph C1.A). One way to minimise their impact on inflation is to rely on measures of “core” inflation that reduce the effect of specific components, by excluding categories like food and energy that tend to be exogenously driven. Another is to rely on trimmed measures that drop the most volatile components at each point in time, irrespective of their source.

The distribution of inflation outcomes, however measured, becomes much more concentrated around low values when inflation is firmly in control of central banks (Graph C1.B). Under high-inflation regimes, both core and headline inflation appear very volatile, while in a low-inflation regime core inflation tends to be more stable, as one would expect.

\(^1\) A notable exception is the US Personal Consumption Expenditure (PCE) deflator. \(^2\) Prices administered by government agencies are an important source of prices not affected by monetary policy in some economies.
The dynamics of prices in a low-inflation regime offer considerable flexibility to the central bank. In such a regime, inflation has valuable self-equilibrating properties. Its evolution largely reflects changes in sector-specific, relative prices that are, for the most part, transitory. Because of the lack of frequent and persistent salient price changes that could drive inflation durably higher, agents need not pay much attention to inflation. Partly as a result, wages and prices do not tend to chase each other higher. Flexibility in this context could mean greater tolerance for moderate, even if persistent, deviations of inflation from narrowly defined targets. It is as if, having succeeded in bringing inflation under control, the central bank can enjoy the fruits of its hard-earned credibility.

A low-inflation regime also confers flexibility regarding the specific measure of inflation that the central bank can target. In an environment in which relative price changes are dominant, and possibly disconnected from the dynamics of underlying inflation, there is a premium on measures that abstract, to the extent possible, from the most volatile relative price changes (see Box C for a detailed discussion).

There are good reasons for the central bank to make use of flexibility. For one, with inflation low, supply side forces driving price changes become relatively more important. These forces reflect natural adjustments in the economy that monetary policy should accommodate, unless they threaten the low-inflation regime itself. In addition, the evidence suggests that it becomes difficult for monetary policy to steer inflation precisely. This, in turn, increases the possible costs of trying.

One reason behind the difficulties in steering inflation reflects the very nature of the price changes. One would expect monetary policy to operate through the common component of inflation, which tends to reflect the driver common to all price changes. Empirical evidence supports this conjecture. Changes in the policy stance have a persistent impact on the common component of price changes but have little impact on idiosyncratic elements in US data (Graphs 12.A and 12.B). Thus, as the common component declines relative to the sector-specific one when inflation settles at a low level, the traction of changes in the policy stance declines with it.

In addition, the evidence suggests that, at least when inflation is low, monetary policy operates through a rather narrow set of prices. The results of an exercise on US data indicate that its impact is statistically different from zero for only around one third of sectors, even after three years (Graph 12.C). Not surprisingly perhaps, the prices that exhibit a response are mainly in the cyclically sensitive services subsectors, which are more affected by domestic than foreign demand.

Another piece of corroborating evidence is that monetary policy loses traction when nominal interest rates are very low. Because nominal interest rates and inflation rates tend to move together, this implies more limited monetary policy traction in low-inflation regimes. This loss of traction holds even after filtering out the influence of other factors – the state of the economy, the level of debt and the apparent trend decline in “equilibrium” real interest rates. Moreover, the effect tends to intensify the longer interest rates remain low.

The more limited traction of monetary policy at low levels of inflation means that bigger moves in the policy instrument are needed to produce the same inflationary effect, with larger side effects for the real economy. This has been in evidence in the post-Great Financial Crisis period, during which central banks have faced difficulties in lifting inflation back to target, partly owing to the structural disinflationary forces at play. Hence the need to keep an exceptionally easy policy stance for exceptionally long – the so-called low-for-long phenomenon. This has been one factor behind the build-up in risk-taking and financial vulnerabilities (Chapter I).
Transitions across inflation regimes

What about transitions across regimes? Bringing inflation under control has generally proven costly. And the higher and more entrenched the initial inflation rate, and hence the larger the required disinflation, the greater the cost is likely to be. As the previous analysis indicates, once wage-price spirals set in, they develop an inertia that is not easy to break. Expectations of persistent inflation become embedded in labour contracts and wage negotiations, requiring a larger reduction in aggregate demand, and hence higher unemployment, to break the back of persistent inflation. Monetary policy’s task becomes much harder. This is true not only from a technical standpoint, but also from a political one. A broad political consensus that inflation must be brought back under control would greatly help the central bank’s task. For example, it could be instrumental in inducing trade unions to accept the abandonment of indexation clauses, as it did in the 1980s. But this consensus may take time to form and, in the meantime, central bank actions will inflict necessary near-term costs on the economy.

Thus, a key challenge for the central bank is to avoid transitions from low- to high-inflation regimes in the first place – to nip inflation in the bud. To be sure, a low-inflation regime has some self-equilibrating properties, which allow a credible central bank to enjoy a considerable degree of flexibility. But, if the system is subjected to too much pressure, those properties vanish. The Great Inflation of the 1970s is a case in point. This historical phase was preceded by several years of moderately high inflation, which left the inflation regime vulnerable to the 1973 oil price shock. Once the oil price soared, inflation accelerated and entrenched the transition.

A tough test central banks face in this context is how to identify transitions sufficiently promptly and reliably and then to calibrate policy accordingly. Both tasks are clouded in uncertainty. The under the hood perspective sheds light on
these challenges and points to ways in which they may be addressed. Ultimately, though, central banks have little choice but to consider the broadest set of information possible, both hard and soft, and form a judgment about the risks ahead. The current environment helps illustrate some of these difficulties. 29

A first warning indicator is large and persistent changes in salient relative prices, such as those of energy and food. Large exchange rate depreciations play a similar role. For instance, recently the war in Ukraine has triggered major increases in the prices of energy and food, adding to previous upward pressures, in part related to the broader rebound in global demand (Chapter I). To be sure, such price increases are neither necessary nor sufficient to trigger a transition. But they do test the self-equilibrating properties of the system and require special attention.

A common practice to deal with such price shifts is to exclude them from the measures of underlying or core inflation, because of their high volatility. The idea is to capture only the more long-lasting influence of the inflation path. One possible drawback, however, is that it may take time for their effect to filter through.

The under the hood perspective suggests another, complementary approach: looking more closely at the degree of commonality across all price changes. A simple such indicator is the degree of spillovers across sectors based on rolling windows. Adding just a few post-Covid observations to the long estimation period indicates that spillovers have increased in several countries in the sample (Graph 13.A). A more timely indicator, which does not require long estimation windows, is an index of similarity of price changes across sectors. This measure reinforces the previous message: monthly observations point to an increase in similarity since mid-2021 (Graph 13.B).

A limitation of all such indicators is that they cover only short horizons and that the underlying changes may not be long-lasting. A complementary approach, therefore, is to consider inflation expectations. These provide a better sense of the possible evolution of inflation at different horizons, at least as perceived by economic agents. That said, as noted earlier, these indicators are not foolproof either. Expectations of economic analysts may provide little information over and above central banks’ own forecasts. Those of financial market participants may also be excessively influenced by the central bank’s own assessments and credibility – in these cases, they could even lull the central bank into a false sense of security. 30 And those of households and firms tend to be very backward-looking. In the current context, these indicators point to significant risks (Chapter I).

Econometric models, not least those based on stylised relationships like the standard Phillips curve, are the main tool to make longer-term forecasts, beyond one year. But they can only go so far. The reason is that they are less well equipped to address turning points (Box B). In part, this is because they tend to assume that relative price shocks, even if large, have only a temporary impact on inflation. Additionally, they may have been estimated over a long, low-inflation regime. More generally, it is because they have a hard time capturing the specific inflation dynamics during transitions, in which the level of inflation itself can alter well established relationships.

Ultimately, the most reliable warning indicator is signs of second-round effects, with wages responding to price pressures, and vice versa. These can be especially worrying if they go hand in hand with incipient changes in inflation psychology. Examples include demands for greater centralisation of wage negotiations or indexation clauses, or surveys indicating that firms have regained pricing power, as part of broader changes in the competitive environment, as observed in some countries recently (Chapter I).

This gives rise to a dilemma. Central banks may wish to wait to obtain the most reliable signals and to avoid overreacting. But waiting until signals are unequivocal
heightens the risk that inflation will become entrenched, and the system will reach a tipping point. This is particularly important given that monetary policy affects inflation only with a lag. Thus the risk of waiting too long should not be underestimated, especially after a prolonged period in a low-inflation regime. If the central bank has not had to tighten significantly for a long time, it will be more uncertain about the impact of the removal of accommodation. All the more so if, in the meantime, there have been signs of aggressive risk-taking and debt has built up, not least reflecting the very low interest rates that may go hand in hand with a low-inflation regime. These challenges loom large in the current environment.

In fact, transitions may be reliably identified only ex post. Central banks, however, have no such luxury. This puts a premium on flexibility and timeliness. When faced with high risks of a transition from a low- to a high-inflation regime, the costs of falling behind the curve are likely to be high.

In considering these risks, country-specific features and circumstances are important. For structural reasons, some countries are more vulnerable than others to drifting from a low- to a high-inflation regime. The previous analysis points to several relevant features. A large weighting of salient items in the consumption basket can make increases in the inflation rate more likely to stick. Weak public finances and large currency mismatches, especially in more open economies, can make the exchange rate more sensitive to deteriorating conditions and amplify the damage a depreciation can inflict. Formal or informal wage indexation practices, and centralised bargaining, can make it easier for wage increases to recoup losses in purchasing power. Above all, a history of high inflation could increase the likelihood that inflation expectations will become unanchored, inducing broader behavioural adjustments. The actions of those in financial markets could quickly push the system beyond the point of no return. This suggests that, in economies with such features, there is a premium on a prompt monetary policy response. EMEs are more likely to fall into this category. Not surprisingly, central banks in many EMEs have responded more promptly than their AE peers to rising inflation over the past year.

Signs of low-inflation regimes being tested

A. Sectoral price spillovers have generally increased...

B. ...and sectoral price changes have become more similar

---

Graph 13

Sources: Board of Governors of the Federal Reserve System; Federal Reserve Bank of St Louis, FRED; OECD; World Bank; CEIC; Datastream; national data; BIS.
The prominent role of the history of inflation in influencing transitions highlights the importance of policy frameworks and institutions. They hold the key to the credibility of monetary policy. Credibility is essential to anchor expectations firmly and, more generally, to strengthen the resilience of the economy to inflationary shocks. In this context, central bank independence is critical. It reinforces the self-equilibrating properties of a low-inflation regime, thereby granting the central bank time to assess the situation more thoroughly. And, even more importantly, it shields the institution from political economy pressures that would delay, or even prevent, the necessary remedial policy response.

Conclusion

Understanding the nature and the mechanics of the inflation process is fundamental to the conduct of monetary policy. Looking under the hood at disaggregated price developments and at wage-price formation in depth is particularly valuable. It sheds light on how waves of broad-based inflation can arise and propagate from sector-specific relative price shocks and on the relative roles of cyclical and structural forces in determining the likelihood and intensity of wage-price spirals.

The analysis highlights major differences between low- and high-inflation regimes and hence the criticality of transitions.

A low-inflation regime has significant self-stabilising properties. What is measured as inflation is, in large part, the reflection of relative or sector-specific price changes that tend to have a transitory impact on the inflation level. In such an environment, inflation has little effect on the wage and price formation as it loses significance as a factor influencing behaviour. Central bank credibility is instrumental in hardwiring the regime and increasing its robustness.

High-inflation regimes do not have such self-stabilising properties. Inflation becomes a focal point for agents’ behaviour and wage-price formation becomes more sensitive to relative price shocks. Higher inflation, in turn, induces changes in more structural features of wage formation, such as indexation and centralised wage bargaining, which help entrench the regime. It also undermines central bank credibility, further unmooring the inflation process. The experience with the oil price shocks of the 1970s illustrates the mechanisms at work.

Because of the sensitivity of agents’ behaviour to the level of inflation, transitions are self-reinforcing and hence challenging. They are challenging for the models typically used to explain and forecast inflation, which are ill-suited to capturing such behavioural changes. And they are especially challenging for policymakers, because of endemic uncertainty and the possibility of tipping points.

The under the hood perspective sheds light on how monetary policy can best secure a low-inflation regime. The perspective underscores the importance of navigating the transitions and the associated difficulties. Transitioning back from a high-inflation regime can be very costly once it becomes entrenched. All this puts a premium on a timely and firm response. Central banks fully understand that the long-term benefits far outweigh any short-term costs. And that credibility is too precious an asset to be put at risk.
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3 For a detailed discussion, see Reis and Watson (2010).

4 See eg Eichenbaum et al (2011).

5 Hyperinflation is sometimes defined as an inflation rate exceeding 50% per month.

6 See Kiguel (1989).

7 See Benati (2008) and Kim and Lin (2012) for cross-country evidence.

8 Beginning with Taylor (2000), it has been recognised that a low-inflation environment contributes to reduced exchange rate pass-through.


10 For a thought-provoking review of how inflation expectations have become so prominent in modern macroeconomics, see Rudd (2021).

11 See Gilchrist and Zakrašek (2019).

12 See Forbes (2019).

13 See Filardo et al (2020).


15 See also Box IVA in BIS (2017), Lombardi et al (2020) and Ratner and Sim (2022).

16 See Sims (2010).

17 See Volcker (1983). The formulation of price stability used by Greenspan (1996) was similar: “That state in which expected changes in the general price level do not effectively alter business or household decisions”.

18 Plentiful evidence for this exists, especially from the 1970s and 1980s for the United States, where contracts often included automatic cost-of-living adjustments, and sometimes even promised large future wage increases, regardless of inflation outcomes. For example, a 40-month contract negotiated in May 1981 for US mine workers guaranteed average 11% annual wage increases over the life of the contract: see Taylor (1983).
High inflation also polarises the political debate, as the allocation of its costs becomes a relevant distributional issue (see also Chapter II in BIS (2021)). In that context, public policies (eg with respect to the minimum wage, or public sector wages) can often play an important role in amplifying, or short-circuiting, wage-price spirals. For example, wage moderation (achieved through consensus) was instrumental in several disinflation episodes throughout the 1980s – see Pereira da Silva and Mojon (2019).

This is most evident during hyperinflations. Paradoxically, extremely short contract lengths when inflation gets completely out of control allow hyperinflations to be brought to an abrupt end, since they contribute to lowering inflation persistence.


Note that indexation still plays an important role in the adjustment of pensions. While pensions do not directly contribute to inflation, since they do not reflect the cost of production, they contribute to demand and hence the inertia of price changes.

See eg Eichengreen and Hausmann (2010) and Carstens and Shin (2019).

Note that this is especially the case for large AEs. In smaller and more open EMEs, a stronger transmission of monetary policy through exchange rate fluctuations, and hence its direct effect on the prices of imported goods, will arguably lead to a broader inflationary response.


There are many possible reasons for this loss of traction. Low nominal interest rates can harm bank profitability and hence banks’ lending capacity. When interest rates fall towards zero, market participants would see less potential for further cuts. Persistently low rates may create disincentives to address debt overhangs, undermining efficient resource allocation and productivity as well as creating so-called zombie firms. Last but not least, the effects of real interest rates on consumption and investment could become weaker: low rates might encourage people to save more for their retirement to make up for lower expected returns and, at the margin, firms may not invest more once rates fall below hurdle rates.

See Pereira da Silva and Mojon (2019) and the references therein.

See Reis (2020).

See Carstens (2022).

This is a “hall of mirrors” effect as suggested by Morris and Shin (2002). Markets come to trust the central bank too much and the central bank, in turn, relies too much on market signals.
Graph 1.A: Annual data for AT, AU, BE, CA, CH, DE, DK, ES, FI, FR, GB, IT, JP, NL, NO, NZ, PT, SE and US.

Graph 1.B: Belligerents = DE, FR, GB, IT, JP and US; Non-belligerents = CH, ES, PT and SE.

Graph 2: For each country, the variance of aggregate 12-month inflation, measured by the weighted average of 12-month log-difference of underlying sectoral prices, is decomposed into the portion attributable to the variance of 12-month log-difference of sectoral prices and the portion attributable to the covariance of 12-month log-differences of sectoral prices between sectors. The weights are given by a geometric average of sectoral expenditure shares in month $t-12$ and month $t$. The red line shows the proportion of total 12-month price-change variance in each five-year rolling window due to the common inflation component. The common inflation component is defined as the first principal component of 12-month log changes of sectoral price indices underlying the US PCE deflator.

Graph 3.B: Estimated on panel data with country fixed effects using local projections. Oil supply shocks as identified in Baumeister and Hamilton (2019), downloaded on 14 March 2022. The sample covers AT, AU, BE, BR, CA, CH, CL, CN, CO, CZ, DE, DK, ES, FI, FR, GB, HK, HU, ID, IL, IN, IT, JP, KR, MX, MY, NL, NO, NZ, PL, PT, RU, SE, SG, TR, US and ZA during the period Feb 1975–Feb 2021. High (low) inflation regime corresponds to five-year inflation moving average above (below) 5%.

Graph 3.C: Based on an exchange-rate pass-through equation estimated on panel data, in which the (annualised) log-difference of each country’s CPI between months $t-1$ and month $t+2$ is regressed on the log-difference of the country’s bilateral USD exchange rate between month $t-1$ and month $t$ and the interaction of the exchange rate log return with trend CPI inflation in month $t-1$, where trend inflation is measured by the trailing 60-month average of the 12-month log-difference of the CPI. The panel specification also includes lags from 1 to 11 of the (annualised) monthly log-difference of the CPI, as well as country and time fixed effects. The sample covers AT, BE, BR, CA, CH, CL, CN, CO, CZ, DE, DK, ES, FI, FR, GB, HK, HU, ID, IE, IL, IN, IT, JP, KR, MX, MY, NL, NO, PE, PL, PT, RO, RU, SE, SG, TR and ZA over Mar 1973–Dec 2019.


Graph 5.A: Details on the construction of the index can be found in the OECD/AIAS ICTWSS database codebook, available at www.oecd.org/employment/ictwss-database.htm.

Graph 5.C: Based on a wage equation, estimated on panel data, in which nominal wage growth is regressed on past inflation, the unemployment gap and productivity growth, as well as on their interaction with a measure of workers’ bargaining power. This measure is constructed as the first principal component of three OECD indicators of labour market institutions: union coverage, union density and employment protection legislation (Lombardi et al (2020)). The panel covers AU, BE, CA, DE, DK, ES, FR, GB, IE, IT, JP, NL, SE and US.

Graph 6.A-B: Similarity index based on Mink et al (2007), modified by adding 1 so that it lies in the range between 0 and 1, with higher numbers indicating great similarity of price changes at each point in time. The reference 12-month log price change is the unweighted cross-sectional median. 12-month headline inflation is shown on a logarithmic scale.

Graph 6.A: The sample covers AT, BE, CA, CH, DE, DK, ES, FI, FR, GB, IE, IT, JP, NL, NO, PT, SE and US over Jan 1959–Apr 2022 (subject to data availability).


Graph 7.A: A high-inflation regime is defined as the periods in which the eight-quarter moving median of past core inflation is above 5%. Quarterly estimates are based on a wage equation, in which inflation at time \( t+4 \) is regressed on nominal wage growth, its interaction with the high-inflation regime dummy, the unemployment gap and productivity growth at time \( t \), as well as on country and time fixed effects. The panel includes AU, BE, CA, DE, DK, ES, FR, GB, IE, IT, JP, NL, SE and US.

Graph 7.B-C: Based on a VAR model of the US economy with three lags, featuring (in this order) PCE and PPI inflation, industrial production growth, employment growth, wage growth, the two-year Treasury yield, the Moody’s Baa-Aaa corporate bond credit spread and growth in WTI oil prices. Shocks to nominal wage growth are obtained using a Cholesky decomposition based on the ordering above.

Graph 8: Based on quarterly data for AU, BE, CA, DE, DK, ES, FR, GB, IE, IT, JP, NL, SE and US.

Graph 8.A: Quarterly estimates are based on a wage equation, in which nominal wage growth at time \( t+4 \) is regressed on inflation, its interaction with the high-inflation regime dummy, the unemployment gap and productivity growth at time \( t \), as well as country and time fixed effects.
Graph 9: Based on a panel cointegrating model of nominal wages and consumer prices for a set of advanced economies. The model is non-linear in that it separates the effect of positive and negative deviations from the cointegrating relationship. In addition to the error correction term, and price and wage inflation, the short-run equations also include the unemployment gap, labour productivity growth as well as on country and time fixed effects. The panel includes AU, BE, CA, DE, DK, ES, FR, GB, IE, IT, JP, NL, SE and US over Q1 1968–Q4 2021 (subject to data availability).

Graph 10.A: Based on unbalanced panel regressions with country fixed effects. The control variables include inflation, the change in the exchange rate (in logs), real GDP growth, the change in the oil price denominated in local currency (in logs), US policy interest rate and US equity return volatility. The sample covers BR, CL, CN, CO, HK, HU, ID, IL, IN, KR, MX, PE, PH, PL, RO, RU, TH, TR and ZA over 1991–2019, using annual data.

Graph 10.B: Based on unbalanced panel quantile regressions with country fixed effects. To compute the distributions, all other variables are set to their means. The control variables include real GDP growth, inflation, the change in the exchange rate (in logs) and the change in the oil price denominated in local currency (in logs). See Banerjee et al (2020) for details on the methodology. AEs: AT, AU, BE, CA, CH, DE, DK, ES, FI, FR, GB, GR, IE, IT, JP, NL, NO, NZ, PT, SE and US. EMDEs: BO, BR, CL, CN, CO, DO, GH, HK, HN, HT, HU, ID, IL, IN, KR, MX, NI, PE, PH, PL, RO, RU, TH, TR, UY and ZA. The low/high debt classification is defined based on the sample median. The sample covers 1960–2019, using annual data.

Graph 10.C: Based on unbalanced panel quantile regressions with country fixed effects. The control variables include real GDP growth, current inflation, the change in the exchange rate (in logs) and the change in the oil price denominated in local currency (in logs). See Banerjee et al (2020) for details on the methodology. EMDEs includes BO, BR, CL, CN, CO, DO, GH, HK, HN, HT, HU, ID, IL, IN, KR, MX, NI, PE, PH, PL, RO, RU, TH, TR, UY and ZA. The sample covers 1960–2019, using annual data.


Graph 12: The common inflation component is defined as the first principal component of monthly log changes of 131 sectoral price indices underlying the US PCE deflator. The idiosyncratic component of sectoral log price changes corresponds to the residuals from the regression of monthly sector-specific log price changes on the common inflation component. The high-frequency monetary policy surprises are constructed using the methodology developed by Miranda-Agrippino and Ricco (2021). Impulse responses are estimated using local projections; see Borio et al (2021) for details. The sample covers Jul 1992–Dec 2018 (subject to data availability).

Graph 13.B: Similarity index based on Mink et al (2007); see the note to Graph 6.A-B.

Graph A3: Based on a VAR model with three lags, estimated over the sample May 2004–Dec 2019.
Graph C1.A: 2021 for GDP per capita and 2022 (or latest) for the weight of food and energy. The sample covers AT, AU, BE, BG, BR, CH, CL, CO, CY, CZ, DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IN, IS, IT, JP, KR, LT, LU, LV, MK, MT, MX, NL, NO, NZ, PE, PH, PL, PT, RO, RS, SE, SG, SI, SK, TR and US.
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