II. Monetary policy frameworks in EMEs: inflation targeting, the exchange rate and financial stability

Key takeaways

• Inflation targeting frameworks in emerging market economies (EMEs) have generally been successful. These frameworks have been combined with varying degrees of FX intervention, together with the active use of macroprudential tools.

• This approach reflects EMEs’ response to capital flow and associated exchange rate volatility as policymakers seek to design and implement a monetary policy framework for both price and financial stability.

• In this way, practice has moved ahead of theory, much as it did when inflation targeting was adopted in the early 1990s by some advanced economies.

After high inflation and crises in the 1990s, many emerging market economies (EMEs) adopted inflation targeting as their monetary policy framework, catching up with the trend set by advanced economies. The transition has been supported by policies to strengthen economic fundamentals, notably reforms to overcome fiscal dominance, to bolster banking system soundness and to develop domestic financial markets. This regime change has coincided with a widespread reduction of inflation to lower and more stable levels, smoother growth and more stable financial systems.

These achievements have helped EMEs to better integrate themselves into the global financial system and to reap the benefits of financial globalisation. But integration has brought new challenges. EMEs have been exposed to large swings in capital flows and exchange rates, increasingly so since the Great Financial Crisis (GFC) of 2007–09. Near zero policy rates and large-scale asset purchases in the major advanced economies have gone hand in hand with strong capital inflows and exchange rate appreciation in EMEs. In the wake of steps towards monetary policy normalisation by some major advanced economy central banks, phases of significant inflows have alternated with phases of strong capital outflows, reflecting risk-on and risk-off swings in global market sentiment.

To cope with these challenges, most EME inflation targeters have pursued a controlled floating exchange rate regime, using FX intervention to deal with the challenges from excessive capital flow and associated exchange rate volatility. This contrasts with standard textbook prescriptions for inflation targeters, which advocate free floating without recourse to FX intervention. Moreover, in part due to the transmission of easy global financial conditions to domestic financial cycles, policymakers have added macroprudential and, in some cases, capital flow management measures to their monetary policy toolkit. In this light, the practices of EME inflation targeters have moved ahead of theory – as was seen in the advanced open economies when they initially adopted inflation targeting in the early 1990s.

This chapter reviews the challenges that capital flows and the associated exchange rate fluctuations have raised for EME monetary policy frameworks. The first section outlines how EME monetary policy frameworks have evolved over the past two decades. The second discusses how capital flows and exchange rates affect
EMEs. The third section looks at how EME monetary policy frameworks have adjusted to cope with these challenges, especially through FX intervention, and at the role of complementary tools, notably macroprudential measures. The chapter concludes by exploring some implications for the design of EMEs’ monetary policy frameworks and of their wider macro-financial stability frameworks.

EME monetary policy frameworks: state of play

Over the past two decades, EME monetary policy frameworks have increasingly focused on maintaining domestic price stability (Graph II.1, left-hand panel). The number of major EME central banks operating an explicit inflation targeting regime has increased considerably, while the number using an explicit exchange rate anchor has declined. Inflation targeting is now the most common framework in major EMEs, catching up with the prevailing practice in advanced economies (black line). This evolution accords with the consensus in the mainstream open economy literature, which has coalesced around the superiority of a monetary policy framework that focuses on domestic inflation while keeping the exchange rate flexible.

That said, EME inflation targeters have put significant weight on exchange rate considerations, as reflected in the more than sevenfold increase in their foreign exchange reserves over the past two decades, to about $2.6 trillion (Graph II.1, centre panel). In relation to GDP, the reserves of inflation targeting EMEs are more than three times larger than those of their advanced economy peers. In building up these buffers, mainly after the currency crises of the 1990s, EMEs have sought to self-insure
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**Monetary policy regimes**

<table>
<thead>
<tr>
<th>Per cent</th>
<th>USD trn</th>
<th>Number of measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation targeting</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>FX anchor</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>Other</td>
<td>60</td>
<td>15</td>
</tr>
<tr>
<td>Inflation targeting</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>Other</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

against the risk of sudden outflows and large devaluations. At the same time, changes in FX reserves have often tended to correlate positively with the value of the countries’ currencies, suggesting that they have been absorbing exchange rate pressures.\(^5\)

In addition, EME inflation targeters have resorted to macroprudential measures in order to address financial stability objectives (Graph II.1, right-hand panel). In using such tools, which include reserve requirements, loan-to-value caps and countercyclical capital buffers, they have been considerably more assiduous over the past two decades than inflation targeting advanced economies. While the design and governance structure of macroprudential frameworks varies considerably between countries, many of these tools are at the disposal of the central bank, or the central bank is part of the decision-making process, eg as a member of a financial stability council or committee. Macroprudential tools can thus be considered as part of the wider macro-financial stability framework in which the central bank plays a key role.

So far, the combination of inflation targeting with FX intervention, complemented by macroprudential policies, has produced favourable macroeconomic outcomes. Inflation rates have fallen (Graph II.2, left-hand panel), notwithstanding some significant differences across countries (Appendix Graph II.1). At the same time, output growth has been relatively solid and stable (centre panel). Specifically, the growth rebound after the GFC was stronger than in advanced economies, not least as EMEs did not experience a financial crisis. However, many EMEs have seen rapid credit growth (right-hand panel), reflecting at least in part the very accommodative financial conditions prevailing globally, and potentially raising risks for financial stability.

### Challenges from capital flow and exchange rate swings

The nature of EME inflation targeting frameworks reflects to a significant extent the challenges posed by large swings in capital flows and exchange rates. Over the past

---

**Inflation, growth and credit in inflation targeting economies**

**Year-on-year changes, in per cent**

**Graph II.2**

The panels show median values with interquartile ranges.

1 BR, CL, CO, CZ, HU, ID, IN, KR, MX, PE, PH, PL, RU, TH, TR and ZA.
2 AU, CA, GB, NO, NZ and SE.
3 Total credit to the non-financial sectors, deflated by consumer price indices.

Sources: National data; BIS total credit statistics; BIS calculations.
two decades, EMEs have integrated themselves more closely into the global financial system, dismantling barriers to free movements of capital. As a result, capital inflows increased significantly after the mid-2000s, particularly in the wake of the GFC, although they have slowed markedly since 2013. These fluctuations were driven largely by cross-border credit flows, primarily bank loans before the GFC and increasingly securities thereafter. The flows, in turn, reflected global financial conditions. For instance, they first surged after the GFC when short- and long-term interest rates in major advanced economies fell to unprecedentedly low levels and then slowed in the wake of the gradual withdrawal of US monetary accommodation.

The evolution of capital flows over the past two decades has gone hand in hand with major swings in EME exchange rates, visible in large and persistent movements around their long-run trends (Graph II.3, left-hand panel). Sizeable inflows during the second half of the first decade of the 2000s and in the wake of the GFC coincided with persistent appreciations relative to trend, while the slowdown in inflows since 2013 has proceeded alongside persistent depreciations. At the same time, EME currencies have experienced larger spikes in exchange rate volatility around periods of financial stress that emanated from the advanced economies (Graph II.3, right-hand panel). This has occurred on several occasions over the past two decades, especially since the GFC, reflecting the vulnerability of EMEs to alternating risk-on/risk-off sentiment in global financial markets.

Capital flows and associated exchange rate fluctuations affect macroeconomic and financial stability in EMEs through three main channels: (i) exchange rate pass-through to inflation; (ii) export competitiveness; and (iii) domestic financial conditions. The impact is more significant in EMEs than in advanced economies owing to their economic and financial structures.
Exchange rate pass-through to inflation

Exchange rate swings directly impact domestic inflation through their effect on import prices. This effect is generally larger in EMEs than in advanced economies due to the larger share of tradable goods, in particular food, in the consumption baskets, owing to lower income levels.\(^9\)

The propagation of exchange rate changes to non-tradable prices and inflation more generally depends on the characteristics of the domestic inflation process. Here the strength of second-round effects through wages is key. The extent of such second-round effects depends in particular on how well inflation expectations are anchored. The anchoring of inflation expectations is, in turn, influenced by the credibility of the monetary policy framework, which also hinges on its ability to mitigate destabilising exchange rate swings.\(^10\)

Exchange rate pass-through to inflation in inflation targeting EMEs has on average come down over the past two decades (Graph II.4, left-hand panel). While a sustained 1% depreciation pushed up inflation by 0.6 percentage points in the early 2000s, the long-run effect was just 0.3 percentage points more recently. Yet the effect remains, on average, larger than in inflation targeting advanced economies. The uptick in pass-through over the past few years reflects the impact of large depreciations in a few countries, notably Russia and Turkey (centre panel).

The aggregate evolution of the pass-through conceals important regional differences. In particular, it is lower in Asia than elsewhere (Graph II.4, right-hand panel). Estimates using data over the last six years reveal that a sustained 1% currency
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Exchange rates have a larger impact on inflation in EMEs

In inflation targeting economies
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EMEs = BR, CL, CO, CZ, HU, ID, IN, KR, MX, PE, PH, PL, RU, TH, TR and ZA; AEs = AU, CA, GB, NO, NZ and SE.

1 Coefficients are six-year rolling window long-run multipliers from the equation: \(Inflation_t = \alpha + \beta_t + \delta Inflation_{t-1} + \sum \gamma_i ANEER_{i,t} + \phi Output_{p,t} + \epsilon_t\). Sample starts in Q1 1995. For details, see M Jašová, R Moessner and E Takáts, “Exchange rate pass-through: what has changed since the crisis?”, International Journal of Central Banking, forthcoming, 2019. Also published as BIS Working Papers, no 583. 2 The ranges indicate the 90% confidence intervals. 3 Cumulative changes between end-2018 and end-2013 based on nominal effective exchange rates and headline CPI. A positive value in the nominal effective exchange rate indicates appreciation of the domestic currency. 4 As of Q4 2018. 5 BR, CL, CO, MX, PE, RU, TR and ZA.

Sources: Datastream; national data; BIS calculations.
depreciation leads to a long-run increase in the inflation rate by 0.2 percentage points in Asian inflation targeting EMEs, still more than double the pass-through estimates for their advanced economy peers. In other inflation targeting EMEs, the same depreciation raises inflation by 0.35 percentage points.

These differences are in part linked to the strength of second-round effects (Graph II.4, right-hand panel). Specifically, inflation persistence, i.e. the influence of past inflation on current inflation – a rough indicator of the intensity of second-round effects – is relatively low in inflation targeting emerging Asia, even lower than in advanced economies. By contrast, it is considerably higher in other inflation targeting EMEs.

To sum up, exchange rate pass-through in inflation targeting EMEs is lower today than in the past, no doubt in part reflecting better anchored inflation expectations and the more credible anti-inflation credentials of their frameworks. Yet, in many EMEs, inflation dynamics are still less well anchored than in advanced economies. In those cases, price stability remains more vulnerable to large currency depreciations.

**Exchange rates and export volumes**

Exchange rate swings also affect trade and aggregate demand. Many EMEs are highly export-dependent, which amplifies the potential relevance of this channel. From the perspective of the conventional trade channel, a depreciation of the currency improves the exporters’ international competitiveness. As a result, exports rise, boosting output, possibly above potential, a level that would create inflationary pressures on top of those from exchange rate pass-through.

The conventional trade channel rests on the assumption that export prices adjust in response to a change in the country’s exchange rate. Over short horizons, however, this may not be the case. This is particularly so in EMEs because their trade is almost entirely invoiced in foreign currency, primarily in US dollars (Graph II.5, left-hand panel). If the invoice price is sticky in US dollar terms, swings in a country’s exchange rate against the US dollar would impact imports, but would in the short term have little effect on export competitiveness. Instead, export volumes would be affected by changes in import demand from other countries. Thus, a broad-based depreciation of currencies against the US dollar could even reduce EME export volumes, as demand would contract.

That said, exchange rate swings would still have macroeconomic effects by influencing export firms’ profits and, through this channel, employment and investment. If export prices are fixed in US dollar terms, a depreciation of the currency would increase the value of exports in domestic currency, boosting firms’ profits. This channel is likely to be more pronounced in EMEs, as scope for hedging exchange rate risk through financial derivatives is much more limited. This is illustrated by the much smaller FX derivatives markets in EME currencies, as compared with those of inflation targeting advanced economies (Graph II.5, centre panel). As a consequence, EME exporters tend to be largely unhedged against currency fluctuations.

Widespread US dollar trade invoicing underpins the dominance of the US dollar in global trade financing. This, in turn, may influence the effect of exchange rate swings on EME exports in the same direction as that of sticky prices in dollar terms. The role of trade finance has increased as global value chains (GVCs) have lengthened, requiring greater resources to finance them. A stronger US dollar pushes up the value of trade credit in local currency terms, often in parallel with a general tightening of financial conditions in EMEs. This financial dimension weakens the expansionary effect of a currency depreciation on a country’s export volumes.
In the extreme, currency depreciation could even have a contractionary effect on exports in the short run if GVCs are curtailed due to tighter credit conditions.  

To summarise, the US dollar’s dominance in trade invoicing and trade financing weakens the impact of exchange rate changes on export volumes, at least in the short term. Instead, phases of broad US dollar strength would coincide with a broad-based weakness in global trade. This conclusion is consistent with the strong negative correlation between the broad US dollar exchange rate and global export volumes (Graph II.5, right-hand panel).

Capital flows and domestic financial conditions

Capital flows and associated exchange rate fluctuations influence macroeconomic and financial stability in EMEs through domestic financial conditions. Capital flows exert a direct quantity effect on credit and asset markets. In addition, asset prices can move substantially even without significant transactions and, conversely, quantities may change and affect asset prices and the exchange rate without involving capital flows. Reflecting such tight links and the associated global arbitrage, asset returns and the yields of bonds denominated in the respective EME currencies have moved closely together with those in advanced economies, despite at times divergent macroeconomic conditions.

Two structural features make EMEs especially vulnerable. First, EME borrowers rely heavily on foreign currency borrowing, often unhedged. Second, foreign investors have large holdings of EME assets, particularly bonds, on a similar basis.
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1 Simple averages across the countries within each region; based on 15 inflation targeting economies with available data. LatAm = Latin America; CEE = central and eastern Europe.  
2 Volume is defined as the gross value of all new deals entered into during a given period, and is measured in terms of the nominal or notional amount of the contracts; based on the Triennial Central Bank Survey of Foreign Exchange and OTC Derivatives Markets in April 2016. For CLP, COP, CZK, IDR, PEN, PHP and THB, turnover may be underestimated due to incomplete reporting of offshore trading.  
3 Over-the-counter (excluding spot transactions) and exchange-traded foreign exchange derivatives adjusted for inter-dealer double-counting within and across economies.  
4 Federal Reserve Board trade-weighted nominal dollar index, broad group of major US trading partners, based only on trade in goods. An increase indicates appreciation of the US dollar.

Sources: G Gopinath, “The international price system”, in proceedings of the Federal Reserve Bank of Kansas City Jackson Hole symposium, August 2015; Board of Governors of the Federal Reserve System; IMF, World Economic Outlook; World Trade Organization; Datastream; national data; BIS derivatives statistics; BIS calculations.
This means that the exchange rate can amplify the impact of capital flows via the so-called financial channel of the exchange rate.

The strong expansion of EMEs’ foreign currency debt over the past decade or so makes the financial channel of the exchange rate especially relevant (Graph II.6, left-hand panel). Since 2005, the FX debt of major inflation targeting EMEs has almost tripled, to more than $2 trillion or more than 16% of GDP (up from less than 12% in 2005), mainly driven by corporate sector borrowing in US dollars. The incidence of foreign currency borrowing is smaller in Asian EMEs, where it stood at around 10% of GDP in 2018, compared with more than 20% in other EMEs.

Borrowers incur currency mismatches whenever the foreign currency debt is left unhedged by means of FX revenues and assets or derivatives. While widespread US dollar invoicing in trade means that foreign currency debt servicing costs are often matched by export revenues, the private sector’s stock of foreign currency debt is, in many EMEs, much larger than that of foreign assets. In addition, and as mentioned above, scope for hedging often remains limited. This suggests that currency mismatches are widespread, more so than in advanced economies. As a result, an appreciation, say, of the domestic currency against the funding currency would reduce debt servicing costs and debt burdens, lowering EME borrowers’ credit risk, attracting more capital inflows and loosening financial conditions. These mechanisms work in reverse when the currency depreciates, and are then potentially amplified through the higher foreign currency debt burdens accumulated in the appreciation phase.
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Foreign currency debt and foreign ownership raise vulnerabilities in EMEs

**In inflation targeting economies**
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<table>
<thead>
<tr>
<th>Foreign currency debt</th>
<th>Foreign ownership in local currency sovereign bond markets</th>
<th>Assets of institutional investors</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of GDP</td>
<td>USD trn</td>
<td>% of total</td>
</tr>
<tr>
<td>20%</td>
<td>1.8</td>
<td>24</td>
</tr>
<tr>
<td>15%</td>
<td>1.2</td>
<td>16</td>
</tr>
<tr>
<td>10%</td>
<td>0.6</td>
<td>8</td>
</tr>
<tr>
<td>5%</td>
<td>0.0</td>
<td>0</td>
</tr>
</tbody>
</table>
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**EMEs = BR, CL, CO, CZ, HU, ID, IN, KR, MX, PE, PH, PL, RU, TH, TR and ZA.**

1 Cross-border and local bank loans extended by LBS-reporting banks to EME non-bank borrowers and international debt securities issued by non-banks residing in EMEs. Non-banks comprise non-bank financial entities, non-financial corporations, governments, households and international organisations. 2 Simple averages, excluding CL, CZ, IN, PH and RU due to data availability. 3 Sum of assets of insurance corporations, pension funds and other financial intermediaries. Financial assets when available, otherwise total assets; 2017 data.

Sources: Financial Stability Board, Global Monitoring Report on Non-Bank Financial Intermediation 2018; International Institute of Finance; IMF, World Economic Outlook; Datastream; Dealogic; Euroclear; Refinitiv; Xtrakter Ltd; national data; BIS locational banking statistics (LBS); BIS calculations.
Just as for borrowers, the strong expansion of foreign investment in local currency securities heightens the relevance of the financial channel of the exchange rate. Foreign investors often hold a large share of EME local currency debt securities. Specifically, in the group of EME inflation targeters, non-residents held, on average, an estimated 26% of local currency sovereign bonds in 2018, up from 11% in 2005 (Graph II.6, centre panel). Here too, emerging Asian inflation targeters are somewhat less exposed. To be sure, local currency securities markets are more developed in EMEs compared with the times when they could only borrow in foreign currency (“original sin”). Even so, the development has not eliminated the vulnerability entirely, not least as EME bond markets have a less developed base of domestic institutional investors (Graph II.6, right-hand panel).21

Investors incur currency mismatches whenever they do not hedge the corresponding local currency exposures. In this case, a currency appreciation, say, increases the value of local currency assets in foreign investors’ home currency terms, relaxing their value-at-risk constraints. This encourages further investment, pushing down bond yields by compressing the credit risk premium. The same mechanism plays out in reverse when the exchange rate depreciates.22 This mechanism is one reason why EME sovereign spreads move inversely with the exchange rate (Graph II.7, left-hand panel). Indeed, formal empirical analysis for a group of major EMEs finds that exchange rate appreciation leads to lower local currency bond spreads in EMEs, and that this reduction turns out to be driven by lower credit risk premia. This is consistent with the financial channel at work, operating through the risk-taking of global investors (right-hand panel).

Over longer horizons, the impact of capital flow and associated exchange rate swings is greater still. This is because external borrowing, be it through banks or...
capital markets, interacts with domestic borrowing. There is ample evidence that external borrowing increases relative to domestic borrowing during credit booms, and that strong credit expansion coupled with strong exchange rate appreciation has preceded financial crises. This way, capital flows, exchange rate swings and domestic financial cycles reinforce each other.

**Capital flows, exchange rates and monetary policy in EMEs**

The specific ways in which capital flows and associated exchange rate swings affect EMEs give rise to a number of important challenges and trade-offs for monetary policy.

First, while exchange rate pass-through has declined, the inflationary consequences of exchange rate swings have not been vanquished. In many EMEs, exchange rate pass-through to inflation remains significant, although its decline over time is no doubt in part a consequence of central banks’ success in containing inflation in the first place. Large swings in the exchange rate, and especially large depreciations, still have the potential to de-anchor inflation.

Second, the effects of global financial conditions transmitted through capital flows tend to weaken the transmission of monetary policy, reducing the central bank’s ability to steer the economy through adjustments of its policy rate. If domestic capital market rates and asset prices are tied to swings in global markets, this weakens the effect of changes in domestic monetary policy. The strength of these effects depends in part on the economy’s financial structure, such as the relevance of long-term rates relative to short-term rates in credit markets, as bank short-term rates tend to be more closely related to the domestic policy rate.

The financial channel of the exchange rate adds to this effect. Under the conventional trade channel, the exchange rate would reinforce monetary transmission. A monetary policy tightening would lead to exchange rate appreciation, lowering inflation through exchange rate pass-through and dampening output through its effect on net exports. But the output effects of the financial channel work in the opposite direction. An appreciation of the exchange rate would tend to ease domestic financial conditions, counteracting the tightening effects of higher policy rates. Thus, the stronger the financial channel is relative to the trade channel, the weaker is monetary transmission through aggregate demand.

Third, the potential weakening of the classical trade channel through US dollar trade invoicing and financing, as well as the significance of capital flows and associated exchange rate swings in shaping domestic financial conditions, may worsen the short-term trade-off between inflation and output stability. A capital outflow accompanied by a depreciation of the domestic currency would push up inflation through exchange rate pass-through, but might have little effect on domestic output through traditional trade channels, at least in the near term. At the same time, domestic financial conditions would tighten, exerting a contractionary effect on the domestic economy. As a result, the central bank may face the combination of rising inflation and a weak economy. The opposite dilemma would emerge when capital flows in and the exchange rate appreciates.

Fourth, the effects of capital flows and concomitant exchange rate fluctuations may give rise to an intertemporal trade-off between stabilising inflation today and the risk of instability tomorrow. This trade-off is best described in the context of persistent capital inflows coupled with an appreciating currency. The appreciation would dampen inflation while loose financial conditions could fuel a domestic financial boom, boosting both credit expansion and increases in asset prices, not least those of real estate, and hence economic activity. However, the corresponding
build-up of vulnerabilities, notably through debt accumulation, could result in future economic weakness, a currency depreciation and a probable rise in inflation once the boom turns to bust. That way, lower inflation and stronger economic activity in the short run can give way to higher inflation and depressed activity in the longer run.

Inflation targeting EMEs have met these challenges and trade-offs by augmenting interest rate policy with FX intervention and, in some cases, balance sheet policies in domestic assets. Moreover, macroprudential policies, often with the involvement or even under the lead of the central bank, have complemented monetary policy frameworks.

**FX intervention**

Intervention in foreign exchange markets can be used to build buffers against future sudden outflows and depreciations, as well as to lean against the domestic consequences of capital flow and exchange rate fluctuations.\(^{26}\) Intervention strategies, tactics and instruments have varied considerably over time and across countries (Box II.A). The most common form remains intervention in spot markets.

Whether such FX intervention, unaccompanied by policy rate changes, can affect exchange rates at all has long been questioned.\(^{27}\) But recent theoretical contributions have shown it can be effective under realistic assumptions about the functioning of financial markets.\(^{28}\) Empirical evidence is consistent with these results. For instance, Graph II.8 (right-hand panel) reports evidence from a quarterly panel of EMEs. FX purchases depreciate the currency in a way that is statistically and economically significant.\(^{29}\) Quantitatively, the effect is very similar to the appreciating effect of a capital inflow of the same size, suggesting that FX intervention can counterbalance the effects of capital flows on the exchange rate.
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*FX intervention enhances resilience in EMEs*

Graph II.8

<table>
<thead>
<tr>
<th>FX reserves cushion the impact of major shocks(^1)</th>
<th>Stabilising effects of FX intervention(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="FX reserves cushion the impact of major shocks" /></td>
<td><img src="image2.png" alt="Stabilising effects of FX intervention" /></td>
</tr>
</tbody>
</table>

\(^1\) Based on 21 EMEs. \(^2\) Coefficients from a panel regression analysis for 20 EMEs from 2000 to 2017. The dependent variable is the percentage change in the bilateral exchange rate against the US dollar (increase denotes an appreciation) and the change in the ratio of domestic credit to GDP, respectively. The regressors are the accumulation of FX reserves as well as net capital inflows, respectively, as a ratio to GDP. The control variables comprise the lagged dependent variable, the short-term interest rate spread against the United States, the log change in the VIX, the log change in the CRB commodity price index and country fixed effects.

Sources: IMF, *International Financial Statistics* and *World Economic Outlook*; Bloomberg; Datastream; national data; BIS calculations.
FX intervention helps tackle the challenges from exchange rate swings in two main ways. First, through its effect on the exchange rate, it can directly counteract exchange rate swings that would have undesired effects on the inflation rate and on the economy. In doing so, it takes some of the burden off interest rate policy, adding a degree of freedom.

Second, the accumulation of reserves has quasi-macroprudential features. For one, it provides self-insurance against potential large future devaluations, thereby serving as an integral part of a country’s financial safety net. Indeed, there are indications that FX reserve buffers helped mitigate the impact of recent episodes of global financial stress on EME exchange rates. For instance, in the wake of the taper tantrum, between 2013 and 2015, EMEs with larger reserve buffers experienced smaller currency depreciations (Graph II.8, left-hand panel).30 For this purpose, the reserve accumulation itself does not even need to influence the exchange rate. In fact, when building up reserves with this objective in mind, central banks often seek to have as little impact as possible on the external value of the currency.

In addition, FX intervention can counteract the impact of exchange rate swings on domestic financial conditions. Working through the financial channel of the exchange rate, FX intervention can break the mutually reinforcing feedback loop between exchange rate appreciation and capital inflows that fuels domestic credit creation. In addition, the sterilisation leg of an FX intervention may help mute domestic credit expansion, to the extent that banks cannot rebalance their asset portfolios so that the sterilisation instruments on their balance sheets “crowd out” other lending.31 In line with these notions, evidence across major EMEs suggests that FX purchases, in addition to slowing exchange rate appreciation, also dampen domestic credit expansion in a way that quantitatively matches the expansionary impact coming from capital inflows (Graph II.8, right-hand panel).32 In other words, FX reserve buffers do not just help to “clean up the mess”, once capital flows reverse and stress arises, but their accumulation also “leans” against the build-up of financial imbalances in the first place, reducing the risk, or at least the amplitude, of a possible reversal.

However, central banks also face difficult trade-offs in the use of FX intervention. The fiscal cost of carrying reserves can be considerable. This is especially true when interest rates are very low in reserve currencies, and for countries with high domestic interest rates. Moreover, to the extent that FX intervention reduces exchange rate volatility and possibly even the sense of two-way risk, it may induce further carry trades. And in the longer run, it may encourage currency mismatches, raising the relevance of the financial channel and making economies more vulnerable.33 How far precautionary reserves are accumulated and intervention is used as a stabilisation tool will depend on a cost-benefit analysis, which will vary across countries and over time.

Thus, while FX reserves are an important element of countries’ financial safety net, they are quite costly and, also for that reason, will always be limited. In times of large stock adjustments by global investors, outsize capital outflows can overstretch the central bank’s FX reserve buffer. In order to mitigate this risk, sound policy frameworks and FX reserve buffers need to be complemented by regional arrangements for financial assistance, such as FX swap lines, and adequate global lending facilities at the IMF.

In addition to intervening in the FX market, EME central banks may also address capital flow and associated exchange rate volatility by using their balance sheet for operations in domestic rather than foreign currency assets. One such policy, implemented by several EME central banks, is to offer foreign exchange protection to investors without affecting the level of international reserves (Box II.A). This is achieved by auctioning non-deliverable forwards (NDFs) that settle in domestic currency. The central bank has a natural hedge for this derivative exposure,
FX intervention in EMEs: instruments and tactics

Although spot market interventions remain the most common instrument, the EME FX intervention toolkit has continued to expand. In particular, derivatives are gaining ground (Table A), as they are becoming the most liquid segment of the FX market, and play an increasingly important role in determining prices, even for the spot exchange rate. Two other reasons may be relevant. First is the growing importance of financial stability considerations. With rising FX debt levels and increased foreign asset holdings, the vulnerability to large FX moves has increased. By providing market participants with instruments to self-insure, derivatives may be better suited to mitigating these tail risks. Second, operating in derivatives settled in local currency reduces the risk of having to report unwelcome changes in FX reserves, which might trigger undesirable market dynamics.

Two other reasons may be relevant. First is the growing importance of financial stability considerations. With rising FX debt levels and increased foreign asset holdings, the vulnerability to large FX moves has increased. By providing market participants with instruments to self-insure, derivatives may be better suited to mitigating these tail risks. Second, operating in derivatives settled in local currency reduces the risk of having to report unwelcome changes in FX reserves, which might trigger undesirable market dynamics.

Table A

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Mechanism</th>
<th>Effects</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>FX spot transaction</td>
<td>Central bank buys or sells FX spot</td>
<td>Provide hedge for FX exposure</td>
<td>Yes</td>
</tr>
<tr>
<td>FX swap or FX repo</td>
<td>Central bank sells (buys) FX spot, and purchases (sells) FX forward</td>
<td>Yes, against market risk, or FX maturity mismatch</td>
<td>Possibly</td>
</tr>
<tr>
<td>FX forwards (including NDFs, settled in local currency), FX index certificate</td>
<td>Central bank pays/receives domestic currency related to change in FX value</td>
<td>Domestic currency payment offsetting FX valuation losses</td>
<td>Possibly, if FX demand declines</td>
</tr>
<tr>
<td>FX options</td>
<td>Central bank sells (buys) put (call) options to buy (sell) FX reserves if exchange rate appreciation (depreciation) exceeds threshold</td>
<td>Yes</td>
<td>No. Withdraws FX when foreign currency is under depreciation trend</td>
</tr>
</tbody>
</table>

1 In Brazil, this is known as an FX swap.


With regard to timing, central banks generally intervene reactively, once the initial bout of market pressure has subsided. This lets them maximise the effectiveness of intervention, instead of falling victim to market forces and depleting reserves significantly without having much impact. Such an approach can also be more flexible. For example, if the pressure on the currency reflects proxy hedging, it is more likely to be self-correcting and may not warrant intervention.

A comprehensive understanding of the functioning of global FX markets is especially valuable. It helps underpin central banks’ decision-making on the best timing and place to intervene. For example, if the objective is to influence the exchange rate, operating in locations where and time zones when market liquidity is thin would enhance the impact. On the other hand, if the objective is to adjust the stock of reserves with minimal impact on the exchange rate, intervening in highly liquid markets and during hours when there is a large turnover would be desirable.

Discretionary interventions are the norm in EMEs, and very few central banks have experimented successfully with formal rules-based interventions. Discretion allows central banks to intervene flexibly, limit detection risk, and
maximise effectiveness on account of the surprise factor. It also makes it harder for market participants to trade against the central bank, as in the case of precommitted intervention rules.

On communication and transparency, there is a marked difference across regions. Central banks in Latin America have typically opted for more transparency, both in terms of preannouncing their interventions and providing more detailed information after the fact. Central banks in Asian EMEs have been less transparent.

Central banks have increasingly relied on market-based instruments to sterilise their interventions. As a result, central bank securities have become the most common instrument and reserve requirements have lost ground markedly. While market-based instruments can be more costly, they are instrumental in developing deep and liquid domestic bond markets and a local currency yield curve. Derivatives are quite prominent, and FX swaps in particular have long been used for sterilisation.

---

Centrally, offering such protection is equivalent to adjusting the currency composition of the central bank's balance sheet. As a result, such operations can be effective only when backed by a sufficiently large stock of foreign reserves.

Central banks could also address capital outflows, and thus exchange rate pressures, by facilitating the adjustment of investor portfolios in times of stress. Advanced economy central banks have provided monetary stimulus by taking duration out of the market through asset purchases, lowering long-term interest rates. EME central banks could follow a similar approach in times of stress. Specifically, when a large amount of foreign capital has been channelled into long-duration public debt and threatens to flow out quickly, the central bank may buy long-term government bonds and sell short-term instruments in order to stabilise bond markets.34

**Macroprudential tools**

Macroprudential policies complement monetary policy frameworks as an integral element of the wider macro-financial stability framework. They are targeted specifically at addressing risks to financial stability, which arise from domestic financial imbalances.

As discussed in detail in last year’s Annual Economic Report,35 such policies rely on a wide set of instruments. These range from tools such as system-wide stress tests, countercyclical capital buffers and dynamic provisions to maximum loan-to-value and debt-to-income ratios. Compared with FX intervention, they target financial vulnerabilities more directly. And, in doing so, they provide an additional degree of freedom for monetary policy too.

Overall, the experience of the past two decades indicates that macroprudential measures do help improve the trade-offs monetary policy faces, including those in connection with capital flow and associated exchange rate fluctuations. They do so by strengthening the resilience of the financial system and by leaning against the build-up of financial imbalances. There is increasing evidence that macroprudential tools can to some extent influence variables such as credit, asset prices and the amplitude of the financial cycle.36 At the same time, because they are largely bank-based, they can leak. And they may be subject to a certain inaction bias,37 because...
of political economy pressures, among other factors. The evidence suggests that macroprudential measures alone cannot contain the build-up of financial imbalances and that they are best regarded as complements rather than substitutes for monetary policy in the pursuit of macro-financial stability.18

In addition, in some cases, authorities have also relied on capital flow management tools, as these have become less controversial over time.39 That said, evidence for their effectiveness is mixed. For example, while recent empirical studies have generally found that these tools can slow down targeted flows, these effects are typically temporary.40 Moreover, evidence in the post-GFC period suggests that tighter capital inflow restrictions generate spillovers to other countries.41

Sketching a framework

EME inflation targeting frameworks differ in significant respects from textbook inflation targeting frameworks, which prescribe pursuing price stability exclusively through adjustments in policy interest rates combined with freely floating exchange rates. EME central banks have addressed the challenges from capital flow and associated exchange rate swings through the use of complementary policy instruments. This practice has served EMEs well, as indicated by their macroeconomic performance over the past decades and the more specific empirical evidence supporting such a strategy. Yet important challenges remain.

As EME inflation targeters have moved ahead of theory, so the conceptual foundations of their frameworks have lagged behind. In particular, the different elements have been analysed largely in isolation. Box II.B provides a schematic framework that brings the different elements together and suggests how they can rationalise current policies. The analysis shows how the various channels through which capital flows and the exchange rate impact EMEs worsen trade-offs for central bank stabilisation policy and how FX intervention and macroprudential tools can ameliorate these trade-offs. Yet a full-fledged analytical framework that captures EME inflation targeters’ full suite of policy practices remains to be developed.

On the practical side, the challenge is how best to design, implement and combine the various tools. Central banks need to decide how to develop and use their toolboxes. These include not only monetary tools proper, such as FX intervention, but also macroprudential tools, if these are under central bank control. The choice of instruments and their exact deployment will depend on country-specific factors, particularly economic and financial structures, as well as on the macro-financial background and policy objectives.

At the same time, authorities have to determine the policy horizon. Under inflation targeting regimes, monetary policy usually aims at stabilising inflation over horizons of up to two years, with policy decisions typically taken at less than a quarterly frequency. Macroprudential measures have a longer horizon, as they aim to mitigate longer-run financial stability risks. Given the slow-moving nature of such risks, these tools are adjusted less frequently, sometimes at yearly frequencies. By contrast, FX intervention often has a very short horizon, especially if it is aimed at stabilising exchange rate volatility, and operations may even be carried out at daily frequencies. However, both FX intervention and macroprudential measures shape the trade-offs involved in interest rate decisions (Box II.B).

This raises the question of the appropriate horizon for monetary policy. There is the enduring question of whether central banks may need to lengthen the horizon of their inflation targets in order to better address the intertemporal trade-off between short-term economic performance and longer-term financial and macroeconomic stability. One way of doing so is to enhance flexibility by lengthening
the horizon over which inflation targets are pursued. This would help address the longer-run risks financial imbalances pose to macroeconomic stability. Importantly, the need for flexibility to address this intertemporal trade-off arises only when inflation is below target. This is because the reversal of capital inflows would result in inflationary pressures through its impact on the exchange rate. By implication, a tighter policy during the capital flow surge when inflation is already above target would be called for in response to both short-term and medium-term considerations.

Managing macroeconomic and financial stability with multiple instruments also poses challenges in terms of instrument assignment and coordination, especially as the transmission channels of the different instruments overlap. A common approach for instrument assignment is separation: policy rates respond primarily to domestic price and output developments, FX intervention mainly to unwelcome exchange rate fluctuations, and macroprudential measures to financial stability risks. Instruments are set in sequence, each taking the previous ones as given, and with different policy horizons. A rationale for instrument separation is clarity in the allocation of responsibilities, which could bolster the framework's credibility. The drawback is that each instrument is calibrated in isolation, rather than in a coordinated way, which could in theory yield better results.42

There are major communication challenges as well. Clear communication about policy objectives, frameworks, rules and decisions is generally seen as a key factor boosting the credibility and accountability of monetary policy regimes. This basic insight also applies to frameworks operated with multiple tools (interest rates and FX interventions, complemented by macroprudential tools) and multiple objectives (price, macroeconomic and financial stability). Yet outlining a communication strategy with multiple tools and objectives is particularly challenging. In such cases, authorities could benefit from frequent cross-referencing of decisions and rationalising the context, scope and objective behind each so as to minimise the risk of sending mixed signals. This is especially important in cases where different tools are used to achieve objectives at different horizons, so that they may not always move in the same direction.

In addition to boosting credibility and accountability, clear and active communication about policy rationales and intentions also matters for the effectiveness of specific measures and strategies. The transmission of policy rates to longer-term rates can be enhanced through transparency about the reaction function and the envisaged path of policy rates. For FX intervention, communication strategies will depend on the intermediate objective. If FX intervention serves to accumulate precautionary FX reserve buffers without any intended effect on exchange rates, the central bank might intervene discreetly or alternatively preannounce an intended fixed path for purchases. Rules-based FX intervention might help stabilise the exchange rate as market participants internalise the central bank's reaction to excess volatility, but it may also encourage position-taking against the central bank and reduce the surprise element of the intervention.

In future, EME central banks will need to further develop their toolboxes, frameworks and communications. At a time of large and internationally mobile financial capital and low interest rates, risk-taking and the search for yield acquire greater prominence and can expose EMEs to disruptive stock adjustments by global investors. Thus, central banks may need to reinforce and refine their FX intervention strategies and tactics. They may also need to consider further developing balance sheet policies in the domestic currency to help stabilise conditions in their capital markets at times of stress. In addition, in countries where inflation is low and well anchored, there could be scope for increasing the flexibility of inflation targeting frameworks to better take into account the longer-run risks to macroeconomic stability linked to the build-up of financial imbalances.
Monetary policy in EMEs: a simple analytical model

Capital flow fluctuations affect EMEs’ macroeconomic stability through their impact on inflation, exports and domestic financial conditions via various channels. This box highlights the trade-offs that these effects may give rise to for EMEs, drawing on a stylised model. The trade-offs are both immediate, when inflation stabilisation comes at the cost of output stabilisation, and intertemporal, when stabilising inflation today raises macroeconomic vulnerabilities tomorrow. FX intervention and macroprudential tools can improve these trade-offs.

We develop a stylised simple model for the main channels through which capital flows affect EMEs, as discussed in the main text. The model is simply a pedagogical device designed to provide a stylised framework for policy analysis – as a reference point for future research. In the model, a surge in capital inflows appreciates the exchange rate, which, in turn, reduces import prices (pass-through channel) and export competitiveness (trade channel). The impact of the exchange rate on exports depends on trade invoicing and trade financing. Foreign currency invoicing and greater integration in global value chains (GVCs) weaken the trade channel, so that a currency appreciation might not act as a drag on economic activity, at least in the short run. Furthermore, the exchange rate affects domestic expenditure through its impact on domestic financial conditions (financial channel). An exchange rate appreciation improves domestic credit conditions and thus boosts domestic demand. Monetary policy affects the economy through the standard effects of the interest rate on domestic demand and on the exchange rate.

The strength of these channels determines the ultimate impact of capital flows on economic activity and inflation, and therefore shapes the trade-offs faced by central banks. Consider, first, the case of a baseline open economy lacking a financial channel and featuring a moderate inflation pass-through and a strong trade channel. In this situation, the appreciation caused by a capital inflow surge reduces inflation and output. By cutting its policy

Short-term monetary policy trade-off and FX intervention

The output/inflation trade-off

<table>
<thead>
<tr>
<th>Baseline open economy</th>
<th>Emerging market economy</th>
<th>FX intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inflation gap</td>
<td>Inflation gap</td>
<td>Inflation gap</td>
</tr>
<tr>
<td>Baseline</td>
<td>Baseline</td>
<td>Baseline</td>
</tr>
<tr>
<td>Higher welfare losses</td>
<td>Higher welfare losses</td>
<td>Higher welfare losses</td>
</tr>
<tr>
<td>Output gap</td>
<td>Output gap</td>
<td>Output gap</td>
</tr>
<tr>
<td>Achievable combinations</td>
<td>Central bank preferences</td>
<td>Combination that minimises the short-term trade-off</td>
</tr>
</tbody>
</table>

The equations of the model, expressed in percentage deviations from steady state, are: 

\[ y = a_1(-i + \psi e) + a_2(-i' - \eta e), \]

\[ \pi = \kappa y + \eta (\pi' - \rho e), \]

\[ e = i - i' + f - \gamma x. \]

The parameters \( a_1 \) and \( a_2 \) measure the elasticity of output to domestic and export expenditure, respectively, while \( \psi > 0 \) indexes financial linkages with the rest of the world and measures the strength of the financial channel of the exchange rate. The parameter \( \tau = \rho_E - \nu \) indexes the trade channel, where \( \nu > 0 \) captures the impact of the exchange rate on GVCs and \( \rho_E \in [0,1] \) measures pass-through to export prices. Similarly, \( \rho_i \in [0,1] \) measures pass-through to import prices. The parameter \( \chi \) measures the elasticity of inflation to output while \( \eta \) captures the impact of import prices, both direct and indirect through domestic marginal costs. In the modified UIP equation, \( f \) is a risk premium term that captures global financial conditions (low \( f \) means tighter financial conditions), \( x \) represents changes in foreign reserves and \( y \) measures the effectiveness of foreign exchange intervention. The central bank follows the intervention rule \( x = \delta e. \) According to that rule, the central bank absorbs a fraction \( \psi \delta/(1 + \psi \delta) \) of exchange market pressure as change in foreign exchange reserves (when \( \delta = 0 \), the central bank does not intervene). The central bank minimises the loss function \( L = \phi \pi^2 + y^2, \) where \( \phi \) measures the weight attached to inflation stabilisation relative to output stabilisation. The equation of the set of feasible allocations is \( |\pi| = -(\kappa + \Lambda)|y| + \Lambda a_1 f \), where \( |\cdot| \) denotes the distance of the variable from its steady state level and \( \Lambda = \frac{\phi}{\psi (1 - \psi \delta/(1 + \psi \delta) + \kappa)} \) measures the impact of monetary policy on inflation relative to its impact on output.

Source: BIS.
rate, the central bank can counteract this contractionary effect, but it cannot fully stabilise output and inflation at the same time. This is because the exchange rate affects inflation not only through the output gap but also directly through import prices via the exchange rate.\(^\ddagger\) Hence, the central bank faces a trade-off between output and inflation stabilisation, as represented by the downward-sloping line in Graph II.B.1 (left-hand panel). Greater inflation stabilisation is achieved only at the cost of more output variability, and vice versa. By changing its policy rate, the central bank can move along the frontier and achieve different combinations of inflation and output stabilisation. The central bank will choose the combination it prefers. The dotted curves in the graph provide a conventional representation of the central bank preferences. Points on the same curve represent combinations that the central bank values equally (i.e. give rise to the same welfare loss), while higher curves are associated with worse outcomes. The origin of the graph represents the first best, i.e. the point where output is at potential and inflation is equal to its target. The central bank sets the interest rate to implement the feasible combination of output and inflation gaps that lies on the curve closest to the first best.

Trade-offs worsen in the case, more realistic for an EME, where the exchange rate also affects domestic financial conditions, its pass-through to inflation is high due to foreign currency trade invoicing, or the trade channel is weaker due to the combination of foreign currency trade invoicing and trade financing. A strong financial channel and a weak trade channel reduce the contractionary effect of capital inflows on output, while a high degree of pass-through raises the negative impact of exchange rate appreciation on inflation. As a result, output and inflation move in a less synchronised way. Thus, the combinations of output and inflation gaps the central bank can achieve through interest rate policy shift outwards, further away from the origin (Graph II.B.1, centre panel). The central bank can attain the same level of inflation only by boosting output further beyond its potential. If the financial channel is particularly strong, dominating the trade channel, then output actually rises in response to an exchange rate appreciation. In this case, the trade-off between output and inflation is even worse, as the two variables move in opposite directions.

FX intervention is assumed to affect the exchange rate independently of conventional interest rate policy and can thus help to improve policy trade-offs. Specifically, to the extent that FX intervention can limit exchange rate movements by absorbing part of the capital flows, it makes it easier to stabilise the economy in response to shifts in global financial conditions (Graph II.B.1, right-hand panel). The feasible combinations of output and inflation gaps attainable with changes in interest rates shift back inwards towards the origin, improving outcomes.\(^\ddagger\)

---

**Intertemporal monetary policy trade-off and macroprudential tools**

The current inflation/future inflation volatility trade-off

\[
\text{Graph II.B.2}
\]

<table>
<thead>
<tr>
<th>Emerging market economy</th>
<th>Macropрудential policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Future inflation std dev</td>
<td>Future inflation std dev</td>
</tr>
<tr>
<td>Inflation gap</td>
<td>Inflation gap</td>
</tr>
<tr>
<td>Achievable combinations</td>
<td>Combination that minimises the:</td>
</tr>
<tr>
<td>Central bank preferences</td>
<td>short-term trade-off</td>
</tr>
<tr>
<td></td>
<td>intertemporal trade-off</td>
</tr>
</tbody>
</table>

The law of motion of the strength of the financial channel is 
\[
\psi' = (\rho - \mu)\psi - \omega (\xi (-l') + \nu (-\sigma - c) - c (-l + \psi)) + \epsilon  
\]
where \(\psi\) represents the strength of the channel in the future and \(\rho\) measures its persistence. The term in square brackets is the country’s current account balance, with \(\xi\) and \(\nu\) being the elasticity of export and import expenditures, respectively, and \(\omega\) its contribution to financial vulnerabilities. The parameter \(\mu\) captures the effect of macroprudential policies. The central bank minimises the intertemporal loss function \(L + \beta E[L']\), where \(E\) is the expectation operator and \(\beta \in (0,1)\) is the central bank’s discount factor. The equation of the set of feasible allocations is

\[
\sigma' = \frac{\mu}{1 + \lambda} \psi + \sigma' 
\]

Source: BIS.
In addition to these immediate trade-offs, there are also intertemporal ones. Capital inflows lead to an increase in foreign debt, weakening the country’s foreign asset position and possibly translating into a wider build-up of financial imbalances. This increases the economy’s sensitivity to capital flow swings over time, as debt accumulates. Hence an intertemporal trade-off arises between inflation stability today and inflation volatility tomorrow. Specifically, the larger the cumulated capital inflows, the stronger the risks and impact of their potential future reversal. For example, in the face of a capital inflow surge and associated exchange rate appreciation, the central bank may cut its policy rate to mitigate the downward pressure on inflation. But to the extent that policy easing boosts imports and worsens the current account, the resulting increase in foreign debt raises the economy’s exposure to capital flow reversals down the road, increasing future macroeconomic volatility. Taking this into consideration would mean tempering policy easing, and tolerating larger inflation deviations from target today in order to have more stability in the future (moving from the dot to the square in Graph II.B.2, left-hand panel).

Macropu”ntal measures can ameliorate this intertemporal trade-off by mitigating the build-up of financial vulnerabilities and hence reducing the economy’s sensitivity to capital flow and associated exchange rate swings. This would shift the trade-off frontier towards the origin (Graph II.B.2, right-hand panel). Foreign exchange intervention can have a similar effect. However, while macropu”ntal measures improve the economy’s resilience, foreign exchange intervention directly limits foreign debt accumulation by leaning against exchange rate appreciation, further improving the trade-off.

---

1 See footnote in Graph II.B.1 for a short summary of the model’s key elements and the online appendix for a more detailed exposition.
2 As discussed in the main text, capital flows can also impact domestic financial conditions directly, not only through the exchange rate. The analysis developed in this box would not change in the presence of such a direct link.
3 Monetary policy might also affect capital flows through its impact on the carry trade. This channel can weaken and even reverse the transmission of monetary policy to the domestic economy. See P Cavallino and D Sandri, “The expansionary lower bound: contractionary monetary easing and the trilemma”, BIS Working Papers, no 770, February 2019.
4 The “divine coincidence”, ie the possibility that interest rate policy could alone close both inflation and output gaps simultaneously, generically fails when the policy rate affects inflation in ways other than through the output gap, eg through the prices of imported goods via the exchange rate.
5 As discussed in the main text, there are many reasons not included in the model that make it suboptimal to completely stabilise the exchange rate through intervention. For the case of the quasi-fiscal cost of intervention, see P Cavallino, “Capital flows and foreign exchange intervention”, American Economic Journal: Macroeconomics, vol 11, no 2, April 2019, pp 127–70.
6 To simplify the analysis, we assume that the country’s exposure is proportional to its net foreign asset position. Hence, a reduction in the domestic policy rate increases financial vulnerabilities if it worsens the current account. However, this condition might be too restrictive, given that a country’s exposure is a function of its gross, rather than just net, asset position. See eg C Borio and P Disyatat, “Global imbalances and the financial crisis: link or no link?”, BIS Working Papers, no 346, May 2011.
7 In our model, foreign debt amplifies the impact of capital flow and associated exchange rate swings and raises macroeconomic volatility. In reality, the build-up of financial vulnerabilities affects not only the exposure to but also the likelihood of a capital flow reversal. This channel worsens the intertemporal trade-off. More generally, if one also took into account the impact of monetary easing on domestic credit growth, the intertemporal trade-off would be even worse. See T Adrian and N Liang, “Monetary policy, financial conditions, and financial stability”, International Journal of Central Banking, vol 14, no 1, January 2018, pp 73–132.
8 As for foreign exchange intervention, we abstract from any cost of macropu”ntal measures. For example, countercyclical regulatory rules might induce volatility in capital requirements that can translate into volatility in other macroeconomic variables, including the exchange rate. See P-R Agénor, K Alper and L Pereira da Silva, “Sudden floods, macropu”ntal regulation and stability in an open economy”, Journal of International Money and Finance, vol 48, November 2014, pp 68–100.

From a broader perspective, sound monetary policy frameworks need to be complemented by sound structural, fiscal and regulatory policies at the national level. One especially relevant element is the development of a stronger domestic base of institutional investors, reducing the dependence on foreign funding. At the same time, sound policy frameworks at the national level need to be complemented by a credible and effective global financial safety net that would mitigate risks of speculative attacks and reduce the need for self-insurance through large-scale FX reserve accumulation.
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1 The classification is based on self-classification of the individual countries as well as the information provided in the IMF’s Annual Report on Exchange Arrangements and Exchange Restrictions.
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### Inflation in inflation targeting EMEs

**In per cent**

<table>
<thead>
<tr>
<th>Country</th>
<th>Core</th>
<th>Headline</th>
<th>Target/target range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>15</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Chile</td>
<td>8</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Colombia</td>
<td>12</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>6</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Hungary</td>
<td>8</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>India</td>
<td>8</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Indonesia</td>
<td>14</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Korea</td>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Mexico</td>
<td>12</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Peru</td>
<td>12</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Philippines</td>
<td>8</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Poland</td>
<td>8</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Russia</td>
<td>27</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>South Africa</td>
<td>12</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Thailand</td>
<td>10</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>60</td>
<td>60</td>
<td>0</td>
</tr>
</tbody>
</table>

*Sources: Central bank websites; Datastream; national data.*