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Deciding the Eligibility of Securities Prospectuses

* NCBs report daily new eligible marketable assets to ECB, which collects them
into EADB (Eligible Assets Database)

* Checking a security / asset for eligibility is based on harmonized criteria
(Guideline (EU) 2015/510)

* The reporting contains the eligible assets as well as related meta data

» Several eligibility criteria are established based on a security’s prospectus
« So far this is achieved by manually checking / reading the prospectuses in a
four-eyes principle

* At Deutsche Bundesbank (BBk) the (BBk-made) application MARS is used for
collecting the securities’ data and reporting them to ECB
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Process Flow
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Research Project Automatic Annotation @. SCAI
Proof of Concept using NLP

§5
(Status)

X status_mchi_nachrangsg_bevorrechigt
Die Schuldverschreibungen begriinden nicht besicherte und nicht nachrangige Verbindlichkeiten der
Emittentin. Bei Emission handelt es sich ber den Schuldverschreibungen um bevorrechtigte Schuldtitel
(Senior Preferred Schuldverschreibunger). die nicht den durch § 46f Absatz 5 in Verbindung mit Absatz
6 KWG gesetzlich bestimmten niedrigeren Rang haben.

» Task at hand: Identifying in PDF-Documents a given number of terms, phrases,
numbers etc. that form the basis for the decision

Terms,

Phrases, Criteria
Numbers

* In ML terms: Multiclass/multilabel Classification Task (= 20 categories)
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Research Project Automatic Annotation @. SCAI
Starting Point

* At the start of the project (early 2022, pre ,,GPT breakthrough®):

* No German-language domain specific (i.e. financial) language model
available

* Hence 2-Step modelling process:
* (1) Fine-tuning a language model for German financial documents
* (2) Training a multilabel classifier on top of the language model

* No public dataset available -> creating training data is the first step

Creatirlgga;;raining>> Creating a model + model service >> Evaluation of the model >

> Creating a mock application > :> Integration into business process ,

. N \ . N N ..
"\ extendingthe . .  extending S N training new N
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R model ,’ ,»° trainingdata ,-° - models 7




Creating Training Data

SCAI

Service & Community Center

for Artificial Intelligence

Data collection

Data annotation

Annotation statistics

Inter-annotator
agreement

Data preprocessing

PART I: TERMS AND CONDITIONS
ANLEMEBET

Dissor TEIL
fesiverzinsicha D«m’m:h!a!. no rachangge | Schudecirebirgen
s mudu

oo aiearaen eSS

Target type Train | Test
coupon fixed 431 |375
coupon variable index 56 84

coupon variable margin 38 42

coupon variable operator |37 43

coupon variable tenor 45 75
currency 514 | 577
early redemption amount |64 52
early redemption 177 1108
isin 421|417
principal amount 784 1800

Eligible documents: 369
Ineligible documents: 44
Training set: 272

Test set: 141 + 141

15 February 2022 g
i 15 Febrar 2022 paragraphs and su5 paragraphs of e Terms an Condtions
inal Terms. ezugnahmen in desom eser Encpiigen Bedingungen aul Paragrsphen und Absiize
Endgtinn B ngen Bezugnahm TEIL 1 dser Enckyiigen Bedingungen auf Paragraphen und Absi
EUR 10,000,000 202212027 (the"Notes") The provisions n this PART 1 of these Fina
@ veri
027 (de U i Argeen n dosom TEIL | s Enciion Baioqngen ‘engenommen mit den
fssued pursuanttothe Tk oy el ke 5 58 Tarche von Sascrescrvabingen
begeben aufgrund des e Bod s 5 Boc
DZBANK AG Language of Conditons
DobtIssuance Programme L
ated 4 June 51 Geman and Engish (Geman ext contoling and tinding)
Gt o 2051 B e Elsch Gasssrr Y mabgeben e
of
der §) Sypnicr peomnaTOn For perONs
WAHRUNG / STUCKELUNG / FOFM DEFINTIONEN
DZBANK AG = Subparegraphtt)
LE: 520600HNOAATKXQJUQ2T
(hing Repubik.
3 Bundesrepubik Gurrency and Denomination
Deutschiand) Wahrung und Stickekung
Cororcy
W oy e
Issue Price: 100 per cent duing the subscription period i P .
fom 16 Februay 202210 16 Feary 2022 (neachcasenludin) il [Eomcos o o]
Spacfed Danaminaton P
usgabepreis: 100% wahvend der Zeichnungstis Fostoologt StickalurgNerrtatrag £ 000
o 16 e 202501 10 Feoren 2022 fonls ascrioin). SRS
Absatz ()
e Dat: 17 Py 2022 @ Pammanent il Nota
vali ;g 7. Februar 2022 Baiergiobalukunce
ggggg “ Subparagraph (5}
Sorenny ATros btz ()
Clenting Systeri
Gearng System
5 Cloastieam Baking AG
]

Disregarding of pages without
annotations for training and validation
purposes.

redemption at maturity 26 42
amount

redemption at maturity 370 | 347

special termination 96 109
special termination 61 63
amount

status non preferred 56 47
status senior non 488 333
preferred

type of instrument 431 422

Annotator 1 0.801 0731 0.899
Annetator 2 0.801 0.816 0932
Annolator 3 0731 0816 0.904
Anngtator 4 0.833 0332 0.904

Annotator L Annotator 2 Annotator 3 Annotator 4

Average inter-annotator agreement scores

Test set was used to measure IAA.

10

Therefore, every prospectus in the test

set was annotated by a second
analyst. 4 analysts seved as
annotators in total.

1st step: Extraction of JSON-formatted
raw data containing the annotations
from the annotation tool

2nd step: Conversion and
transformation of extracted data into
dataset for token classification (BIO
encoding)

Endgilltige Bedingungen

Final Terms
] o]
EUR Kiindbare 0,35% Schy fillig am 30. Mai 2031 (dic
==
o o o o 0000 0 0
o o o o o 6 0000 0 0
Curency B © o o o ° 0o 000 0 0

= Implementation of dataset classes
using Hugging Face Datasets
framework

= Challenge: overlapping text
sequences belonging to different
annotation types
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Model Architecture / Document Processing@.‘SCAl

. Conversion PDF -> Text (including OCR)

. Text processing and clean-up (e.g. extraction of German parts of bilingual
docs, analysis of textboxes, ...)

. Embedding (Text to vectors) using fine tuned language mode/
. Labelling with multilabel classifier

. Decision based on deterministic rules (derived from EU Guideline)

TOKEN 1

TOKEN 2

TOKEN m =
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|I of the model into the business process
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Operating the Mode| @ SCAI

Model Training and Decisioning

Training

Input data: . Training code
P Conversion 8

Texts + Text Clean-up : for multilabel Evaluation
_ into BIO data o
Annotations classification

Model
artefacts

Decisioning

Input data: Text + Text

Text Clean-up Decisioning Decision

,fresh” Text Embedding Labelling
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Integration into Business Process @. SCAI

Process Needs

Given a document the experts needs:
a. the decision of the model,
b. the criteria causing that decision and
c. (optimally)the relevant passages in the document (or relevant meta
data) to

check the validity of the ML decision.

If the model makes a mistake, the expert needs to overwrite that decision and

(optimally) collect the data for future model improvements (retraining)

If retraining is undertaken, we need both valid as well as invalid model
decisions.
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Integration into Business Process @. SCAI

Overview of Application Architecture

* Containerized application with communication via REST

* Integration into the actual business application (MARS) open as of yet

Pros- Meta-
pectus data Document/
Annotation
1 DB
Labeling 3 2 Annotation Document | |
Model Controller Tool View [ |
A
(Re-) Application Frontend Angular |
Training w Webserver Frontend
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Implications of Using ML in the Process @. SCAI

“ * Using an ML model can reduce processing time by
replacing manual reading with reviewing found passages

=@ - An ML model will always have a chance for error, but
== the accuracy can reach the Inter Annotator Agreement (IAA) at the least

» Current legal environment requires a ,,human in the loop”

* |f model accuracy is (acceptably) high, the four eyes principle (as well as the review by
two experts) could be replaced by a simple review
(2 pairs of human eyes = ,Al eyes” + 1 pair of human eyes)

* Using an ML model will require:

e continuous monitoring of model performance

e continuous improvement of model mistakes and training data




Evolving the ,,4 Eyes Principle”

New Process Flow — Proof of Concept
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and criteria

Correcting
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Evolving the ,4 Eyes Principle” @. SCAI

New Process Flow — 15t Evolution

Correcting
Data in MARS

Collectin Checkin .
" g & Reporting to
securities meta data »
o ECB
prospectuses and criteria

Single Check

Collecting Checking
securities’ meta data =
prospectuses and criteria

Reporting to
ECB

External Interface

Human Interaction




Evolving the ,,4 Eyes Principle”

New Process Flow — 2" Evolution

Collecting Checking
securities’ meta data

prospectuses and criteria

Correcting
Data in MARS

Reporting to
Y ECB

External Interface

Human Interaction

—

—

Based on another digitization
project at BBk (Robotic Process

Automation)

Single Check

Checking
meta data
and criteria
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Reporting to

ECB




Evolving the ,4 Eyes Principle” x@- SCAI -

||||||||||||||||||||||||

Currently not Possible: Fully Automated Process — No Human in the Loop

e

i /’4 Reporting to
ECB
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Learnings from the Project @. SCAI

* Creating training data is highly costly

e Understanding the business process is key
* if only part of the process is automated, the benefit may not outweigh the complexity

* Building the necessary environment is highly complex
* The codebase of the proof of concept easily reaches 10°000 lines of code

 Integration into production is hard, in particular if it necessitates new components, e.g.
* Application for creating and storing text annotations

* ML model monitoring and model archives (MLOps)
* GPUs for model training o
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