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Sebastian Seltmann12, Emily Kormanyos1, and Hendrik Christian Doll134 

Abstract  

Empirical researchers and data providing institutions currently face challenges in 
efficiently understanding data usage in scholarly papers. Tracing data usage in 
papers relies on human readers and remains time-consuming and error-prone. To 
address this, we explore the potential of using Large Language Models (LLMs), 
specifically GPT-3.5, to automate the identification and categorization of research 
data sources. By employing web scraping, we collect a comprehensive sample of 
research papers and create a human-labeled validation dataset. We analyze the 
accuracy of GPT-3.5 in detecting and summarizing data sources in economics and 
finance papers. We evaluate the detection and prediction accuracy and address the 
issue of false answers provided by the model. We find that LLMs can advance 
considerably on the status quo. Results are encouraging in terms of quality of 
extraction and coverage. Our paper provides a detailed description of the pipeline 
to implement our solution at data providing institutions, enabling the understanding 
of data impact and therefore efficient data provision services. 
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1. Introduction  

Empirical researchers use data to conduct analyses linking theory to societal 
questions. To conduct such analyses, generate new research ideas, and navigate 
available commercial and open-source data sources, researchers need to understand 
which data sources academic papers analyze to arrive at their conclusions. 

While scholarly citations are highly standardized and easy to use in machine-
readable workflows, data citations often come in a variety of formats to date. The 
unstructured nature of data citations has complicated their automated extraction for 
the longest time. If data citations could be extracted automatically, this would give 
rise to a variety of valuable applications measuring data impact.  

Enabled applications could include data usage networks, where extracted data 
citations could help researchers trace data usage across papers and domains. 
Extracted data citations could fuel applications, such as dataset recommender 
systems. Additionally, knowing where data is used enables data providing institutions 
to estimate of the value of dataset provision e.g. in terms of citations. 

In this paper, we explore the potential of Large Language Models (LLMs) to 
identify mentions of data sources in research papers. Specifically, we analyze to what 
extent a widely adopted LLM, GPT-3.5, can accurately detect, describe, and 
summarize all specific mentions of data sources in research papers in the fields of 
economics and finance. We describe a proof-of-concept for a pipeline to extract data 
citations into structured lists.  

To this end, we collect a large sample of research papers using web scraping 
techniques, thereby ensuring a sufficiently comprehensive and unbiased data 
coverage. We randomly sample and construct a human-labeled validation dataset to 
compute performance metrics of detection accuracy, i.e., to what extend the LLM is 
able to (i) detect all mentioned sources and (ii) whether it describes them accurately.  

We find that we can advance extraction considerably compared to the status 
quo. Results are encouraging in terms of recall. In addition to gauging the ability of 
LLMs to extract data usage in research papers, we provide a guide targeted at 
implementing our solution at data providing institutions. By data providing 
institutions in this context, we refer to providers of official and commercial data, as 
well as research institutions. 

Two recent trends enable us to take this step. First, recent technological progress 
in natural language processing (NLP) provides an opportunity to build a performant 
AI-driven reading system targeted at detecting, classifying, and connecting data 
source descriptions in research papers. Specifically, the increase in capabilities of 
large language models (LLMs), such as generative pre-trained transformer models, 
as popularized by ChatGPT, has been remarkable for our use-case. 

Second, empirical research in economics increasingly utilizes granular data from 
administrative sources (e.g. Einav and Levin, 2014). Such datasets are often 
standardized, quality-controlled, and constitute known entities with fixed names, 
facilitating extraction. There is a trend towards providing this administrative data 
through dedicated research data centers (RDCs, Card et al., 2010).  
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RDCs have an interest in tracing their data, since if they can show the impact of 
the data they provide, this can motivate the use of public funds for data provision. 
Furthermore, the data providers can then target data provision efforts to impact-
generating datasets. With these use-cases in mind, naturally extraction efforts have 
been numerous to date. In the next section, we outline the current state-of-the art 
in information extraction from research papers and our contribution. 

2. Contribution to the status quo  

2.1 Achievements to date 

A large and interdisciplinary stream of prior literature has considered the task of 
automated extraction of dataset mentions from free texts, with or without the aid of 
NLP techniques. Since the widespread availability and use of LLMs is a relatively 
recent phenomenon, however, there is no specific prior research on the feasibility 
and usefulness of LLMs to this task at the time of writing and to the best of our 
knowledge. 

 

 
Figure 1: Examples for diverse citations of the same dataset. The dataset can be identified by the 
digital object identifier (DOI), however the DOI is often not present or cited. Sources: Authors’ own 
depiction based on actual data citations in 1 Lipponer (2006), 2 Blank et al. (2020), and 3 Buch 
et al. (2005) 

 

While one can achieve the desired outcome of automated information 
extraction from research papers using either (i) rule-based look-up tables, (ii) 
predecessor NLP models or (iii) LLMs, the use of the latter offers a hitherto 
unparalleled quality available to most users. Since there is a large number of a priori 
unknown ways to cite the same dataset, look-up tables and simple models tend to 
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have a low recall trying to identify used datasets (Figure 1 gives an example for the 
complexity of the extraction task with three actual ways a dataset is cited, exemplary 
for numerous further possibilities). 

Data citations do not necessarily have to be in textual, unstructured form. 
Concepts for unique and persistent identification have been introduced in the 
literature, for example the Digital Object Identifier (DOI). The DOI can identify any 
physical or digital object and is used for dataset citations as well. However, DOI usage 
for data citations (at least in economics and finance) remains piecemeal, therefore 
text extraction using Natural Language Processing (NLP) methods remain to be the 
method of choice for the task at hand. 

LLMs offer potential of democratizing NLP applications for the wider public and 
academia without requiring extensive prior knowledge of computer programming 
and machine learning (ML). Therefore, the arrival of these models, exemplified here 
by the LLM GPT-3.5, warrants a new inspection of the issue of extracting dataset and 
methodology information from research papers. Importantly, we aim to show how 
providers of official statistics can leverage on LLMs with a practical application. 

Prior to the popularization of LLMs, several examples from the previous 
literature have shown efforts for automated information extraction from research 
papers. The extracted entities covered by the prior literature include citations (e.g. 
Saier and Färber, 2020, as one recent example), papers’ focal points and topic trends 
(e.g., Chen and Luo, 2019), or tasks and methods (e.g., Houngbo and Mercer, 2012, 
Kovačević et al., 2012, Eckle-Kohler et al., 2013, Luan, 2018, Jayaram and Sangeeta, 
2017, or Yao et al., 2019). 

Most relevant to our work are instances studying specifically the automated 
extraction of analyzed datasets. Such examples include the work of Boland et al. 
(2012) and Ghavimi et al. (2016). In contrast to the majority of earlier work on the 
subject, the focus of the literature has recently shifted to the use of NLP and ML 
techniques to identify and extract entities such as datasets, methods, or results from 
research papers (e.g., Kardas et al., 2020, Kumar et al., 2021, or Gemelli et al., 2023). 

The sub-stream of the prior literature focusing specifically on dataset mentions 
has itself given rise to the construction of open-access databases for research data 
usage and networks.5 Wang et al. (2022) provide a recent systematic review of the 
literature on extracting and evaluating scientific methods used to gain insights from 
the ubiquitous data sources, which characterize current empirical research. 

Importantly, however, the majority of earlier work on the subject share a 
potential issue: The authors generally focus on research papers from the data mining, 
knowledge discovery, data science, computer science, ML, or bibliometric disciplines. 
Since papers from these disciplines might be more likely to contain particularly well 
written data and methodology sections compared to other disciplines, the 
performance gains of the devised tools and methods might conceivably be biased 
upward.  

Closely related to our focus on dataset usages, Kumar et al. (2021) study the 
extraction of dataset mentions in the scientific literature for reusing and replicating 
used datasets and ultimately building a dataset recommender system. Such a system 

 
5 See Otto et al. (2020) for a discussion of several such databases. 
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can help researchers adequately identify the datasets best suited to answer a given 
research question. Ikeda et al. (2020) aim to provide a similar pathway to this goal, 
taking care to study a large and multidisciplinary corpus of papers, both before the 
widespread availability of LLMs. 

Examples from the prior literature, which use LLMs to extract data citations are 
scarce. Compared to traditional NLP and textual analysis methods, however, LLMs 
pose the unique potential to facilitate applying state-of-the-art NLP algorithms by 
removing all barriers to entry except for the users’ ability to use application 
programming interfaces (APIs). Therefore, such models also hold the potential of 
dramatically simplify complicated information extraction pipelines compared to the 
more complicated approach of using NLP techniques ‘by hand’. 

Perhaps closest to our paper is the work of Polak and Morgan (2023), who 
propose ChatExtract, an automated data extraction method using conversational 
LLMs. It requires minimal initial effort to extract data from research papers by 
employing engineered prompts and follow-up questions similar to the approach 
used in this paper. The authors demonstrate that their tool is able to provide answers 
with around 90% precision and recall rates on materials data, suggesting that 
ChatExtract is a simple and transferable tool for data extraction across various fields.  

2.2 Our value proposition 

Importantly, however, Polak and Morgan (2023) focus on materials data and research 
papers, and they demonstrate the usefulness of their tool based on known 
properties. By contrast, we aim to provide a solution for users who do not know the 
sought properties a priori, i.e., researchers or RDCs for whom reading papers front 
to back in order to identify data citations is not feasible. Therefore, we go beyond 
ChatExtract for a wider task in question (identifying unknown datasets from 
previously unseen research papers). 

Where most of the prior literature focuses on the natural sciences or ML/NLP 
papers specifically, our focus is on economics and finance as two large bodies of 
academic literature. These academic fields tend to lean increasingly on standardized 
datasets either licensed from commercial providers, provided by RDCs in public 
institutions, or owned and disseminated by single researchers within their 
professional networks. Often times for any given paper, joint data from multiple 
sources is used to provide novel insights. 

This data availability structure implies that the automated identification of 
datasets in these bodies of the scientific literature is crucial to understand not only 
the impact of single datasets, but also how they are combined with other data 
sources. Importantly, these applications extend beyond the work of RDCs to data 
providers, researchers in search for adequate datasets to answer their research 
questions, and the literature on academic networks, to only name a few. 
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Figure 2: Scope of this paper and value proposition. Source: Authors’ own depiction. 

 

With these applications in mind, we aim to inform the informational basis. 
Specifically, we aim to fuel two use-cases by generating structured lists of data cited 
per paper. These two use-cases are (i) to be able to recommend data to researchers 
(“based on your interest, you might also like this data”) and (ii) data impact factors 
(“This dataset justifies investment by generating high research or policy value”). We 
outline these value propositions in Figure 2. In the next section, we outline the data 
we use to extract the necessary data to inform these use-cases. 

3. Data 

3.1 Sample collection 

In order to provide a feasibility study for Central Banks, official statistics offices and 
academia to obtain structured citations data from textual data mentions in papers, 
we use data from the Discussion Paper series of Deutsche Bundesbank. This series 
comprises papers written by researchers including one or more employees of the 
Bundesbank. 

 

Sample 
Corpus of research papers for automated extraction of data citations and evaluation sample Table 1 

 Source Sampling Number of 
papers 

Sample 
period Labeling 

Corpus to be 
labeled 

Bundesbank discussion 
paper series 

Full universe 1,102 02/1995 – 
07/2023 

Using GPT 3.5 

Evaluation 
sample 

Bundesbank discussion 
paper series 

Random 
sample 

103 06/1995 – 
04/2023 

Manually 

Source: Authors 
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Our input sample for the dataset extraction pipeline comprises all research 

papers released under the Discussion Paper series of Deutsche Bundesbank between 
February 1995 and July 2023. The Deutsche Bundesbank discussion paper series 
covers a variety of different topics, such as monetary policy, banking supervision, and 
household economic behavior. In total, this corpus includes 1,102 research papers at 
the time of our data collection, published between 1995 and 2023. This constitutes 
the corpus to be labeled. Subsequently, it is straightforward to extend our approach 
to label any corpus of academic papers.  

From the corpus to be labeled, we randomly select 103 discussion papers as an 
evaluation sample. In order to obtain a baseline to evaluate the performance of our 
approach, we label these papers manually. By labeling in this context we refer to 
reading a paper and manually noting the datasets used (if any). These manually 
labeled papers constitute our evaluation sample for the dataset extraction pipeline. 
This means that the performance evaluation metrics introduced and discussed in 
Sections 4 and 5 are based on estimated averages across this evaluation sample.  

3.2 Manual labeling of evaluation sample 

For manual labeling, we randomly assign 20 or 21 papers each to five human readers. 
Human readers scan the papers for specific dataset mentions. Figure 1 illustrates that 
dataset mentions differ widely, lacking a standardized format and standardized 
sections within papers. Therefore, the human readers need to read all papers 
thoroughly to find dataset citations. 

 

Labeling guide 
Step-by-step instructions used for human labeling of evaluation sample Table 2 

Step Instruction 

1 Open the folder with the list of pdf assigned to name 

2 For each pdf 

 - open the relevant pdf 

 - read paper for mentions of dataset used for empirical analysis 

 - if mention found, record all synonyms used for the dataset(s) that you find in the 
text 

 - if mention found, record the entire passage that describes the dataset(s) that you 
find in the text (this can range from one sentence to an entire paragraph or more)  

3 Save resulting json file 

Source: Authors 

 

For all identified datasets in the evaluation sample, we record two types of labels: 
short labels and long (verbose) labels. The latter corresponds simply to the full text 
passage where each used dataset is discussed. In this step, we record only the first 
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mention per dataset, omitting repeated (and differing) descriptions of the same 
dataset. 

For short labels, we record all synonyms of the dataset names for each of the 
manually labeled papers. If authors refer to the same dataset with different names 
within or across papers, recording only one strict definition as the ground truth will 
introduce a downward bias on the evaluation of the algorithm’s performance.  

If we force our algorithm to find exact matches for the identified datasets, all 
datasets identified with another name than that specifically mentioned in the paper 
would be recorded as unidentified, i.e., negatives. This is more severe when 
definitions are long, since the chance of not finding each of, e.g., ten words in the 
correct order is generally higher than for, say, definitions of three words length.  

In addition, the ground truth will likely not be represented in any one paper, i.e., 
it is unlikely that several researchers use the same definition for the same dataset 
except for instances where dataset names are extremely short and standardized. This 
means that we would not be able to aggregate or compare results for the same 
dataset across papers if we do not undertake some sort of standardization of the 
dataset mentions.  

When manually reading and labeling papers, we notice several ambiguities, 
proving the complexity of the extraction task not only for machines but also for 
humans (as described by Bender et al, 2020). Beyond the wide range of synonyms 
used to describe datasets, further particularities arise. While labeling, it is not always 
clear, what constitutes a dataset name. This can be present in cases, when there are 
descriptions in textual form instead of an actual dataset name (compare example in 
Figure 2). We further decide not to consider single time series or model calibration 
parameters as datasets.  

As a result of the manual labeling process, we end up with a corpus of papers 
to be labeled and an evaluation sample, where we know (i) which datasets are used 
within, (ii) synonyms of the datasets used, if any, and (iii) the text passage, where the 
dataset was mentioned. With this data ready, we proceed in the next section by 
outlining the methodology used, specifically the extraction pipeline we built.  

4. Methodology 

To extract data citations automatically from the corpus of papers obtained, we 
construct a pipeline for assistant-style LLMs. Our goal is to build a flexible process 
allowing us to (i) test different variations efficiently, (ii) track the results systematically, 
and (iii) easily transfer code to other interested parties. In the following, we outline 
the components of this pipeline, including the measures we use to judge 
performance. 

4.1 Pipeline overview 

The pipeline takes as input a paper in the form of a PDF file and produces a list of 
datasets as output. Our pipeline can be segmented into five steps. First, we split 
papers into smaller segments. Second, we filter out irrelevant segments, before 
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– third – combining each segment with the instruction for the LLM. In the fourth step, 
we ask the LLM for the information contained, before finally consolidating the 
responses in step 5 (compare Figure 3 for a graphical depiction of the dataset citation 
extraction pipeline used). 

 

 
Figure 3: The Dataset Citation Extraction Pipeline used for the purpose of this study. Source: Own 
depiction. 

 

In the first step, we split the document into smaller segments, or snippets. The main 
goal here is to ensure that each snippet will be small enough to fit into the limited 
context window of the LLM. A context window is the zone, where text can be analyzed 
coherently by the LLM, so to speak the length of the “conversation” per paper we can 
engage with the model. In our case, we use GPT-3.5.6 An intuitively simple approach 
could be e.g. to treat each page of the document as one snippet.  

While page-splitting is easy to implement, this has the drawback of splitting an 
ongoing paragraph into two at the page boundary. In fact, instances where 
contextually connected paragraphs do not end at the end of a page are most 
frequent, causing the LLM to consider only part of the true context of the respective 
page-paragraph combination at a time. A mitigation of this issue is to define an 
overlap between the chunks. We achieve this with langchain, a solution tailored to 
application building with LLMs.  

Alternatively, we evaluate splitting documents by paragraphs by using multiple new-
line commands as split separators.7 This yields a larger number of smaller snippets 

 
6 More precisely, we use the gpt-3.5-turbo model of the OpenAI API. It is technically possible and might 

be sensible to compare the performance to GPT-4 with a longer context window in the future. The 
model used at the time of writing allowed a context window of 4,000 tokens, also referred to as 4k 
(approximately 5 pages of text). A token can be thought of as a piece of a word, one token is 
approximately 4 characters in English language. Newer versions of GPT-3.5 allow for a 16k token 
context window (approximately 20 pages). Recently, a 128k token context window was announced 
for GPT-4 (encompassing approximately 300 pages of text). In the interest of cost efficiency and 
technological availability at the time of writing, we relied on GPT-3.5 as a trade-off between 
performance and cost, but note that in the future most likely larger snippets will be used.  

7 e.g., “\n\n” in Python 
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compared to a page split, which leads to higher API costs but might improve 
performance.  

The second, optional, step is to pre-filter the snippets for informative content. 
Independently of the splitting approach used, the text is likely to contain several 
snippets without relevant information for dataset extraction. Examples of such 
uninformative text snippets include (most) tables containing numbers, the references 
section or small fragments without textual content.8 Wherever possible, we remove 
such snippets from consideration for further processing, prior to involvement of the 
LLM, based on simple heuristics. 

Next, the text snippets from the paper have to be combined with instructions. 
This creates a prompt for a zero-shot task (compare e.g. Sun et al., 2021).9 A prompt 
in this context is the plain English input we send to the model. The exact language 
model used determines the particulars of how to phrase the instructions. Depending 
on how the underlying model was designed and trained, it might allow differentiation 
between “system” and “user” prompts or allow fill-in-the-middle prompts.  

The quality of the generated responses also differs significantly depending on 
the phrasing of the instructions. As it has been noted in the literature, that zero-shot 
prompts can outperform prompts with examples of task-completion (Reynolds & 
McDonell, 2021), our pipeline allows the systematic tracking of changes in output 
quality caused by alternative instructions. The prompts we use for this analysis can be 
seen in Appendix 1. In short, we ask the model identify a list of data sources, or simply 
write “None” if it cannot find any. 

In the fourth step, we send the prompt to the LLM, consisting of instructions and 
text content. At this point different sampling parameters can be set. Of particular 
interest to us is the “temperature” parameter, which rebalances the probability 
distribution for the next token in the generated sequence, with high temperature 
corresponding to a more uniform distribution.  

High temperature is useful to generate more creative output and to prevent stiff, 
predictable writing style. In our use-case, where we are interested in simple retrieval 
of factual information from a given text, we set the temperature as low as possible. 
Our pipeline also takes care of any connectivity issues, for example due to downtime 
or throttling. The result of this step is an answer to our inquiry for each individual text 
snippet. 

In the fifth and last step, individual model replies per snippet must be 
consolidated into a single answer covering the entire input paper. Any single data 
source is likely to be mentioned multiple times across several sections of a research 
paper. The identification of the union of all the answer-sets is also left to the LLM. The 
result is supposed to be a single list of all unique data sources used in the processed 
research paper. We evaluate, how close the automatically-generated list is to what a 
human reader would expect in the next section. 

 
8 Tables could be informative if they contain dataset information. This can be the case, for instance, when 

an Appendix table includes information on further datasets used.  
9 Even though language models in our context technically are few-shot learners 

https://arxiv.org/abs/2005.14165
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4.2 Performance measures 

Evaluating the consolidated results offers some interest interesting aspects. For once, 
LLMs like GPT-3.5 have been reported to hallucinate (“confabulation”). Further, our 
evaluation aims to compare two lists of free text (the consolidated model output list 
and the manually labeled evaluation sample), requiring fuzzy string comparisons.  

While our application of fact-retrieval from a given text is not particularly 
susceptible to confabulation, we nonetheless need to measure the quality of the 
responses that our pipeline produces. This is also crucial information to test the 
impact of changes to our processing pipeline. 

Determining the performance of the model and pipeline by comparing its output 
to a list labeled by a human is not trivial. In essence, we would like to gauge the 
similarity of the two lists. The generated lists being free text, rather than a subset of 
predefined labels complicate this. While our approach allows the model to identify 
data sources beyond our current awareness, the output then necessitates the use of 
fuzzy string comparisons. In Figure 4, we show the evaluation process pipeline. 

 

 
Figure 4: Assessing the quality of the model’s output. Source: Own depiction 

 
We explore different versions of this fuzzy comparison, highlighting the tradeoff 

between the error types based on the strictness of the match. We calculate model 
recall (fraction of identified “true” data sources, regardless of spurious identifications) 
and output similarity measured by various criteria.  

For the task at hand, the model can make two kinds of errors, oversights and 
hallucinations. Oversights are cases, where a truly mentioned data source is not 
recognized as such by the model and thus not listed in the output. Hallucinations are 
incorrect identifications, where the models output includes some entry that does not 
objectively count as a data source (either because the model misunderstood or 
confabulated). 

These two kinds of errors are not equally important in our case. For our use case, 
we prefer the inclusion of an inaccurate entry in the result set to the possibility of 
overlooking a true data source mention, as the former can more easily be detected 
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and corrected downstream. In other words, our current focus is predominantly on 
recall at this step. 

5. Results 

When evaluating recall of our approach (i.e. the fraction of correctly identified dataset 
citations as a fraction of all dataset citations), we apply several criteria to compare 
model predictions with our evaluation sample. We (i) let the LLM judge its own results 
as described above, (ii) compare exact string matches, (iii) fuzzy string matches, (iv) 
fuzzy string matches including synonyms, and (v) the Jaccard similarity. 

As these criteria are not equally strict in comparing similarity, measures of recall 
vary widely. In the strictest scenario, when we only count exact matches, we reach a 
recall of only 12% (17% conditional on the fact, that the model predicted any data to 
be contained at all). This result comes maybe unsurprisingly, as it signifies the variety 
of dataset names, i.e. complexity of the extraction task. 

When we ask the LLM to evaluate its own results, we obtain a 34% recall (62% 
when considering only papers, where the model predicted any data). While elegant 
in the context of our pipeline to leverage the LLM for evaluation, too, this criterion 
remains a black box, as the exact evaluation metric is subjective to the model and 
users are unaware a priori of the direction of a potential bias. 

The mildest evaluation measure is likely fuzzy synonym search, where any 
variations of synonyms of the dataset that are found are counted as a hit. Arguably, 
this may be a valid measure for our use-case, as a synonym of a dataset name is often 
just as correct as any other. Using this criterion, our approach finds 71% percent of 
dataset citations in the papers provided. Figure 5 depicts recall results for all 
evaluation criteria used. 
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Figure 5: Performance measures of model recall based on different criteria. Source: Author’s 
own calculations. 

 

Note that fuzzy synonym search is not necessarily always feasible to evaluate 
results, if our pipeline were to be applied in another context, as it requires some 
domain knowledge to know synonyms of dataset names. However, providers of 
datasets often possess such domain knowledge. Further note that such domain 
knowledge is only needed for evaluation using synonyms, not to algorithm 
performance itself. 

As the recall numbers vary considerably depending on the exact criteria used, 
due to the loosely defined task of comparing lists of strings, we feel compelled to 
comment briefly on our subjective feeling. When looking at the similarity of lists 
ourselves, we were surprised by the capability of the LLM to identify datasets 
correctly, even in the case of complicated names or infrequently used datasets. 

Users of the automated dataset extraction pipeline might be interested in 
inspecting the performance of the LLM assistant on an individual dataset level. Here, 
we notice a very high ability of the algorithm to identify well-structured and well-
defined datasets, in our case due to the corpus of input papers particularly from 
administrative data sources (datasets originating from Deutsche Bundesbank) and 
commercial providers. A particularity of these datasets is that they are usually clearly 
defined, named, and separable entities.  
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Figure 6: Recall per dataset, judged by LLM. Source: Authors own calculations. 

 

Furthermore, the existence of relatively unique abbreviations seem to support 
automatic dataset extraction (e.g. “CSDB” and “SHS”10). Figure 6 shows recall for a 
number of selected administrative datasets in our sample. Before deriving ambitious 
conclusions from this finding, the scope of the extraction would have to be enlarged, 
as the number of occurrences per dataset in our sample remains limited. However, 
we take this as an encouraging sign for the potential of our approach. 

Even considering the preliminary nature of results as part of the presented proof-
of-concept, it seems already efficient to streamline the process of identifying data 
usage in papers by using an LLM, since the baseline to date is human labeling. This 
holds true even if model performance itself is deemed insufficient for certain use-
cases (whereas we would argue that for our use-case it is already sufficient), as long 
as pre-labeling by the model increases efficiency of subsequent human labeling. 
Hence, using our pipeline seems to yield a fairly reliable gauge of data impact, when 
identifying known datasets in unknown papers. 

6. Conclusions 

Both, data providing institutions and data users such as empirical researchers have 
an interest in tracing how datasets are used. If structuredly available, information on 
how datasets are used in research papers would allow data providers to measure data 
impact and researchers to inspect data usage in a systematic way. In other words, the 
whole infrastructure around research paper citations (such as paper and journal 

 
10 “Central Securities Data Base“ and „Securities Holdings Statistics“, two large and well-documented 

European administrative datasets used for non-commercial research. 
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impact and citation networks) could be recreated for datasets, benefiting providers 
and users of data.  

To date, dataset citations in research papers have not been systematically used, 
due to the unstructured textual nature of dataset citations. Recent advancements in 
NLP allow us to progress on the status quo. We present a pipeline to leverage LLMs, 
specifically GPT-3.5, to extract dataset citations and evaluate performance using a 
manually labeled evaluation sample. 

We find that LLM performance is good in terms of recall. The LLM correctly 
identifies many of the datasets used in the papers presented to the LLM. Performance 
in identification is particularly good for known datasets, where domain knowledge in 
the form of known used synonyms of dataset names can be provided to the 
algorithm. However, measures of recall vary to a fair degree due to the unclear 
defined task of comparing two lists. 

We argue that model performance is sufficiently high to measure data impact, 
since the proof-of-concept already offers value-generating use-cases. First, our 
approach considerably advances on the status quo, where manual labeling to trace 
data impact is often prohibitive in terms of time and effort. Here, we offer a viable 
pre-screening option to make tracing for humans feasible. Second, even if there are 
no human capacities available, our approach allows tracing data impact over time 
reliably, as long as dataset citation practices remain constant in a field. 

Our pipeline is easily transferrable to other institutions interested in tracing their 
data usage in research or researchers interested in data citation networks. We use 
GPT 3.5 for the results described here, however the LLM can be exchanged relatively 
simply. Exchanging the LLM at the core of our pipeline allows interesting extensions 
and likely quality gains in the near future, with the quick pace of increasing LLM 
capabilities we currently witness. 

Possible extensions include leveraging on-premise LLMs to allow tracking data 
impact in confidential texts, without concern of sharing confidential data outside the 
institution. If in a given institution, data impact is characterized predominantly by its 
usage in internal data-driven decision-making, it could make sense to evaluate data 
mentions in confidential texts, such as internal briefs, board meeting minutes, etc. 

Our proof-of-concept allows important lessons learned for data providers. Data 
impact can now be traced automatically and efficiently. Therefore, it is now possible 
to provide data knowing how it is used, i.e. with a more clear user-centric focus. 
Therefore, data-driven decision-making and knowledge-generation can be enhanced 
in several key aspects.  

By knowing the impact of datasets, (i) resources can be focused on value-creating 
data, (ii) underused data can be identified and potential usage hurdles removed, (iii) 
popular datasets can be promoted, (iv) combined with researcher information, 
tailored datasets can be recommend, and (v) frequently jointly used datasets can be 
provided together. With these value propositions in mind, our next step is to ingest 
a larger corpus of research papers to leverage on the next generation of LLMs.  
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Appendix 

 

Box 1 

Prompts 
The final prompt used reads as follows 

A dataset is a collection of structured or unstructured data that is organized and 

grouped together for a specific purpose. It typically consists of multiple data points 

or observations related to a particular topic or subject. A dataset can include various 

types of information such as numerical values, text, images, audio, video, or any other 

form of data. It is often used in the context of data analysis, machine learning, and 

statistical research, where the data is utilized to extract insights, train models, or 

draw conclusions. Datasets can be generated through various means, including surveys, 

experiments, observations, or by gathering existing data from different sources. 

The text after the empty lines is a scientific paper excerpt 

According to the definition on the first line, search for any mentions of datasets 

or data-sources used in the paper's research. 

If you find any, please compile a list of all mentioned datasets in this excerpt. 

If there aren't any, please reply with 'None'. 

 

Consolidation prompt 

You will be provided one or more lists of datasets. 

Each new list starts with '=>'. 

You need to combine all the lists into a single one by removing redundant entries. 

Delimit the final list with simple '-' bullet points. 

 

Recall prompt 

You will be provided with text delimited by triple quotes that is supposed to be a list 

of datasets. Check if the following true datasets are directly contained in the answer: 

... 

For each of these true datasets perform the following steps: 

1 - Restate the true dataset 

2 - Write 'yes' if the true dataset is mentioned in the answer, otherwise write 

'no' 

Finally, provide a count of how many 'yes' findings there are. Provide this count as 

{"count":<insert count here>}. 
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Since public funds are used, the public has an interest in knowing the value created by the investment

Issue: It is hard to measure data impact, as data citations in scientific papers are not standardised

The Data Value Chain
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In social sciences, 

publically funded 

research data 

centres (RDCs) 

have proliferated 

in recent years*

Knowledge from 

empirical research 

enables public 

debate and data-

driven decision 

making

Empirical 

research papers 

use data to derive 

insights

RDCs provide 

high-quality 

granular data from 

administrative 

source low-cost or 

free of charge

Research Data 

Centres

High-quality 

Research Data
Scientific Papers

Societal

Knowledge

Data 

Value 

Chain

* For details on how RDCs work, compare slides in appendix
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Leveraging Large Language Models to Extract Data Citations 1 Blaschke & Hirsch (2023)
2 Polak & Morgan (2023)

Theory

Blaschke & Hirsch 

(2023)1 attempt to 

measure the value 

of an RDC, 

leveraging on 

manually collected 

info on projects and 

publications

Our Contribution

Recent advances in 

natural language 

processing (NLP) 

enable us to flexibly 

detect and connect 

data source 

descriptions from 

academic papers 

using GPT-3.5

Gap in Literature

Most of the literature 

to date seems to 

focus on the natural 

sciences or ML/NLP 

papers specifically

Related Work

Polak & Morgan 

(2023)2 propose 

ChatExtract to 

extract materials 

data in research 

papers, leading to 

accurate results when 

identifying known 

properties
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I want you to 

identify and list all 

datasets or data 

sources from the 

following text of a 

scientific paper. 

Okay!

Non-technical summary  

Research Question  

The financial crisis showed 

that a sound capital base is 

a necessary, but not 

sufficient condition for 

banks to be resilient to 

major shocks: sound 

liquidity buffers to withstand 

short-term liquidity shocks 

and a sound stable funding 

base to withstand 

prolonged in -vestors’ 

mistrust are equally 

important. The Basel 

Committee has formalized 

the latter lesson into the  

Net Stable Funding Ratio

The provided paper 

contains the following 

datasets/datasources:

- Eikon

- Bloomberg

- Deutsche 

Bundesbank's balance 

of payments statistics

- BAKIS

Instruction Text data Answer

User Messages

Assistant Model Messages
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CORPUS TO BE LABELLED

➢ From Bundesbank discussion paper series

➢ Data sample: 1,103 papers

➢ Papers focus on economics and finance

EVALUATION SAMPLE

➢ Focus on empirical papers using databases

(not data used for model calibrations)

➢ We draw a random sample for labeling to ensure

unbiased evaluation metrics

➢ 103 papers manually labelled

DATA
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Seite 6
October 2023

Leveraging Large Language Models to Extract Data Citations

Split Prompt AskFilter Consolidate

Input

Academic Papers

Output

Data Sources

Output
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Input

- Academic Papers

- Labels: Data Sources

Pipeline

Manual labelling

Output

- Data Sources

- Quality Measures

Missed Identified

Incorrect Hallucination

Correct Oversight Hit
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Different measures of apparent performance
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Results
API Costs per paper processed
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Results
Larger Contexts provide minor performance improvement
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Results
Larger Contexts significantly reduce overall costs
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Results
Recall for individual datasets
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Challenges & Mitigations
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DEPENDENCY

Reliance on the OpenAI API is a point of failure

Unforeseen outages are possible

⚠

UNSTRUCTUREDNESS

Assistant-Style language models produce plain 

text, strict output-syntax is merely a suggestion

TESTING

The definition of success itself is up to debate 

and interpretation

• OpenAI transparently reports system status

• Pipeline can plug-in alternative models

• Zero “temperature” improves reliability 

• Pipeline tracks as many potentially relevant 

dimensions as possible



Future Extensions and Applications
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Leveraging GPT4 could improve

results, while LLaMA can run locally

Explore which datasets are

commonly used together

„Researchers who worked with

Dataset A often also used Dataset B“

„Dataset A has a high impact

because it fueled X journals

publications“

Test other LLMs

Data usage networks

Data recommender

Data impact factor

Corpus of

academic

papers, labelled

with data sets

used

EXTENSION DETAILRESULT
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2
3

1
CAPABILITY

Assistant-style language models can effectively extract specific types of 

information from large bodies of unstructured text

GUIDANCE

Give the model clear and simple tasks, yet 

as much context as possible

EVALUATION

Think carefully about how to measure success 

and track experiments systematically
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Premise of the Deutsche Bundesbank

RDC’s secure environment

No personal

laptops

No mobile

phones

No USB 

sticks 

No 

internet

RDSC staff checks

all results that 

leave the secure 

environment
Results that are released by RDSC 

staff can be published and shared 

with the public

Appendix: RDCs allow to securely share confidential granular data from 
administrative sources with external researchers



Page 18
October 2023

Leveraging Large Language Models to Extract Data Citations

RDCs in other 

institutions*

* selected examples

Appendix: RDCs proliferate in recent years, both nationally and 
internationally, enabling high-quality research 



Appendix: The Prompts

Seite 19
October 2023

Leveraging Large Language Models to Extract Data Citations

Identification Prompt

A dataset is a collection of structured or unstructured data that is organized and grouped 

together for a specific purpose. It typically consists of multiple data points or observations 

related to a particular topic or subject. A dataset can include various types of information 

such as numerical values, text, images, audio, video, or any other form of data. It is often 

used in the context of data analysis, machine learning, and statistical research, where the data 

is utilized to extract insights, train models, or draw conclusions. Datasets can be generated 

through various means, including surveys, experiments, observations, or by gathering existing 

data from different sources.

The text after the empty lines is a scientific paper excerpt

According to the definition on the first line, search for any mentions of datasets or data-

sources used in the paper's research.

If you find any, please compile a list of all mentioned datasets in this excerpt.

If there aren't any, please reply with 'None'.
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Consolidation Prompt

You will be provided one or more 

lists of datasets.

Each new list starts with '=>'.

You need to combine all the lists 

into a single one by removing 

redundant entries. Delimit the final 

list with simple '-' bullet points.

Recall Prompt

You will be provided with text delimited by triple 

quotes that is supposed to be a list of datasets. 

Check if the following true datasets are directly 

contained in the answer:

...

For each of these true datasets perform the following 

steps:

1 - Restate the true dataset

2 - Write 'yes' if the true dataset is mentioned in 

the answer, otherwise write 'no'

Finally, provide a count of how many 'yes' findings 

there are. Provide this count as {"count":<insert 

count here>}.
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