Irving Fisher Committeeon  gw B | S
Central Bank Statistics -

IFC-Bank of Italy Workshop on “Data science in central banking: enhancing the access
to and sharing of data”

17-19 October 2023

Overcoming data-sharing challenges in central
banking: federated learning of diffusion models for
synthetic mixed-type tabular data generation’

Timur Sattarov,
Deutsche Bundesbank,

Marco Schreyer,
University of St Gallen

! This contribution was prepared for the workshop. The views expressed are those of the authors and do not necessarily reflect

the views of the Bank of Italy, the BIS, the IFC or the other central banks and institutions represented at the event.

1/1
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banking: Federated Learning of Diffusion Models for
Synthetic Mixed-Type Tabular Data Generation

Timur Sattarov'? Marco Schreyer?
Abstract

Realistic synthetic tabular data generation encounters significant challenges in
preserving privacy, especially when dealing with sensitive information in domains like
finance. In this paper, we introduce FedTabDiff, a novel federated learning framework
for generating high-fidelity mixed-type tabular data without centralized access to the
original datasets. Leveraging the strengths of Denoising Diffusion Probabilistic
Models (DDPM), our approach addresses the inherent complexities in tabular data,
such as mixed attribute types and implicit relationships. More critically, FedTabDiff
realizes a decentralized learning scheme that permits multiple entities to
collaboratively train a generative model while respecting data privacy and locality. We
extend DDPM into the federated setting for tabular data generation, which includes
a synchronous update scheme and weighted averaging for effective model
aggregation. Experimental evaluations on real-world financial and medical datasets
attest to the framework’s capability to produce synthetic data that maintains high
fidelity, utility, privacy, and coverage.
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1. Introduction

In the rapidly changing financial regulatory landscape, data analytics has become
increasingly vital, with central banks collecting extensive microdata to guide policy,
assess risks, and maintain stability globally. The detailed nature of this data introduces
unique challenges, notably in data privacy. Real-world tabular data is crucial for
developing complex, real-life dynamic models but often contains sensitive
information, necessitating strict regulations like the EU's General Data Protection
Regulation and the California Privacy Rights Act. Despite implementing such
safeguards, institutions remain wary of deploying Artificial Intelligence (Al) models
due to risks of data leakage (Carlini et al. 2020; Bender et al. 2021; Kairouz et al. 2019)
and model attacks (Fredrikson, Jha, and Ristenpart 2015; Shokri et al. 2017; Salem et
al. 2018), which could potentially reveal personally identifiable information or
confidential training data (Carlini et al. 2020; Bender et al. 2021; Kairouz et al. 2019;
Fredrikson, Jha, and Ristenpart 2015; Shokri et al. 2017; Salem et al. 2018). A promising
avenue to address these risks originates from generating high-quality synthetic data.
In this context, the term ‘synthetic data’ denotes data of a generative process
grounded in the inherent properties of real data. Modeling these processes provides
a nuanced understanding of underlying patterns, unlocking insights, especially in
high-stake domains (Assefa et al. 2020; Schreyer et al. 2019). Generating high-fidelity
synthetic tabular data is crucial for regulatory-compliant data sharing, fostering
collaboration among various entities, and enabling the modeling of rare but impactful
events like fraud (Charitou, Dragicevic, and d'Avila Garcez 2021; Barse, Kvarnstrom,
and Jonsson 2003). The Irving Fisher Committee (IFC) and the United Nations
Economic Commission for Europe (UN-ECE) have both underscored the importance
of data sharing and collaboration in the financial sector. The IFC's guidance note?
discusses the challenges and benefits of cross-border cooperation, advocating for
harmonized data practices and the use of advanced technologies. Similarly, the
UNECE's guide* recommends that national statistical offices expand their data
sources beyond national confines, incorporating international statistics to improve
economic data. However, data sharing comes with a number of challenges such as
data privacy or security concerns which can have severe consequences in case of any
breaches of confidential information. In addition, the data transmission plays a big
role as moving extensive datasets between central banks can become bandwidth-
intensive and expensive. This approach is particularly pertinent as real-world tabular
data is often characterized by inherent complexities, including:

1. Mixed Attribute Types: Tabular data comprises diverse attribute data
types, including categorical, numerical, and ordinal data distributions. Modeling these
complexities requires effectively integrating different data types into a cohesive
model.

2. Implicit Relationships: Tabular data encompasses implicit relationships
between individual records and attributes. Modeling these complexities necessitates

3 https://www.bis.org/ifc/data_sharing_practices.pdf
“ https://unece.org/sites/default/files/2021-02/Data%20sharing%20guide%200n%20web_1.pdf



disentangling the dependencies into a model representing the relationships between
records and attributes.

3. Distribution Imbalance: The skewed distributions and imbalances in
financial tabular data represent a significant hurdle. These factors demand advanced
modeling techniques that precisely encapsulate and represent the nuanced patterns
in financial data.

In recent years, deep generative models (Goodfellow, Shlens, and Szegedy 2014)
have made impressive strides in the creation of diverse and realistic content, such as
images (Brock, Donahue, and Simonyan 2018; Rombach et al. 2022), videos (Chan et
al. 2019; Singer et al. 2022; Yu et al. 2023), audio (Wang et al. 2023; Le et al. 2023; Bai
et al. 2022), code (Li et al. 2022; Chen et al. 2022; Le et al. 2022), and natural language
(OpenAl 2023; Bubeck et al. 2023; Touvron et al. 2023). Lately, Denoising Diffusion
Probabilistic Models (DDPM) (Sohl-Dickstein et al. 2015; Ho, Jain, and Abbeel 2020)
demonstrated the ability to generate synthetic images of exceptional quality and
realism (Dhariwal and Nichol 2021; Rombach et al. 2022; Gao et al. 2023). To
effectively train these models, characterized by extensive parameters, substantial
compute resources, and extensive training data are crucial (de Goede 2023). However,
challenges arise when sensitive data is distributed across various institutions, such as
financial authorities, and cannot be shared due to privacy concerns (Assefa et al. 2020;
Schreyer et al. 2022; Schreyer, Sattarov, and Borth 2022). Recently, the concept of
Federated Learning (FL) (McMahan et al. 2017; McMahan and Ram-age 2017) was
proposed in which multiple devices, such as smartphones or servers, collaboratively
train Al models under the orchestration of a central server (Kairouz et al. 2019). The
training data remains decentralized, providing a pathway to learn a shared model
without direct data exchange.

To summarize, the main contributions of this study are:

e Introduction of FedTabDiff, a novel federated learning framework for
generating synthetic mixed-type tabular data, merging denoising diffusion
models with federated learning to enhance data privacy.

e Empirical evaluation of FedTabDiff using real-world financial and healthcare
datasets, illustrating its efficacy in synthesizing high-quality, privacy-
compliant data.

The reference implementation of the code can be accessed through:
https://github.com/sattarov/FedTabDiff.

2. Related Work

Lately, diffusion models (Cao et al. 2022; Yang et al. 2022; Croitoru et al. 2023) and
federated learning (Aledhari et al. 2020; Li et al. 2021; Zhang et al. 2021a) triggered a
considerable amount of research. In the realm of this work, the following review of
related literature focuses on the federated deep generative modeling of tabular data:


https://github.com/sattarov/FedTabDiff

Deep Generative Models: Xu et al. (Xu et al. 2019) introduced CTGAN, a conditional
generator for tabular data, addressing mixed data types to surpass previous models’
limitations. Building on GANs for oversampling, Engelmann and Lessmann
(Engelmann and Lessmann 2021) proposed a solution for class imbalances by
integrating conditional Wasserstein GANs with auxiliary classifier loss. Jordon et al.
(Jordon, Yoon, and Van Der Schaar 2018) formulated PATE-GAN to enhance data
synthesis privacy, providing differential privacy guarantees by modifying the PATE
framework. Torfi et al. (Torfi, Fox, and Reddy 2022) presented a differentially private
framework focusing on preserving synthetic healthcare data characteristics. To handle
diverse data types more efficiently, Zhao et al. (Zhao et al. 2021) developed CTAB-
GAN, a conditional table GAN that efficiently addresses data imbalance and
distributions. Kim et al. (Kim et al. 2021) enhanced synthetic tabular data utility using
neural ODEs, and Wen et al. (Wen et al. 2022) introduced Causal-TGAN, leveraging
inter-variable causal relationships to improve generated data quality. Zhang et al.
(Zhang et al. 2021b) offered GANBLR for a deeper understanding of feature
importance, and Noock and Guillame-Bert (Nock and Guillame-Bert 2022) proposed
a tree-based approach as an interpretable alternative. Kotelnikov et al.(Kotelnikov et
al. 2022) explored tabular data modeling using multinomial diffusion models
(Hoogeboom et al. 2021) and one-hot encodings, while FinDiff (Sattarov, Schreyer,
and Borth 2023), foundational for our framework, uses embeddings for encoding.

Federated Deep Generative Models: De Goede et al. in (de Goede 2023) devise a
federated diffusion model framework utilizing Federated Averaging (McMahan et al.
2017) and a UNet (Ronneberger, Fischer, and Brox 2015) backbone algorithm to train
DDPMs on the Fashion-MNIST and CelebA datasets. This approach reduces the
parameter exchange during training without compromising image quality.
Concurrently, Jothiraj and Mashhadi in (Jothiraj and Mashhadi 2023) introduce
Phoenix, an unconditional diffusion model that employs a UNet (Ronneberger,
Fischer, and Brox 2015) backbone to train DDPMs on the CIFAR-10 image database.
Both studies underscore the pivotal role of federated learning techniques in
advancing the domain.

To the best of our knowledge, this is the first attempt utilizing diffusion models in the
federated learning setup for synthesizing mixed-type tabular financial data.

3. Federated Learning of Diffusion Models

This section outlines our proposed FedTabDiff model for integrating Federated
Learning (FL) with Denoising Diffusion Probabilistic Models (DDPM), aiming to enhance
the privacy of generated mixed-type tabular data.

Gaussian Diffusion Models. The Denoising Diffusion Probabilistic Model (Sohl-
Dickstein et al. 2015), (Ho, Jain, and Abbeel 2020) is a latent variable model that uses
a forward process to perturb data x, € R% incrementally with Gaussian noise ¢, then
restores it through a reverse process. Starting at x,, latent variables x, ..., x; are
derived via a Markov Chain, transforming them into Gaussian noise x;~N(0,I),

deflned as. q(xtlxt_l) = N(.xt; 4/ 1 - ﬁtxt_l, ﬁfl)
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Figure 1. Schemattic illustration of the FedTabDiff model depicting each central bank w; training
a local diffusion model ‘FinDiff. Each timestep Xr,..,X1,X, reflects the latent data
representations in the reverse diffusion. Model parameters 6 are aggregated on the server
producing model 8%, which is subsequently shared back after every training round r = 1,..., R.

Here, B; is the noise level at timestep t. Sampling x; from x, for any t is expressed as

q(x¢lxo) = N (xs; ,’ 1- B\txorﬁtl)r

where B, = 1 —[]¢_,(1 — ;). In the reverse process, the model denoises x, to recover
Xo. TO approximate, a neural network with parameters 6 is trained, parameterizing
each step as following:

Do (Xe—11%t) = N (X—1; o (¢, ), Zg (g, 1)),

where ug and Xy are the estimated mean and covariance. Following Ho et al. (Ho, Jain,
and Abbeel 2020), with Z4 being diagonal, ug is computed as:

1 Be
Ug(xp, t) = —=(x; ——= €g(x;, 1))
o\t \/a—t t \/1—_6? o\t
Here, a;:=1— B, a; =[l}'.oa; and eg(x,t) is the predicted noise component.
Empirical evidence shows that using a simplified mean-squared error loss yields
superior results compared to the variational lower bound log p(g)(x).

L= Exg,e,t”E — €g(x, t)”%

Federated Learning. The DDPM learning process is enhanced by Federated Learning
(McMahan et al. 2017). FL enables knowledge acquisition from data distributed across
C clients, denoted as {w;}{;. The training dataset is partitioned into C sub-datasets,
D = {D;};{_,, each privately accessible only to a single client w;. Data subsets D; and
D;, where i # j, can have different data distributions. We build on the FinDiff model
for mixed-type tabular data generation (Sattarov, Schreyer, and Borth 2023), inspired
by the work presented in (de Goede 2023; Jothiraj and Mashhadi 2023). We introduce
a central FinDiff model f; with parameters 6%, maintained by a trusted entity and
collectively learned by clients {w;}{-;. Each client w; maintains a decentralized FinDiff



model f(f_i and contributes to learning the central model. The federated optimization
uses a synchronous update scheme over r=1,..,R communication rounds
(McMahan et al. 2017). In each round, a subset of clients w;, € {w;}{—; is selected.
fr, perform optimization,
and then send their updated model parameters back for aggregation. The schematic
process with four clients is depicted on fig. 1. Following Federated Averaging
(McMahan et al. 2017) is used to compute a weighted average over the decentralized

model updates, defined as:

These clients receive the current central model parameters 6

A
3 1 I3)
9r+1 < 5 |DL| 6i,r+1
i=1

where A denotes the clients, r current communication round, |D]| is the total sample
count, and |D;| € |D] is the number of samples accessible by the client w;.

4. Experimental Setup

This section describes the details of the conducted experiments, encompassing the
data preparation steps, model architecture, and evaluation metrics.

Datasets and Data Preparation

Two real-world tabular datasets are used for the evaluation:

1. City of Philadelphia Payments® encompasses a total of 238,894 payments
generated by 58 distinct city departments in 2017. Each payment includes 10
categorical and 1 numerical attribute. The feature doc_ref no_prefix definition
(document reference number prefix definition) was used for the non-iid split.

2. Diabetes hospital data® encompasses a total of 101,767 clinical care
records collected by 130 US hospitals between the years 1999-2008. Each care record
includes 40 categorical and 8 numerical attributes. The feature age (a patient’s age
group) was used for the non-iid split.

Non-iid partition. We aim to substantiate the model's efficacy and effectiveness,
ensuring generalizability across non-iid data splits. The data is non-iid partitioned by
segregating based on a categorical feature. The five dominant categories within this
feature serve as a basis for data allocation to different clients, thereby introducing a
realistic non-iid and unbalanced data environment for federated training. We present
the descriptive statistics and details on the non-iid data partitioning scheme in the
table 1.

> https://www.phila.gov/2019-03-29-philadelphias-initial-release-of-city-payments-data

6 https://www.kaggle.com/datasets/brandao/diabetes



Table 1. Non-iid and unbalanced data partitioning scheme.
Only a subset D; c D is privately accessible to a client w;.

# samples in D;

Client Philadelphia Diabetes
w1 40,038 9,685
ay; 28,521 17,256
w3 16,831 22,483
Wy 93,119 26,068
Ws 36,793 17,197
all 215,302 92,689

Numeric features were normalized using the Quantile Transformer’ and
categorical attributes were encoded using embeddings as per (Sattarov, Schreyer, and
Borth 2023).

Model Architecture

The model architecture for both datasets involves the feed forward neural network
with four layers of 1024 neurons each. Models are trained for up to 1000
communication rounds R = 1000 with a mini-batch size of 512 using Adam optimizer
(Kingma and Ba 2015) with B, = 0.9, 8, = 0.999. PyTorch v2.0.1 (Paszke and Gross
2019) is used for optimization of the model parameters.

Diffusion Model Training Hyperparameters. We determined that the optimal
number of diffusion steps for training the diffusion model is T = 500. We used a linear
scheduler with B4+ = 0.0001 and B,,,4 = 0.02. Also, each embedding dimension of
categorical attributes was assigned to 2.

Federated Learning Hyperparameters. At every communication round r =1, ...,R
each client w; performed 20 model optimization updates (client rounds) on its local
model 6 before sharing the model parameters. All five clients 1 = 5 were selected
at every communication round for decentralized optimization iteration. The Flower
framework v1.4.0 (Beutel et al. 2022) simulates the federated learning scenario and
trains the model with multiple clients.

7 https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.QuantileTransformer.html
8 X



Evaluation Metrics

We employ a series of evaluation metrics, including fidelity, utility, coverage, and
privacy, to evaluate the effectiveness of our model quantitatively. The metrics are
selected to represent diverse aspects of data generation quality, ensuring a holistic
view of model performance.

Fidelity. Fidelity evaluates the extent to which the synthetic data replicates the real
data, a process executed at both column and row levels. The fidelity of columns is
investigated by assessing the similarity between each column in the synthetic and real
datasets. For numeric attributes, the Kolmogorov-Smirnov statistic (Massey 1951), is
applied to quantify the utmost difference between empirical and theoretical
cumulative distributions. The Total Variation Distance measures the disparity between
the real and synthetic categorical columns. It is defined as Y cc | p(x%) — p(s%)],
with p(s?) representing the proportion of existing categories c in attribute d. The
row fidelity is measured using correlations between a pair of columns. For numeric
attributes, a Pearson correlation (Benesty et al. 2009) is computed between a pair of
columns. Next, the absolute difference between the correlations of the real and
synthetic attribute pairs is used to estimate the coefficient. We used the contingency
table for categorical attributes by computing the Total Variation Distance (TVD) on a
pair of categories in attributes a and b.

Utility. The evaluation of synthetic data crucially depends on the measure of its utility,
which involves quantifying its functional equivalence to real-world data. This metric
involves training machine learning models on synthetic datasets and subsequent
evaluations on original ones. This criterion measures the applicability and quality of
synthesized data in various downstream tasks, like classification or anomaly detection.
This study measures utility by training classifiers on synthetic data sharing the same
dimensions with the training set, followed by evaluations on the actual test set. The
average accuracy denotes the resultant utility, consolidated over all classifiers. The
classifiers utilized in this study for a diversified approach include Random Forest,
Decision Trees, Logistic Regression, Ada Boost, and Naive Bayes.

Coverage. The coverage metric quantifies how much a synthetic column
encompasses all potential categories found within a real column. In dealing with
categorical features, this metric initially calculates the number of unique categories
inherent in the real column. Subsequently, it determines the presence of those
categories within the synthetic column, and returns the proportion of real categories
mirrored in the synthetic data.

Privacy. The privacy metric quantifies the degree to which the synthetic data inhibits
the identification of original data entries. The Distance to Closest Records (DCR) is
utilized to assess the privacy of the generated data. The DCR is determined as the
nearest distance from a synthetic data point to the authentic data points. The final
score is the median of the DCRs for all synthetic data points.

The implementation of the evaluation metrics originates from the Synthetic Data
Vault (SDV) library v1.3.0 (Patki, Wedge, and Veeramachaneni 2016).

Evaluation Process. The effectiveness of the FedTabDiff federated approach is
assessed by comparing it with a non-federated scenario. Here, each client trains a



FinDiff synthesizer, and the quality of generated data is evaluated against all data
partitions, including the entire dataset. This comparison helps determine the added
value of the federated setting and whether the global model effectively aggregates
comprehensive data knowledge. Furthermore, it reveals whether clients (or central
banks), especially those from underrepresented groups with limited data volume,
benefit from the global model's capability to generate data reflecting broad
characteristics.

5. Experimental Results

This section presents the results of the experiments, demonstrating the efficacy of the
FedTabDiff model and providing quantitative analyses. The results, detailed in table 2
together with depicted heatmaps in fig. 2, compare the Federated FedTabDiff model
with Non-Federated FinDiff models across fidelity, utility, coverage, and privacy.

Table 2. Comparative analysis of the Federated (FedTabDiff) versus Non-Federated (FinDiff)
models, evaluated using the full dataset D. Non-Federated diffusion models are trained
individually at each client w; with subset D; c D (reflected in column “Split) and evaluated
against the entire dataset D.

Evaluation Measures

Dataset Client Split D; Fidelity T Utility T Coverage T Privacy
[N 19% 0.267 £0.03 0.263 £0.04 0.689 +0.03 3.162 £ 0.19
% 13% 0264 £0.03 0325 £0.06 0.681 +0.02 3.103 £ 0.13
Philadelphia w3 8% 0.207 £0.03 0.118 £0.04 0.847 +0.04 3.178 £ 0.03
Wy 43% 0.394 +£0.01 0430 £0.01 0.863 £0.02 2919 £ 0.14
ws 17% 0.238 £+ 0.03 0.197 £0.03 0.898 + 0.01 3.359 +0.33
FedTabDiff 0.590 + 0.01 0.837 + 0.03 0.944 + 0.03 2.607 + 0.18
w4 10% 0.217 £0.01 0.104 £0.03 0.944 +0.02 10.261 + 0.25
W, 18% 0.269 £ 0.01 0.186 £ 0.01 0.943 + 0.03 10.091 + 0.38
Diabetes w3 24% 0.314 £ 0.01 0.242 £0.01 0.946 + 0.01 9.895 + 0.31
Wy 28% 0.331 £0.01 0.281 £0.01 0.939 +0.01 9.941 £ 0.21
ws 18% 0.269 £0.01 0.185 +£0.01 0.943 +0.02 10.139 £ 0.19
FedTabDiff 0.720 £ 0.01 0.265 +0.01 0.906 + 0.01 3.120 £ 0.09

*Scores are derived from the averaged results and standard deviations of five experiments, each initiated with distinct random seeds

Fidelity. The FedTabDiff model demonstrates superior fidelity, outperforming non-
federated models by up to 56% in the Philadelphia dataset and by approximately
118% in the Diabetes dataset. The model's adaptability across varying data
distributions is underscored by examining fidelity across different data subsets, D;, as
presented in fig. 2a. The FedTabDiff showcases stable fidelity scores across all clients
indicating its suitability for the proposed task. Conversely, non-Federated models
achieve analogous scores solely on data subsets exposed to local training, a
phenomenon visibly depicted through the emphasized diagonal scores in the
associated heatmaps. This outcome aligns with expectations, considering that the
model, trained only on the local subset D;, acquaints itself exclusively with the proper-



ties therein, remaining uninformed about the structural intricacies of the
comprehensive (global) dataset D.
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Figure 2: Comparison of evaluation metrics between Federated (FedTabDiff) and Non-Federated
(FinDiff) diffusion models on individual client w;. In the Non-Federated model, each client is
trained on its data subset D; and evaluated across all subsets.

Utility. The Utility scores from the table 2 indicate a substantial performance
enhancement by FedTabDiff in the Philadelphia dataset, with an over 218%
improvement compared to individual client models. With a score of 0.837, it
outperforms all client models, highlighting its superior capacity to synthesize data
with broader insights in a federated setting. For the Diabetes dataset, FedTabDiff
ranks second, slightly behind client w,. This variation is attributed to the datasets’
partitioning, where the Philadelphia dataset’'s imbalance is more pronounced,
influencing the federated model's relative effectiveness.

Privacy. The privacy metric shows a substantial improvement with FedTabDiff, which
scores 2.607 for Philadelphia and 3.120 for Diabetes. Although the scores for
FedTabDiff seem promising, carefully examining the chosen privacy metric is
imperative to ensure the validity of the synthetic data generated. Generating samples
with substantial deviation from the original might introduce a risk of producing
unrealistic data. Simultaneously, generating samples analogous to the original data
may result in data replication, potentially breaching privacy safeguards. A balanced
strategy, which moderately navigates between these two extremes, may offer a viable
path forward.

Coverage. In the Diabetes dataset, FedTabDiff scores 0.906, slightly below the highest
non-federated score of 0.946, while leading in Philadelphia with 0.944. These results
highlight its performance and bring nuances in coverage metrics to light. For instance,
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uniform random generation of categorical entries might inflate scores, as seen in
Diabetes dataset results in table 2 and the last column of the non-Federated
heatmaps in fig. 2c. Conversely, while the FedTabDiff gives attention to distribution
shape, there is a chance to overlook minority entries, especially within skewed
distributions.

Overall, the FedTabDiff model consistently surpasses non-federated models across all
evaluated metrics. This superior performance of the federated learning model
demonstrates its effective learning capabilities from the combined datasets of all
clients. Consequently, it affirms that the federated learning setup allows diffusion
models to effectively learn the underlying data structures across all clients, thereby
generating data of higher quality.

6. Conclusion

This study introduces FedTabDiff, a novel federated diffusion-based generative model
for the high-fidelity synthesis of mixed-type tabular data, enabling collaborative
model training without sharing sensitive data. The model enhances performance
metrics across two diverse datasets and maintains data privacy in a federated setting.
The methodological strength of FedTabDiff is thoroughly examined through extensive
experiments rooted in a realistic, non-iid data environment. The model’s ability to
prevent sharing sensitive information during the distributed training of generative
models, specifically for synthesizing tabular data for downstream tasks, is apparent.
Finally, through this federated approach, the positions of underrepresented entities
with limited data are substantially enhanced, thereby promoting the practice of
responsible Al in the financial sector. This phenomenon is particularly profound in
financial regulation, where the official statistics are distributed across central banks in
an unbalanced and non-iid manner. Models of this nature enable central banks to
overcome these challenges by adopting collaborative training of generative models.
Developed approach facilitates the sharing of models themselves rather than the
direct sharing of sensitive data. Future directions for this preliminary research include
more advanced federated learning methods and diffusion models.
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I Motivation

Central Bank w1

Central Bank w,

The sharing of financial data between central

banks is crucial for managing economic policy =
and financial sector supervision. A — e

(] 2
Key advantages:

* Improved economic policy: Informed

responses to global trends and risks. p '!: L :
* Boosted financial stability: Identifies risks and =1 E D@g :
strengthens systems proactively. i _ SR

* Better cross-border regulation: Enables
consistent standards and detects misconduct.
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I Motivation

Challenges:

* Legal and Regulator Constraints: varying laws and data protection regulations in b
different countries can be cumbersome for data sharing. h® 0

e Data Privacy and Security Concerns: any breaches of confidential information K \ ’EJ
can have severe consequences.

 Data Transmission: moving extensive datasets between central banks can
become bandwidth-intensive and expensive.
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I Motivation

Challenges:

Legal and Regulator Constraints: varying laws and data protection regulations in
different countries can be cumbersome for data sharing.

Data Privacy and Security Concerns: any breaches of confidential information
can have severe consequences.

Data Transmission: moving extensive datasets between central banks can

become bandwidth-intensive and expensive.

Use Federated Learning for decentralized node training without data exchange.
Utilize Diffusion Models to synthesize central bank’s local data; then share the
trained synthesizer model as part of the federated training.

The global model aggregates knowledge from central banks to produce high-
quality synthetic data.



I Data Sharing with Federated Learning
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Central Bank w4 Central Bank w,

Deep Generative
Model 65°

Aggregated Deep
Generative Model 8%

Deep Generative
Model 65

Central Bank w; Central Bank w;
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I Federated Learning: the mechanics

Client w Client w

Main ingredients: -
1. Training on the Client: the initial model 6" is ”
trained locally on each client w; using the local

data D;, ensuring data privacy and security.
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I Federated Learning: the mechanics

Main ingredients:

1. Training on the Client: the initial model 6" is
trained locally on each client w; using the local
data D;, ensuring data privacy and security.

2. Model Aggregation at the Server: after each
communication round r = 1, ..., R only the
model parameters are sent to a centralized
server, where they are aggregated into a “global”
model 5.
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I Federated Learning: the mechanics

Main ingredients:

1. Training on the Client: the initial model 6" is
trained locally on each client w; using the local
data D;, ensuring data privacy and security.

2. Model Aggregation at the Server: after each
communication round r = 1, ..., R only the
model parameters are sent to a centralized
server, where they are aggregated into a “global”

model 5.
3. Continuous Learning Cycle: The updated global
model is sent back to the clients for further local

training, creating a continuous cycle of learning
and improvement. 65 65
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I Federated Learning: Benefits

I17.10.23

Privacy Preserving: Federated Learning enhances user privacy by
keeping all the sensitive data on the local device, never sending raw

data to the central server.

Reduced Data Transfer Costs: in the Federated Learning setup only
the model parameters are being exchanged therefore avoiding
transmission of large data volumes.

Global Insights: financial institutions can benefit from insights
gathered globally across different markets and segments, but applied
in @ way that is tailored to local market conditions and regulations.
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I From Data Sharing to Model Sharing

What kind of generative model

could fit our needs?
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I Diffusion Models

* Diffusion Models — are generative models trained with the objective of noise removal and
subsequently constructing the desired data samples from pure noise.

* First introduced by Jascha Sohl-Dickstein et al. in 2015 with motivation from non-equilibrium
thermodynamics. They can be thought as a sequence of denoising autoencoders.

- Markov chain of diffusion steps.
- Add Gaussian noise in T steps.
-When T — o, x; is equivalent
to an isotropic Gaussian.

- No learning at this step.

- Reverse process of T steps.

- Data generation from Isotropic
Gaussian noise.

- Usually is called sampling.

- Learning is required.

I Figure is taken from , Denoising Diffusion Probabilistic Models “ by Ho et al. https://arxiv.org/pdf/2006.11239.pdf
17.10.23
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I Diffusion Models for Financial Tabular Data
0 “.'...“
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FinDiff: Diffusion Models for Financial Tabular Data Generation

Ot 5

‘ . . ::i ) .0110.

Timur Sattarov'- Marco Schreyer! Damian Borth' $s 220 &'o ". .
timur.sattarov@bundesbank.de marco.schreyer@unisg.ch damian.borth@unisg.ch Oaf o® . :lr
"University of St. Gallen, St. Gallen, Switzerland “Deutsche Bundesbank, Frankfurt am Main, Germany @ 3.:!: 3 ;:::: $.°
https://arxiv.org/abs/2309.01472

q(xe|xe—1) * FinDiff is a diffusion based generative

model, that synthesizes financial tabular
data for regulatory downstream tasks.

* It uses embeddings for mixed modality
financial data, comprising both
categorical and numeric attributes.

* Empirical results demonstrate high
fidelity, privacy, and utility using FinDiff.
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I FedTabDiff schematic overview

1. Each central bank

trains a local Central Bank w, Central Bank w;

generative model 6{°.

2. The Server aggregates
all models into a global
generative model 6%
accumulating
knowledge from local
datasets D;”.

3. The global model 85 is
used to generate high
quality tabular data
without sharing the
actual data.
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I Experimental Setup

* Mixed-type tabular datasets:
City of Philadelphia Payments — 215,302 payments generated by 58 city
departments in 2017. Contains 10 categorical and 1 numeric attributes.
Diabetes Hospital Data — 92,689 clinical care records collected by 130 US
hospitals between 1999-2008. Each record has 40 categorical and 8

numeric attributes. Dataset Client # samples D,

* The dataset was non-iid partitioned D; € D across 5 clients w;. w1 gg,gﬁ
. [J . . o e . wz 4

 Evaluation metrics: fidelity, utility, privacy, and coverage. Philadelphia 3 16,831

i Wy 93,119

* Federated learning hyperparameters Ws 36,793

total communication rounds: R = 1000 all 215,302

client model 6;” updates: R, = 20 wi 9,685

g - ws 17,256

* Diffusion model hyperparameters: , wa 22.483
Diabetes ’

MLP layers: 1024 -> 1024 -> 1024 -> 1024 i 20,002
activation: leakyRelu aﬁ 92,689
total diffusion steps: T = 500




I Experimental Results

 Comparative analysis of the Federated (FedTabDiff) versus Non-Federated (FinDiff)

models, evaluated using the full dataset D.

* Non-Federated diffusion models are trained individually at each client w; with subset
D; € D (column "Split") and evaluated against the entire dataset D.

I17.10.23

Evaluation Measures

Dataset Client Split D; Fidelity [5,32] T  Utility [S0] T Coverage [7] T Privacy [85] |
w1 19% 0.267 + 0.03 0.263 + 0.04 0.689 4+ 0.03 3.162 + 0.19

w2 13% 0.264 + 0.03 0.325 £+ 0.06 0.681 + 0.02 3.103 £ 0.13

Philadelohia w3 8% 0.207 & 0.03 0.118 + 0.04 0.847 +0.04 3.178 + 0.03
P Wy 43% 0.394 + 0.01 0.430 £+ 0.01 0.863 + 0.02 2919 +0.14

w5 17% 0.238 + 0.03 0.197 + 0.03 0.898 + 0.01 3.359 4+ 0.33

FedTabDiff 0.590 + 0.01 0.837 £+ 0.03 0.944 + 0.03 2.607 £+ 0.18

w1 10% 0.217 £+ 0.01 0.104 £+ 0.03 0.944 + 0.02 10.261 + 0.25

wWo 18% 0.269 + 0.01 0.186 + 0.01 0.943 4+ 0.03 10.091 + 0.38

Diabetes w3 24% 0.314 £+ 0.01 0.242 + 0.01 0.946 + 0.01 9.895 + 0.31
w4 28% 0.331 4+ 0.01 0.281 4+ 0.01 0.939 + 0.01 9.941 4+ 0.21

w5 18% 0.269 + 0.01 0.185 £+ 0.01 0.943 + 0.02 10.139 + 0.19

FedTabDiff 0.720 + 0.01 0.265 + 0.01 0.906 + 0.01 3.120 + 0.09

*Scores are derived from the averaged results and standard deviations of five experiments, each initiated with distinct random seeds
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I Experimental Results

* Fidelity - similarity of every column in the synthetic dataset against the real dataset.
* Fidelity score comparison between Federated (FedTabDiff) and Non-Federated (FinDiff).
* In the Non-Federated model, each client is trained on its data subset D; € D and evaluated

across all subsets.

w1 Wy W3 Wi Ws

Bl o/0-2(0-3400o R
oielos3[015[08[0 oo (%
o> I N (RURE 030
B co[o0]0.10780 10 R

S s EEVNGBIGRE] 51102

Mo o5 o.5[o75[o 801078005

Non-Federated (FinDiff)

n
N

lient trai

I17.10.23

client eval

Philadelphia

client eva
W, Wy W3 Wy

o GRS 0

| client eval client eval
ws all W1 Wy W3 Wy Ws aII W, W W3 Ws ws all

0:650.71 JRRR0.76[0.100.09/0.0710.08 0,21 IR0 77]0.78]0.77]0.76[0.75[0.77

{ < [#7%0.77|0.78[0.78[0.77/0.75/0.78

g N g:z 2;2 2-2(1) g.zi @ g wz-o 32 - 0.76(0.78(0.79(0.78(0.77(0.79
5 s [RE|[REJ0.61 0.6 71 AR 0.09|0.09|0.81/0.08/0.11 ws-----
2 . (RO 0,60 062 Yo 05[0.06[0.09051o.05 TR B0 7cl077/076[0.75/0.75[075
Federated (FedTabDiff) Non-Federated (FinDiff) Federated (FedTabDiff)
Philadelphia Diabetes Diabetes
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I Conclusion and Future Work

* Through the adoption of federated learning methodologies central banks may transition
from data sharing to model sharing.

* FedTabDiff is a federated diffusion-based generative model for high-fidelity synthesis of
mixed-type tabular data.

* The model avoids sharing of sensitive information by training a generative model and
sharing it across different authorities without distributing the underlying data.

* Generated tabular data can be used for a variety of downstream tasks, such as regulatory
compliance, anti-money laundering, fraud detection, risk management and many others.

 Future trajectories: advancement of privacy-preserving techniques, mitigation of
information dissemination risks and evaluation on the proprietary regulatory financial
statistics.
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