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Machine learning applications in central banking

Douglas Araujo, Giuseppe Bruno, Juri Marcucci, Rafael Schmidt, Bruno Tissot’

Executive summary

On 18-22 October 2021, the Irving Fisher Committee on Central Bank Statistics (IFC)
and the Bank of Italy co-organised, with the support of the European Central Bank
(ECB) and the South African Reserve Bank (SARB), a workshop on “Data science in
central banking” that focused on machine learning (ML) applications. This event
was an opportunity to take stock of how central banks are deploying ML across a
variety of use cases. It also illustrated the importance of these new techniques in
improving the efficiency and effectiveness of their related operations, including by
increasing their availability to deal with larger and new sources of information in a
more automatised way.

Indeed, the workshop underlined the diversity and maturity of ML approaches
already developed and used by central banks. This reflects their potential and
usefulness for central banks in dealing with the increasingly complex
environment in which they operate.

To start with, the new techniques can help gather more and better
information, which is key for central banks that rely heavily on data. ML can help
respond to this demand by enhancing the data quality, eg dealing with outliers,
addressing the problems posed by missing values, limited frequency and/or
timeliness, and by providing richer contextual insights.

In addition, a key issue for central banks is to make sense of the wealth of
data available to derive useful insights on specific economic and financial
situations. This needs to happen in a reasonably fast and largely automated fashion,
considering the constantly changing environment. Coping with the often exponential
growth of data and associated complexity of the statistical analysis is a challenge for
central bank statisticians. Fortunately, ML can greatly help central banks in this
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context by facilitating the modelling of economic and financial problems and
supporting the related statistical exercises.

In turn, the insights gained can effectively back the conduct of evidence-
based central bank policies. This is obviously the case regarding monetary stability,
not least in terms of better understanding the drivers of monetary policy decisions
that can be provided by ML. Similarly, applying ML in suptech can be instrumental in
helping financial supervisors to perform their oversight tasks, including identifying
and tackling micro-level fragilities and other emerging threats such as climate-related
financial risks. Turning to the macroprudential perspective, central banks can benefit
from the increased use of ML to interpret information from various, often unrelated,
data sources to assess system-wide vulnerabilities and their evolution over time.
Moreover, the new techniques can support other tasks that are also relevant from a
financial stability perspective, including the functioning of the payment system,
financial inclusion, consumer protection, anti-money laundering and the secure
printing of money.

At a more practical level, the workshop provided useful benchmarking, feedback
and training on ML models for the participants. Several lessons and observations
are worth noting for those in charge of deploying ML-based tools in their
central banks.

First, there is a wealth of alternative information sources that have barely been
tapped by central banks and which can provide new, useful insights if explored with
ML techniques. The ultimate goal is that policymakers have at their disposal better-
quality, timelier and interpretable data when taking decisions, especially in uncertain
times such as the Covid-19 pandemic. Second, complementarity is essential: ML
methods can provide additional insights to traditional approaches but have to be
blended with other types of exercises as well as with strong business expertise. Third,
there are benefits to calibrating many ML tools, not just one, since combining
different approaches can provide better results with usually limited additional effort.
Particular emphasis needs to be placed on avoiding ML model overfitting, eg through
cross-validation. Fourth, there is merit in following a pragmatic and gradual approach
when implementing the new tools. A considerably varied set of ML methods can be
considered, and it is important to carefully assess them before actual deployment,
with due consideration of the available skill set and computing environment. Fifth,
having more data is often better than increasing the sophistication of the ML model.
Sixth, while ML can be instrumental in dealing with complexity, there is also a risk of
developing black box solutions that would compound the challenges faced by users
as their functionality is rarely intuitive. The focus should therefore be on the
interpretability of the results obtained and on addressing well defined use cases.
Lastly, ML exploratory work has only started, and substantial staff and IT investment
as well as business adjustments will continue to be needed to make the most of the
new techniques, computing equipment and data.

Addressing these issues will require further modifications in central banks’
current operational processes — eg in developing software ("“DevOps”) and putting
ML algorithms into production ("MLOps”) — and collaboration models — with close
cooperation between core IT experts, data scientists and business specialists. It also
puts a premium on the IFC's mission to promote cooperation between central banks
through the sharing of national use cases and to draw relevant lessons from the
experiences observed outside the public community.
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1. Introduction: increased central bank use of ML
techniques

One of the IFC's raisons d'étre is to foster cooperation between central banks on
statistical issues based on showcasing projects and sharing national experiences. To
this end, the Committee has initiated recurrent workshops on “Data science in
central banking” aimed at a broad audience of practitioners and technicians, with
the goal of reviewing the adoption of data analytics and business intelligence
techniques and developments in the big data ecosystem. The first event, hosted by
the Bank of Italy in October 2021 with the support of the ECB and the SARB, focused
on the contribution of ML applications to central banking. This virtual event was
attended by almost 500 participants, representing about 180 institutions from the
public and private sectors.

ML can be defined as an algorithm —a method of designing a sequence of actions
to solve a problem — that optimises automatically through experience (ie from data)
and with limited or no human intervention (FSB (2017)). ML algorithms are a subset
of Artificial Intelligence (Al) techniques and are typically divided into four main types:
supervised, unsupervised, reinforcement and deep learning (Wibisono et al (2019)).
They have been increasingly used in economic and financial academic and
practitioner settings, and central banks are not far behind. One reason is that the
compilation of large and/or complex granular databases (Israél and Tissot
(2021)) and the development of big data analytics (IFC (2019)) have spurred
their ability to use ML tools to support the conduct of their policies, especially in
the areas of monetary and financial stability, including the associated statistical,
analytical and communication tasks (Chakraborty and Joseph (2017), Doerr et al
(2021) and Bruno and Marcucci (2021)).

Indeed, the IFC workshop highlighted the diversity of ML approaches
developed in central banking. Authorities are exploring, and in some cases already
deploying, ML techniques to support a wide range of use cases that encompass
macroeconomic modelling, economic and inflation analysis, the support of monetary
and financial stability policies (including microprudential tasks for those central banks
in charge of financial supervision) and specific statistical work (eg detection of data
anomalies). Moreover, the range of central banks involved in this exploratory work is
broad and comprises most advanced economies as well as a growing number of
emerging market economies.

The fact that diverse ML tools have been successfully applied across a wide
spectrum of use cases underscores the great value of the analytical insights they can
provide as well as the operational gains brought about by automatising and making
more efficient various production processes. One key benefit for central banks is,
in particular, the ability to deal with the increasingly complex environment in
which they operate. As regards monetary policy for example, the communication of
policy decisions has become increasingly important and multifaceted, especially after
the Great Financial Crisis (GFC) of 2007-09 (Gros (2018), Cieslak and Schrimpf (2019)
and Hansen and McMahon (2018)); it has in particular benefited from the use of
natural language processing (NLP) techniques (Gentzkow et al (2019)) to facilitate
dealing with textual information (Apel et al (2021), Ferreira (2021), Hansen et al (2018)
and Ahrens and McMahon (2021)). Another example relates to financial supervisory
tasks, for which new and complicated topics are constantly emerging, such as those
related to climate-related financial risks (Hernandez de Cos (2022)) or to the
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consequences of the Covid-19 pandemic (Casanova et al (2021)); it has in fact been
argued that ML can increase central banks’ efficiency in the supervisory area by
helping them cover more ground with the same resources (Beerman et al (2021)).

To be successful, ML projects require the availability of adequate staff and
IT resources as well as good coordination with the business areas (IFC (2020a)).
Fortunately, the wide variety of the techniques already deployed by central banks
suggests that they have been able to both rely on adequate human skills — including
subject matter and IT experts, and data scientists — and address the associated
complex IT requirements. They have benefited in particular from the fact that many
ML computing frameworks are widely available in the public domain as “open source”
— cf SCIKIT-LEARN (Pedregosa et al (2011)), PYTORCH (Paszke et al (2019)) and
TENSORFLOW (Abadi et al (2015)). Moreover, new approaches such as transfer learning
are further improving the accessibility to central banks of large, high-performance ML
models (Box 1).

The above developments have allowed central banks to take advantage of
the wide range of ML techniques to address increasingly sophisticated use cases,
as illustrated in Professor Michael McMahon's keynote speech. For instance,
traditional NLP techniques can be combined with algorithms that recognise the
temporal dimension of texts (cf Chang and Manning (2012)) to assess the information
content of monetary policy statements. Another interesting case is the use of NLP
techniques calibrated according to specific macroeconomic variables to analyse
central bank communication.

Yet the continuous development of ML algorithms and related areas, such
as big data analytics and cloud computing, is likely to require further substantial
investment in skilled staff (eg data scientists). As emphasised in Bank of lItaly
Deputy Governor Piero Cipollone’s introductory speech, the necessary skills transcend
the technical to include also the ability to recognise and address the challenges and
risks inherent in data science, such as the presence of bias in big data sets and the
imperative to consider data integrity, confidentiality and privacy.

Further investment in IT equipment remains necessary. In fact, many central
banks are in the process of implementing, or have already implemented, a cloud
adoption strategy to, inter alia, better enable ML/high-performance computing use
cases and to facilitate related collaboration with external researchers (as observed
eg in the case of the Bank of Canada). A key reason is that cloud computing offers
more agility for data analysis and experimentation; access to computing power is
easier to scale up, and, importantly, the responsibility for maintaining an updated
hardware and software environment in a so-called “plug-and-play model” (ie
requiring little involvement by the end user in the necessary IT setting) can be shifted
from internal staff to external service providers.

To sum up, the availability of large sets of data from many different and
unstructured sources along with the development of new, innovative analytics and IT
tools are changing the financial landscape in which central banks operate. This
provides a key opportunity to leverage (automatised) ML algorithms to strengthen
their economic and financial modelling toolkits, analytical capabilities and risk
management tools, in turn helping them to pursue their mandates more effectively.

The following sections elaborate on the various types of ML applications that can
be used effectively in view of the projects presented at the workshop. Section 2
describes ways to support central banks in making the best use of the data available
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as a key input for their operations. Sections 3 to 6 outline ML use cases in the specific
areas of macroeconomic analyses, monetary policy, micro-financial supervision and
(macro-)financial stability.

Box 1

Facilitating the use of machine learning by central banks with transfer
learning

Douglas Araujo

Some ML models aim to achieve or even exceed human-level performance based on large
and complex information, such as big data sets, text or images. Using them typically requires
powerful and sophisticated IT systems due to their training on vast amounts of data. Such
models can only achieve the desired performance if they are trained with a correspondingly
large amount of data. For example, GPT-3,® a model famous for its ability to create human-
like text, comprises 175 billion parameters that were trained on petabytes of text from two
broad internet text corpora, numerous books and the whole of English language Wikipedia.
Thus, the development of models with the highest performance in certain fields is usually
done only by a few organisations with sufficient resources and specialised computer
engineering capabilities.

Transfer learning is a technique that facilitates the use of these large models. The starting
point is to download a pre-trained version of them and then fine-tune their specifications to
the particular use cases at hand. In practice, organisations such as big tech firms (eg Google,
Meta) or boutique ML firms (eg HuggingFace, DeepMind) will typically train reference models
on selected big data sets. Then, they usually make the models publicly available by storing
them in so-called “model hubs”,@ where the general public can search, compare and
download desired models. Once a suitable pre-trained model is selected, the user can run it
off the shelf on more specific data sets, or more commonly, fine-tune the model to the data
for that particular use case. Importantly, given all the extensive pre-training work already done,
the fine-tuning step can be effective even with a limited volume of data. Thus, the user benefits
from high performance without the need to spend considerable time and resources creating
or refining the model. This technique also facilitates the use of several large models for
comparison or as an ensemble.

Transfer learning can help advance the use of ML by central banks. First, there is a broad
range of models available in the main hubs, so that central banks can easily find adequate
models to address a wide range of specific use cases they might have. This supports central
banks in jumpstarting ML-powered projects in different areas without having to invest
excessive resources or time. Second, central banks can explore and combine different models
depending on the circumstances and analytical needs. Third, comparing these external “state-
of-the-art” models with their own models and algorithms can help central banks enhance the
performance and accuracy of such internally developed applications.

However, there are important challenges associated with transfer learning. One relates
to quality assurance: model hubs are typically administered by reputable institutions, but in
many instances the models themselves are developed and posted in the hubs by third parties.
Hence, proper care during model selection is warranted. For instance, it is important to
correctly test models trained by third-party entities to avoid biases or limitations that might
be important in the particular use case of interest. Another issue to bear in mind is that,
because transfer learning entails downloading the original models, the application would need
to be (often manually) updated in case a new version of the original model is made available.

In summary, transfer learning can facilitate the use of high-performance ML models to
support a variety of central bank applications, in turn supporting their use of big data analytics
and ML tools. Moreover, transfer learning is operationally much simpler than developing
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models from scratch and managing them, reducing the associated burden in terms of
resources (eg necessary skill set, IT equipment, budget). Finally, the development phase of ML
models may require considerable energy. It has, for instance, been reported that the CO>
emissions from training a single large model can reach multiples of the emissions of an
average car during its whole lifetime.® By enabling the use of pre-trained models instead of
developing very similar models by multiple central bank users, transfer learning can help to
limit the carbon footprint from ML usage.

@ See T Brown, B Mann, N Ryder, M Subbiah, J D Kaplan, P Dhariwal, A Neelakantan, P Shyam, G Sastry,

A Askell, S Agarwal, A Herbert-Voss, G Krueger, T Henighan, R Child, A Ramesh, D Ziegler, J Wu, C Winter,

C Hesse, M Chen, E Sigler, M Litwin, S Gray, B Chess, J Clark, C Berner, S McCandlish, A Radford, | Sutskever,
D Amodei, “Language models are few-shot learners”, NeurlPS Proceedings, 2020. @ Examples of widely used
model hubs are TensorflowHub (https://tfhub.dev), PyTorchHub (https://pytorch.org/hub) and HuggingFace
Models (https://huggingface.co/models). ® E Strubell, A Ganesh and A McCallum, “Energy and policy
considerations for deep learning in NLP", ACL, 2019.

2. Gathering better and more information

Apart from being a key pillar of national statistical systems as producers of official
statistics, central banks are heavy users of information to support the conduct of their
policies, which are increasingly based on quantitative evidence. ML can help to
respond to this appetite by enhancing the data quality, eg dealing with outliers and
addressing the problems posed by missing values, limited frequency and/or
timeliness, and by providing richer contextual insights.

Setting up adequate quality assurance frameworks

The growing availability of large and complex granular data sets (“financial big data”;
IFC (2015)) obtained from statistical or supervisory reporting often at the transaction
level and at very high frequencies (such as daily), has amplified the need for better
and faster data quality management frameworks to ensure that the information
collected can be reliably used for statistical production. In particular, many central
banks have been leveraging on ML algorithms, sometimes in combination with
traditional methods, to develop new data validation processes to better check the
quality of the data at stake and correct them more effectively and/or efficiently.

One recent example is the ECB's new anomaly detection project to support
data quality checks in the production of statistics on euro short-term interest
rates. Their compilation is derived from a granular data set on individual transactions
observed in money markets, ie the Money Market Statistical Reporting (MMSR), which
involves 47 banks located in 10 countries and represents a total of around 50,000
daily transactions. There were important challenges related, in particular, to the
presence of non-numerical variables, distribution skewness, the need for rapid data
quality checks to support a daily production process, and the difficult interpretability
of the results obtained for the users. These challenges were addressed with the use
of various ML techniques to convert categorical variables into numerical ones, exploit
the observed correlations, and detect anomalies through different
models/algorithms, namely: standard regression analysis to compare observed data
with model estimates; isolation forest and hierarchical clustering to isolate specific
data points from the rest of the distribution; anomaly identification, based on the
training on past data (supervised learning) using XGBoost (Chen and Guestrin (2016));
and the use of the Local Interpretable Model-Agnostic Explanations (LIME) algorithm
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(Ribeiro et al (2016)) to facilitate the interpretation of the algorithm'’s results that
could otherwise resemble a “"black box" and provide users with a more interpretable
model.

Another example is the BIS initiative to develop a highly automated validation
workflow relying on ML tools and enhanced computer capacity. The data validation
approach implemented is reported to be suitable for a large volume of indicators -
about 3,000 daily time series of financial market data. It therefore clearly outperforms
more traditional methods, such as graphical controls or threshold-based warnings.
Moreover, the new solution appears better able to address the risk of errors that are
“Type |” or “false positive” (ie mistaken rejection of the existence of an anomaly that
in fact exists) as well as "Type II" or "false negative” (ie failure to reject the existence
of an anomaly while the data are in fact correct). The workflow starts with the checking
of potential data gaps, followed by a reduction in the dimensionality of the problem
(by concentrating on a smaller set of series), and the use of a long short-term memory
(LSTM) artificial neural network? that can process entire sequences of data (and not
only single data points) to estimate prediction errors and detect possible anomalies.

In addition to facilitating the handling of a large number of series, the use of ML
techniques can help to better deal with the fact that macroeconomic time series are
often subject to sudden and unexpected shocks (eg the Covid-19 pandemic). These
changes imply that data quality monitoring procedures can be constantly
challenged as time passes. To address this issue, the approach developed jointly at
the Bank of England and the ECB is based on a clustering procedure in order to
automatically identify anomalies within an evolving database. This is done by
analysing the correlations within the observations, representing 6,638 single time
series from 31 countries in that particular case. The process involves the
standardisation of the data, the smoothing of the series with a specific filter (the
LOWESS algorithm), the identification of specific clusters using a dedicated ML
algorithm (Affinity Propagation (AP); Frey and Dueck (2007)), and the detection of
potential anomalies within each cluster through an algorithm grouping together
similar observations — with the Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) technique based on a specific metric that measures dissimilarities,
the "Gower distance” (Graph 1). The method is data-driven, appears more robust to
systemic shocks and allows for a high level of automation.

2 Neural networks (or “artificial neural networks”) are ML algorithms that transmit a signal from one
processing node to another (loosely analogous to the interactions between brain neurons) to identify
non-linear relationships in the data. Such models are deemed capable of capturing and representing
complex relationships (Richardson et al (2019)).
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Procedure to detect anomalies developed at the Bank of England
and the ECB Graph 1

Procedure Procedure (Cont’d)
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Outlier detection tools

One important focus point of the new quality approaches that are leveraging ML
techniques is to detect outliers in the vast and increasing amount of observations
now collected in real time by big data repositories, which are making traditional
manual actions performed by humans (eg use of spreadsheets and simple graphical
tools) increasingly inefficient if not impossible to perform. To address these issues,
the Bank of Israel has developed dashboards using a specific package (R Shiny app,
which uses the R programming language for statistical computing and graphics) that
can check all the daily transactions in derivatives markets reported by financial
institutions. Once the data are uploaded into a dashboard, the users can choose the
variables to analyse, add filters, explore the data graphically and practice specific
outlier detection algorithms — including detection graphical tools (eg Bootlier Plot)
based on density histograms, isolation forest, etc.

The Deutsche Bundesbank has also adopted unsupervised ML algorithms to
detect outliers for a wide range of voluminous financial data sets — eg on interest
rates, money market statistics, sectoral securities holdings, investment fund holdings
that differ markedly in terms of size (from 25,000 to 5 million rows), features (from 12
to 150) and number of outliers (from 0.04% to 5%). The approach relies on various
ML algorithms to group information in specific clusters (eg tree-based methods like
the isolation forest), assess dissimilarities (eg distance/density-based classification
methods like the K-nearest neighbours (KNN) algorithm), compressing the
information to be analysed (eg reduction in the size of input data that can be
reconstructed afterwards with greater details through the use of self-supervised ML
tools such as autoencoders),® and generate explanations so that humans can
understand the decisions or predictions made (eg use of explainable Al/ML (XAl/XML)
techniques like the Shapley value approach).

An autoencoder is a type of neural network that learns the main features of the input information by
constructing a lower-dimensional representation of it (similar to transforming an original photo into
a lower-resolution version) and then reconstructing it (Rubio et al (2020)). The objective is to facilitate
analytical and computing work that is easier to conduct when the dimensions are small.
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Imputing missing values and interpolating data series

Reflecting the importance put by central banks on having enough data at their
disposal to support their decision-making processes, an important stream of work
is to augment the information available, especially in the case of missing data
points or when the data are not timely enough and/or not available with
sufficient frequency.

The problem posed by missing values may arise for various reasons, eg the
information had not been reported or was collected with significant quality problems
and had to be disregarded. This can create serious challenges, for instance in terms
of the reduction of the sample of the data available or the introduction of potential
biases, in turn possibly undermining the validity of the information and hence the
relevance of the actions taken on its basis. While many statistical methods have been
traditionally mobilised to address these issues, ML approaches have become more
popular ways to facilitate the imputation of missing data points (cf the review of
ML-based data augmentation and related management methods by Kumar et al
(2017)). Frequently used techniques include random forest-based learning methods
(Stekhoven and Bihlmann (2012), Rahman and Islam (2013), Tang and Ishwaran
(2017) and Ramosaj and Pauly (2019)); the automatic discovery of regular data
patterns through “generative deep learning” methods (cf Yoon et al (2018),
Nazabal et al (2020), Hou et al (2022) and Qian et al (2022)); approaches that make
use of observed differences between specific parts in the data, eg those using
"discriminative deep learning” methods (Biessmann et al (2018)); and algorithms for
forecasting time series such as the Deep Autoregressive model (DeepAR) (Salinas et
al (2020)). These examples represent a small number of ML-based imputation
methods available, and Jager et al (2021) provide a useful review of their performance
by looking at a large number of data sets under realistic conditions in terms of missing
values.

A similar problem occurs with data sets that have a low frequency (eg annual or
semiannual) and are typically available with too-long time lags. As was clearly obvious
when the Covid-19 pandemic struck, the usefulness of such information is limited for
those central banks willing to take decisions on a timelier and/or more frequent basis.
Here also, ML techniques can be particularly useful in mitigating these problems
by helping to interpolate low-frequency series into higher-frequency ones or by
speeding up their release using additional information. For instance, the Central
Bank of the Russian Federation (CBRF) has developed specific tools to facilitate the
quarterly compilation of financial accounts and balance sheets in the System of
National Accounts despite the fact that certain non-bank financial firms report their
financial statements at an annual frequency only. Traditional interpolation methods
were compared with various ML-based techniques, namely random forest, that
basically relates to classification algorithms (Breiman (2001)), gradient boosting trees
decision models that are used in regression and classification tasks (Friedman (2002)),
and neural network-based tools to generate new data consistent with the information
observed (eg the Wasserstein generative adversarial network or “GAN" approach
(Arjovsky et al (2017)). The first two types of techniques were fine-tuned on annual
values and their lags and used to estimate quarterly figures. The third involved a
learning phase based on the data patterns observed for those companies producing
quarterly statements and the simulation of the corresponding data for those
reporting only annual figures. Yet one issue was the fact that these various
approaches can lead to considerably different outcomes; moreover, their results are
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difficult to interpret for users, representing an important drawback compared with
more traditional statistical techniques.

Provision of contextual information

ML also supports a richer augmentation of the data sets available, by
incorporating complementary public information or records derived from
administrative registers. For example, the newly established statistical reporting of
the firms' Legal Entity Identifier (LEl) does not comprise information on the
institutional sector of these entities (ie whether they are banks, money market funds,
insurance firms, households, non-financial corporations etc), which can be important
for supervisory monitoring purposes. The ECB has accordingly developed an ML-
based way to augment the LE| database to also include estimates of the institutional
sector of the reporting entities. The approach uses a random forest classifier
technique to, first, separately identify financial companies from all other firms and,
second, estimate specific subsectors in these two main groups (Graph 2). This two-
level classification technique is initially estimated (“trained’) on a specific data set for
which the institutional sector is known, and then applied to the observed database
for which the information is missing.

Entity sectoral classification model used by the ECB Graph 2
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S12 represents financial sector subclassifications of the European System of National and Regional Accounts.

Source: F Benevolo, T Gottron, | Febbo, and N Pegoraro, “Supervised machine learning for estimating the
institutional sectors of legal entities on a large scale”, IFC Bulletin, no 57, November 2022.

In practice, these approaches cannot rely on the simple running of
algorithmic techniques and require significant subject matter expertise. The ECB
project, for instance, benefited from extensive business area knowledge to detect the
presence of specific words in the entity names at stake — eg words similar to “bank”
or "manufacturing” had to be selected as relevant by statistical experts and were
therefore included in the classification process. Further, an LSTM neural network (cf
above) was applied to deal with the names of similar entities that can be expressed
in multiple languages. Finally, the models were selected with due consideration of
users’ preferences; for instance, a key element was their ability to reduce the risk of
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wrongly classifying a firm as a non-financial company, reflecting the business need to
focus on the monitoring of financial entities as a priority.

3. Macroeconomic and financial analytical tasks

With central banks’ decisions becoming increasingly based on factual evidence, a key
issue for them is to make sense of the wealth of existing data to derive useful
insights on the economic and financial situation so that proper policies can be
conducted. Fortunately, ML techniques can greatly support this task, by: (i) making
sense of the economic and financial data available; (ii) facilitating the modelling of
the economy; and (iii) supporting forecasting exercises.

Making sense of the data available

Central banks’ policy decision-making hinges on thorough, continuous analyses
of a large set of variables to estimate the current state and outlook for the
economy. Because of their ability to deal rapidly with vast and complex sets of
observations, ML techniques can facilitate these analytical tasks.

One example is the ECB project to explore alternative sources of data to
extract useful insights in almost real time. These new sources have become
increasingly relevant with the digitalisation of economic activities, as was particularly
evident with the use of online platforms for shopping, trading and entertainment
during the Covid-19 pandemic. This project uses credit card data for developing
supplementary indicators in partnership with the Fable Data firm,* which has
specialised in the European alternative market to provide real-time banking and
credit card data. And a further source of useful information relates to the
development of fintech firms, as it provides further opportunities for exploring and
analysing new types of data as a complement to the more "traditional” supervisory
reporting exercises organised by financial supervisors and monetary authorities.

These various initiatives have underscored the importance of continuously
innovating in order to make progress and in particular: (i) to maximise the use of the
data available; (i) to explore untapped, alternative sources of information; and (iii) to
enhance cooperation with the related new private sector entities that are increasingly
producing vast amounts of data. Yet a key drawback for central banks is that large
numbers of data points are not sufficient to guarantee the veracity of the
indicators compiled. Indeed, big data sets may present important composition bias,
hampering their accuracy (Bender et al (2021), IFC (2017)). For instance, the
information collected by one or a few firms may not represent the whole underlying
economic and financial reality — not everybody is paying with a credit card, or at least
not in all circumstances.

The exploration of untapped alternative information sources can not only
help to improve the data available in a specific area but also shed light on
phenomena for which reliable data are notoriously difficult to find. A good
example relates to how inflation is perceived by households, which can be affected
by various psychological factors, may differ markedly from headline inflation figures
(cf in Europe with the launch of the euro in the early 2000s), and is difficult to gauge —

See www.fabledata.com/.
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typically requiring ad hoc surveys that are complex to set up and depend on the type
of reporters questioned (eg the ECB’'s Survey of Professional Forecasters, the
household inflation survey by the French national statistical agency INSEE). To
address these issues, the Bank of France has harnessed non-traditional indicators
from social networks such as Twitter to estimate inflation perceptions. All the relevant
tweets were analysed with a dictionary-based filter — word2vec, a neural network-
based NLP algorithm that associates words out of a large corpus of text. This allowed
them to be classified into topics, so as to produce a price perception indicator
predicated on the difference between the number of inflation- and deflation-related
tweets.

Modelling

Turning to macroeconomic modelling exercises, central banks’ experience shows
that they can benefit from the availability of unconventional data sources and
new ML-based methods such as deep learning. This lesson is in line with the existing
literature, especially when dealing with cases when the data/expertise is limited. For
example, Chauvet and Guimardes (2021) have trained a tool on US data and proposed
a transfer learning strategy to identify business cycle phases in Brazil and the euro
area. One interest of this approach is to make use of the knowledge gained from one
region’s economic experts and apply it to other geographical areas, for instance in
the absence of a well recognised business cycle dating committee.

Another important ML use case is to agnostically understand what the
drivers of macroeconomic variables are - that is, by following a pure data-driven
approach instead of relying on ex ante assumptions. For instance, Kohlscheen (2021,
2022) has applied the random forest technique to analyse the drivers of inflation and
in particular the role of financial factors that are typically disregarded in the toolkit of
macroeconomic modellers.

More generally, ML-based models appear particularly well suited to
uncovering explanatory factors from a multitude of candidate variables. One
recent example is the Bank of France project, BIZMAP, to support the
internationalisation efforts of French small and medium-sized enterprises (SMEs)
(Graph 3). The aim is to make sense of the wide range of publicly available
information> to help identify attractive EU regions in terms of exports or direct
investment. The intelligence behind the tool is programmed as follows: missing data
are imputed using ML tools (eg Kalman filter or missForests), relevant variables are
selected to explain exports and foreign direct investment, and a gravity trade model
is estimated using the least absolute shrinkage and selection operator (Lasso)
methodology — a regression analysis method to select more accurate explanatory
variables (Tibshirani (1996)). In a similar way, the CBRF has used ML-based
methodologies to estimate financial flows in the economy to cope with the fact that
a large number of unknown parameters would need to be considered if one followed
a more traditional, deductive approach. The project relied on the Variational Bayes
(VB) methodology, an ML-based inference technique for making the necessary

5 Eighty-two publicly available variables from seven sources: Eurostat, the Organisation for Economic

Co-operation and Development, the World Bank, the ECB, the European Investment Bank, the
European Commission and the Centre for Research and Expertise on the World Economy.
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approximations and that appears suitable for dealing with large data sets and
complex models — both in terms of computational efficiency and estimation precision.

Use of ML to select covariates in the Bank of France's trade model
to estimate exports and foreign direct investment Graph 3
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using big data: the BIZMAP application”, IFC Bulletin, no 57, November 2022.

Reflecting the above factors, ML, and deep learning techniques in particular,
are being increasingly utilised to support macroeconomic modelling exercises.
One example relates to the solving of convex optimisation problems and overcoming
the “curse of dimensionality” (Bach (2017)) — that is, the problems faced when coping
with an avalanche of data with increasing dimensions, including with respect to the
computational efforts required for their processing and analysis. More generally, ML-
based techniques are gradually and flexibly used for complex model estimations
(Fernandez-Villaverde et al (2020a,b), Maliar et al (2021) and Maliar and
Maliar (2022)). A promising avenue relates to the area of dynamic stochastic general
equilibrium (DSGE) models,® as argued by Fernandez-Villaverde and Guerron-
Quintana (2020) and illustrated by the Bank of Canada project using deep learning
methods to solve a neoclassical growth model. Lastly, neural networks are more and
more popular among macroeconomic modelers, spurred by the availability of popular
open source libraries, such as PYTORCH and TENSORFLOW (cf above).

Forecasting

Given their growing contributions to economic and financial analysis and the
modelling of agents’ behaviour, it should not be surprising that ML is increasingly
called upon to support forecasting exercises covering the short-term -
ie “nowcasting” exercises that try to predict the very recent past and the

6 See Tovar (2008) for a discussion of the main usage of DSGE models by central banks.
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present — to the longer-term horizon - including risk scenarios. The focus has
been primarily on enhancing the accuracy of “standard” central bank forecasting
exercises that typically focus on real GDP and inflation as key variables influencing
their policy decisions.

As regards economic activity, the Central Bank of Malaysia has shown the
relevance of using ML techniques to extract sentiment indicators from newspaper
text, which can in turn improve the forecasting accuracy of key macroeconomic
indicators, ie GDP growth and its demand side components. The approach relied on
building a corpus including over 720,000 business and financial news articles from 16
news portals. Interestingly, the positive results observed prior to the Covid-19
pandemic remained basically valid after this macroeconomic shock. However, the
estimates also suggested that ML-based forecasts do not always outperform other
models, as this can depend on the variable at stake. For instance, the computed news
sentiment was deemed to improve the forecast of private investment compared with
the benchmark autoregressive model, but not for the other components of economic
activity.

Turning to inflation, the CBRF and the Higher School of Economics have
analysed the contribution of various ML techniques to forecasts of consumer price
inflation (CPI) using real-time versus adjusted data. To this end, a horse race was run
among four popular ML algorithms: random forest, gradient boosting, the Bayesian
neural network and regularised regression — ie a type of linear regression adapted to
deal with a high number of variables to avoid overfitting, such as elastic net (Zou and
Hastie (2005)). All of them were found to outperform an autoregressive model,
providing further evidence of the usefulness of ML methods in forecasting. However,
the selection of the best performing model was different depending on the
forecasting horizon. For instance, gradient boosting and neural networks were found
to perform better for one-month forecasts, while the elastic net had the top
performance at a six-month horizon. Another important lesson was the need to assess
the forecasting performance of these different models depending on the vintages of
the data considered, for instance by using data available on a real-time basis or after
successive statistical revisions.

Lastly, one benefit of ML techniques is to allow the expansion of forecasting
exercises to cover a wider range of potential variables of interest compared with
more traditional approaches. For instance, Bank Indonesia has been using news
articles to enhance the forecasting of the situation in the labour market. The approach
involved building a statistical index of employment vulnerability, computed from a
corpus of around 27,000 monthly news texts covering a period of 23 years and based
on NLP techniques. It facilitated the provision of forecasts on the weakening of the
labour market and assessment of unemployment risks at a certain horizon and in
specific sectors.

4. Monetary policy

As noted above, ML techniques can be used to enhance the analysis and forecasts
of economic output and inflation, two key variables of interest indirectly
determining central banks’ monetary policy reaction functions (Taylor (1993)). In
addition, these techniques also allow the integration of a much wider set of variables
and contribute to a better understanding of the monetary policy decision process
itself.
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Assessing the influence of a wider range of factors

Monetary policy decisions can deviate from the “pure” influence of macroeconomic
developments in terms of output and inflation because of additional factors. Yet the
relationships involved are typically complex to analyse, not least because of non-
linearity (eg the occurrence of an economic shock) and time-dependency issues
(eg the different contributions of specific elements between expansionary and
recessionary phases), hence representing an important potential use case for ML
techniques.

For instance, Bank Indonesia has developed an ML-based approach to better
take into consideration the impact of foreign investors’ behaviour (in terms of
external capital flows into Indonesian government bonds) on exchange rate
developments and, in turn, on monetary policy decisions. The exercise involved
analysing approximately 2,000 variables, derived from private data providers plus a
supervisory data set of government bond transactions. Tree-based classification
algorithms — the decision tree of Breiman et al (1984), random forest and XGBoost —
were first used to select the most meaningful variables and prediction lags. Second,
the more limited set of variables and lags obtained was kept to predict individual
investors’ daily investment amounts, again using a variety of ML techniques — logistic
regression; support vector machine (SVM), a supervised learning algorithm used to
predict discrete values (Boser et al (1992)); KNN; decision tree; random forest;
XGBoost; and LSTM. Third, the LIME algorithm (cf section 2 above) was applied to
explain the predictions of the best models for each investor and allow users to check
the plausibility of the outcomes. The result showed that bond yields were important
predictors of external investment flows, depending on the investor type (eg short-
term versus long-term focus). Future work is planned to build similar ML models for
analysing the stock and currency markets and to disseminate the results through a
dashboard in order to facilitate feeding them into monetary policy operations.

Shedding light on the monetary policy decision process

In addition to facilitating the capture of a wider set of determinants, ML tools appear
to support a better understanding of the monetary policy decision process itself.
A study by the International Monetary Fund, also published as Edison and
Carcel (2021), focused on the US monetary policy discussions and used a dedicated
NLP technique — the Latent Dirichlet Allocation (LDA) of Blei et al (2003) — to analyse
the topics discussed by the Federal Open Market Committee (FOMC) members over
2003-12. The meeting transcripts were divided into about 45,000 text entries,
consisting of sentences or paragraphs said by the Governors. The algorithm was
implemented with the goal of splitting the whole text data into eight
topics: forecasting, economic modelling, statement language, risks, banking, voting
decisions, economic activity and communication. This work showed the issues which
were most discussed by the FOMC when taking policy decisions. For instance, it was
found that discussions on economic modelling predominated during the GFC, but the
main topic was on banking in the subsequent periods, and, later on, communication.

Relatedly, the joint work presented by the Swiss National Bank has been relying
on a dedicated algorithm to study the interlinkages between central bank
independence and the evolution of inflation, extending previous work by
Baumann et al (2021). The related causal inference question — eg whether
independence can help to reduce inflation — has been an issue of much interest but
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is difficult to answer using standard regression approaches. This provides an
opportunity for using ML techniques, which are arguably better suited to dealing with
complicated model specifications, non-linear relationships and a large number of
potential explanatory variables compared with sample size. In this particular case, the
application of the longitudinal targeted maximum likelihood estimation (LTMLE) of
Tran et al (2019) showed that the role of central bank independence was complex and
could vary depending on the historical path of inflation; it also highlighted the
aptitude of ML for dealing with the causal inference problem.

5. Financial microsupervision

The field of financial supervision (principally of banking entities for those central
banks tasked with their oversight, but also for other non-bank financial institutions
when applicable) has seen a marked rise in the use of ML, most notably to enable
suptech, that is, the use of new technologies and big data analytics to support
supervision (Broeders and Prenio (2018), Beerman et al (2021)). These techniques can
support supervisors' efficiency in: (i) covering traditional supervisory tasks (eg quality
reporting, anomaly detection, sending of instructions); (ii) facilitating the assessment
of micro-level fragilities; and (iii) identifying and tackling new emerging topics, such
as climate-related financial risks, vulnerabilities from the Covid-19 pandemic, or the
consequence of increased digitisation in finance (eg the development of fintechs).

Enhanced supervisory process

As regards the traditional micro financial supervisory tasks, the deployment of ML can
strengthen the flow of information and communication between authorities and the
entities they oversee.

On the one hand, the supervisory information flow starts with the reporting
of individual records from monitored firms to the authorities. As for macro
statistical exercises (cf Section 3), ML can make this reporting more efficient by
strengthening the quality of the data in question. For instance, the Bank of Spain has
developed, in collaboration with the Knowledge Engineering Institute, an ML-
powered tool that imputes missing information and also detects outliers in non-
financial firms’ accounting statements. Out of 6.2 million statements, this tool
facilitated the correction of those with insufficient data quality and those with missing
data (0.5 million in both cases). Among the various methodologies tested to detect
outliers — eg principal component analysis (PCA), the Mahalanobis distance and
KNN - the one selected was a version of isolation forest (“missolation forest”). In
parallel, missing values were imputed through regression analysis, so that information
absent for one variable of a firm’s report could be estimated from the values of its
other variables. All in all, this project highlighted the importance of selecting the
appropriate features of the model being contemplated, duly considering expert
domain knowledge and factoring in the impact of computation costs during the
training phase.

In a similar vein, the Bank of Canada has developed a novel method based on
ML to detect anomalies in data reported by financial institutions. The objective
was to enhance the efficiency and quality of the existing process that deals with
millions of data points per month and that can be sensitive to support economic
policy. The project relied on a two-step procedure, where financial institutions
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designated “similar” were clustered in a group and then analysed jointly using a
supervised ML algorithm. By overcoming the traditional rule-based approach
followed previously, the new method helped to detect anomalies not found before,
while saving significant time. Moreover, the procedures were designed to be scalable,
fully explainable and able to be run in either a cloud environment or a proprietary
data lake.

On the other hand, supervisory communication also includes the so-called
drafting of supervisory letters. This process is usually time-consuming and requires
advanced analytical and communication skills. Moreover, maintaining consistency in
the various messages prepared by the whole supervisory team and conveyed to a
large number of firms can be challenging and burdensome. In view of these issues,
the Central Bank of Malaysia has developed a suptech tool that supports
communication with supervised entities, with the aim of enhancing both the efficiency
of the process and the consistency of the messages conveyed. This tool had two main
functionalities that complement each other: Tone Analysis and Sentence Search
(Graph 4). Tone Analysis is based on a text classifier that can characterise any sentence
from a supervisory letter as “neutral”, “cautious”, “concerned” or “forceful”. The
training data consisted of confidential supervisory letters from 2013 to 2016, yielding
5,000 individual sentences anonymised by a specific tool — ie applying a Named Entity
Recognition (NER) algorithm. The process relied on the manual intervention of
experienced supervisors and the use of the deep learning model DistilBERT” to classify
new sentences. The second feature, Sentence Search, is a tool that searched text by
keyword or similar semantics. The writing of new supervisory letters with the desired
tone was supported by the SentenceBERT tool, which fosters semantic similarity
between a reference document and the new draft being queried (by minimising the
distance between their representative vectors). Lastly, the project illustrated well the
complete workflow supporting the implementation of an ML-based solution, from
the development of the model, its deployment in production, and its subsequent
retraining for application to a next cycle — for instance, users were able to provide
feedback, allowing administrators to refine the model for subsequent estimations.

7 DistilBERT — a general-purpose language representation model with a compression technique to

reduce the number of parameters to be estimated — was the best performing model among the
alternatives explored by the authors (including logistic regression, XGBoost etc).
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Overview of ML-powered suptech apps used by the Central Bank

of Malaysia

Graph 4

Web Application (1)

Module 1: Tone Analysis

* Facilitate supervisors to better understand and calibrate the tone of their drafted
letters to commensurate with the supervisory concerns and intended corrective
measures to be taken by Fls.

+  Supervisors can upload a draft letter and obtain sentence level tone predictions
that are color-coded according to tone for easier analysis.

- Supervisors can also view the overall letter sentiment score and the tone
distribution of all predicted sentences summarized in a chart

Web Application (2)

Module 2: Sentence Search

- Enable supervisors to search for sentences extracted from previously issued
letters by tone to expedite the writing process.

— Important for context understanding, consistency in vocabulary.
« How to perform a search?
i. Navigate to search page > Type query in input box

ii. After uploading the supervisory letter for tone analysis - Highlight word/
sentence of interest and query the database directly from the tone analysis
page

Overall Letter Sentiment Score: 0.72

Neutral

« Can search by keywords or semantically similar sentences.

Distribution of Sentences by Tone

Forcoful

Cautious

Supervisory letter with predicted sentence tones Overall letter score and sentence tone distribution

Search result of a sentence by semantic similarity
©)| oA NEGARA MALAYSIA ©)| v necara waLavsia

Source: J Tan, C K Shum and M A Amri, “Supervisory letter writing app: expediting letter drafting and ensuring tone
consistency”, IFC Bulletin, no 57, November 2022.

Assessing micro-level fragilities

An important building block of the supervisory process is the assessment of micro-
level fragilities to identify the risks faced by a given financial institution and the
potential actions warranted to mitigate these. Given the large amount and
complexity of granular data to be digested in this endeavour, ML has proved
particularly well suited to addressing these tasks.

For instance, ML techniques can help to enhance the quality of the firm-level
data used in supervisory exercises, as highlighted in a study by Hitotsubashi
University Business School and the Bank of Japan. It compared predictions of the risk
of a firm exiting the market in case of insolvency or of a voluntary exit made by
humans (professional analysts of a Japanese credit bureau) with those made by ML
algorithms (random forest). The results showed that the algorithms outperformed
experts’ predictions in general, although humans could perform better when
assessing firms with less data available — possibly reflecting their greater ability to
consider “soft information” compared with automatised algorithms. Hence, one key
lesson was that ML techniques cannot fully replace expert judgment but should be
used as a useful complement, depending on firm-level characteristics (eg the degree
of information available) as well as on users' preferences for minimising the risk of
errors of type | versus type Il (cf above). Perhaps more importantly, the study also
underscored the importance of systematically analysing the accuracy of the new tools
in comparison with traditional methods, and in particular of analysing the causes of
the respective errors observed.

Moreover, ML techniques can be applied to enhance the models used for
financial stability purposes by incorporating additional sources of information.
For instance, the CBRF has developed ML algorithms (eg logistic regression combined
with random forest) that consider additional information on daily payments to
improve the traditional default probability models that sit at the core of financial
supervisory exercises and are typically based on firm-level accounting data. In that
case too, it was found that the degree of accuracy of the respective techniques
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needed to be carefully analysed, with due consideration in particular of the
differences observed across economic sectors.

Dealing with non-supervised entities

While micro supervisory tasks focus on the situation of the specific firms that have to
be monitored by the authorities, it is also important to consider other, less
regulated, sectors, not least to prevent regulatory arbitrage - that is, when non-
regulated firms compete in the provision of services that are similar to the ones
offered by regulated entities (cf discussion in Fleischer (2010)). On this front too, the
use of ML techniques can provide useful insights to supervisors. It can also help
supervisors to apply “proportionality” when considering new entrants in the financial
system (BCBS and World Bank (2021)).

One telling example relates to the identification of entities involved in
fintech, defined as technological innovation used to support or provide financial
services (IFC (2020b)). The Bank of France and the Deutsche Bundesbank have created
two complementary ML-based tools to identify and monitor these entities. The goal
was to overcome the lack of sufficient information available about them due to their
fast-paced development and churn. The projects, which are still in their early stages,
required mostly public data and were designed to be replicable more broadly in other
jurisdictions.

The tool developed by the Bank of France focused on classifying whether or not
firms are potential fintechs, using publicly available data (covering 84 features) and
the isolation forest outlier detection algorithm (Liu et al (2008)). Training and
validation were conducted for 10,000 individual non-fintech firms, helping subject
matter experts to identify around 350 firms as potential fintechs. The features found
most relevant for supporting this identification exercise included newspaper articles
about the firms, economic sectors, employees’ job titles and the names of senior
managers.

Turning to the tool of the Deutsche Bundesbank, it only needs an initial list of
web addresses (belonging to already identified fintech and non-fintech firms)®8 as
input for training and validation: the tool scrapes these websites and creates a graph
database consisting of companies, named entities (persons, organisations and
locations) and keywords as nodes. In setting up the graph, a large amount of
information had to be processed — in this case 515,000 webpages with 1.1 million
named entities. According to the location in the graph, a neural network algorithm
will decide whether a new and hitherto unclassified company is a fintech or not. This
approach appears particularly well suited for dealing with non-structured
information.

6. Macro-financial stability policies
Independently of whether the central bank is in charge or not of micro-financial

supervision, one of its key policy mandates relates to the macro dimension of financial
stability (Crockett (2000)). The impact of the GFC has reinforced interest in developing

8 The proof of concept uses a data set of 1,790 company web addresses, of which 390 are identified

fintechs.
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a system-wide approach to monitoring financial risks, with a dual focus on the
situation of different institutions together at a point in time and on the
evolution of risks over time as the financial cycle evolves. This duality calls for
collecting and analysing huge amounts of data, covering a wide range of firms and
over long periods. Hence, it should not be a surprise that the financial stability
function of central banks can benefit from the increased use of ML — cf for instance
Fouliard et al (2021), who document how it can enhance the ability to predict crises
well before they take place. Two important elements which deserve to be highlighted
from this perspective are: (i) the support of ML to match information from various,
often unrelated corners that can help to identify system-wide vulnerabilities and their
evolution over time; and (ii) the ability to support other policy tasks that are also
relevant from a financial stability perspective.

Support of macroprudential exercises

Supporting the macro-financial function requires collecting trustworthy statistics
from various sectors of the economy, hence putting a premium on strong
quality assurance processes for dealing with databases that are not directly
produced by the central bank alone. One example is the Bank of Portugal experience
with the use of information from the Portuguese credit registry. This source is
characterised by an extremely high level of granularity, resulting in a large number of
complex observations (over 200 attributes) and calling for strong data quality controls
to detect anomalies and identify subtle evolutions. To address the full range of
potential anomalies, two automatic filters were created. The first was the Reporting
Consistency test, to evaluate if all the financial instruments were reported in a
consistent way until their maturity. A second test was the Concentration Check, to
check the consistency of the reporting of categorical variables at the agent level. The
detection of anomalies was then based on an isolation forest algorithm and was
found to have facilitated the detection of reporting gaps, strange data patterns and
structural breaks, in turn enhancing the quality of the information available to support
macroprudential analyses.

Moreover, the sheer scale of the detailed data sets of potential interest to
policymakers is also a key factor supporting ML-based initiatives to develop a
more structural framework. The reason is that, even abstracting from data quality
problems, analytical and computational limitations can prevent the use of these data
for effective financial stability monitoring. To address this point, the ECB, Deloitte and
Google have jointly developed a solution in the form of a dynamic multilayer network
that helps supervisors to look at the available statistics in a comprehensive way and
analyse them through various operations supported by data science tools — such as
aggregation, filtering and bottom-up analyses from the individual data level. This
solution is reported to have facilitated financial stability monitoring tasks in the face
of systemic risk events, such as during the Covid-19-induced turmoil in financial
markets in March 2020 (FSB (2020)).

The above approaches can be instrumental in facilitating the analysis of
interconnections observed at a given point in time across the various segments
of the financial system and that are a key source of attention for macroprudential
authorities. One example relates to the relationships between the banking and
housing sectors, as analysed by the Australian service provider Quant Property
Solutions. In particular, an important feature mechanism is that lenders willing to
foreclose on mortgaged real estate can trigger important developments in housing
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prices, with possibly severe financial stability implications because of imperfect
available information. For instance, foreclosed houses are typically sold below market
values, presumably reflecting a specific bias among those market participants willing
to sell their collateral, not least because of banks’ balance sheet considerations. ML
techniques were used to support the market price discovery mechanism, by helping
to disentangle the contributions of the multiple factors at play (eg the situation of the
bank selling a property, geo-specific real estate features, the economic outlook).

Turning to the time dimension of systemic risk, ML methods can support
dealing with large and complicated data sets that change over time. For instance,
the CBRF has adopted this type of approach to facilitate work on (changing over time)
micro-level databases on banking loans, with several benefits observed in terms of
data quality assurance, scalability and automation of the operations, and higher
interpretability of the results. Moreover, the solution also allowed for matching the
database in question with other sources, namely the Federal Tax and the State
Statistics services.

Additional financial stability dimensions

There are additional tasks performed by central banks that are dedicated to the
service of society and that, by protecting prosperity and providing financial security
and confidence, also play a role in supporting financial stability more generally. Cases
in point relate to financial inclusion, consumer protection and anti-money
laundering, three areas that are reported to have benefited significantly from the
development of big data analytics in recent years.

Another important domain is the safeguarding of the payment system, whose
monitoring sits at the core of a central bank's mandate to both ensure a smooth
functioning of payments and prevent its misuse. ML techniques can be instrumental
in coping with the large amount of individual transactions involved, as shown by the
joint experience reported by the Central Bank of Ecuador in developing neural
networks for outlier detection — in that case autoencoders (cf Section 2), with the goal
of identifying abnormal transactions that might require closer scrutiny by the
payment system'’s oversight team. As argued by Rubio et al (2020), this application
has been able to identify a wide range of payment transaction anomalies. Their
findings confirm the experience of previous similar projects, for instance at the
Netherlands Bank (Triepels et al (2017)).

A final area where ML-based anomaly detection and classification
techniques can support central banks’ operations relates to their core mandate
of printing money. Occasionally, some banknotes are produced with defects, which
can happen at different steps of the production process. While the problematic notes
are typically detected by cash machines, analysing the defects to identify their causes
can be a laborious, time-consuming and repetitive task. To cope with these
challenges, one can usefully deploy ML techniques in line with the example of the
Bank of Thailand. This institution has implemented a convolutional neural network-
based tool (ResNet-101), which is a type of artificial neural network commonly applied
to analyse images (Graph 5). The experience so far is that the number of misprinted
notes has fallen by more than half in Thailand.
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Bank of Thailand’s computer vision model for detecting banknote
defects Graph 5

E‘ilﬂ?f.‘h"?‘fé‘"“hﬂ MethOdOIOQV
Automatic Defect Classification

Model: ResNet-101* + 3FC
[one shared model for 5 banknote denominations]

Input: image pair (defect banknote + standard banknote)
Output: 7 defect classes
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Resnet101 + 3FC

*K. He, X. Zhang, S. Ren, and J. Sun, Deep Residual Learning for Image Recognition, CVPR, 2016

3FC refers to the three fully connected neural layers.

Source: J Kerdsri and P Treeratpituk, "Using deep learning technique to automate banknote defect classification”,
IFC Bulletin, no 57, November 2022.
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Data Science in Central Banking

Welcome address by Piero Cipollone
Deputy Governor of the Bank of Italy

Rome, 19 October 2021

Ladies and Gentlemen,

| am delighted to open this virtual conference on Data Science in Central Banking,
jointly organized by Banca d'ltalia and the Irving Fischer Committee of the Bank for
International Settlements. | would like to welcome all the participants joining us today
from some sixty countries.

1. Introduction

For the last two years, we have lived through a dramatic period as the COVID-19
pandemic has swept the globe. Never before as in these dark days has Data Science
in the form of big data and machine learning (ML) algorithms proved so helpful in the
war against Coronavirus. The lack of biological knowledge on this virus has spurred
the data science community to step up and contribute to the fight against COVID-19.
Scientists from many different disciplines and public organizations have acknowledged
the importance of data analytics by open sourcing the virus genome and other datasets
in the hope of a swift data-driven solution.

In this four-day conference we will endeavour to share among institutions and
academia the newest and most interesting applications of Data Science and machine
learning to sharpen our analytical capacity to cope with new and rapidly evolving
economic equilibria.

2. The role of Data Science in central banking activities

Data Science is an interdisciplinary field that combines computer science, statistics
and business domain knowledge aimed at generating insights from noisy and often
unstructured data. It integrates mathematics with scientific methods and computing
platforms. Still a young field, it has quickly developed over the last few years. Its main driver
is the astounding volume of data stored by private companies and public authorities,
which can now be treated more easily with new algorithms to extract the information
hidden among them.



Nonetheless, at the Bank of Italy, Data Science is not completely new. We do
have a sound history of basing our decisions on data. In 2016, we established a
multidisciplinary team to address the potential benefits and hidden risks of embracing
the technological challenges of artificial intelligence (Al) and machine learning (ML)
fuelled by the advances in big data, which continue to evolve at an incredible speed.

A gargantuan amount of digital activity is occurring every day. In fact, data are
constantly generated by our internet activities. This explosion stems from the aggregate
actions of about 4.7 billion active internet users worldwide.! These numbers are projected
to rise even further in the coming years. According to SeedScientific,? at the dawn of 2020
the total amount of data in the world was around 44 zettabytes, tantamount to 44-10?
bytes, which is the number of cells we could count in more than 1,400 human beings.

This astonishing amount of data can give us a better understanding of the state
of the economy at both the micro and the macro level, provided that we able to extract
the signal from the noise. Banca d'ltalia has constantly striven to be at the cutting
edge in developing software and hardware platforms, enabling big data analytics® for
statistical and economic applications.

The rise of Data Science started at the beginning of 2010 when high-quality models
for image recognition were created, computational power achieved sufficient growth,
and people in many scientific areas realized the full potential of such an approach.

Data Science glues together machine learning and data processing. The former is a
collection of tools, which allows us to learn from the given data and to extract patterns
and interactions between series and values. The latter describes the possible set of actions
in relation to the data itself: collection, manipulation, preparation, and visualization.

It is important to flag a few differences between Data Science and the classical
Econometrics we study at University. Unlike Econometrics, which concentrates on
solving non-linearity bias problems in a typical linear framework, Data Science
is about improving our ability to work with non-linear relationships in the system.
Another difference is that Econometrics concentrates on methods such as robustness,
while machine learning algorithms became popular for their outstanding predictive
performance.*

3. Data Science at the Bank of Italy

Banca d'ltalia is organizing, along with the Federal Reserve Board, the Sveriges
Riksbank, the University of Pennsylvania and the Imperial College, a series of webinars

! As of January 2021.
See https://seedscientific.com/how-much-data-is-created-every-day/

See, for example, 'Big data processing: Is there a framework suitable for economists and statisticians?’,
2017 IEEE International Conference on Big Data (Big Data), 2017, pp. 2804-2811, doi: 10.1109/
BigData.2017.8258247. 'Weaving Enterprise Knowledge Graphs: The Case of Company Ownership
Graphs.

I am thinking of Extreme Gradient Boosting (XGBoost), which owes its wide popularity to its dominance
over several machine learning algorithms rather than to its mathematical properties.



on 'Applied Machine Learning, Economics, and Data Science’ (AMLEDS).> The aim of
these webinars is to foster the integration of data science tools into economics and
policy-related issues and to promote closer cooperation on issues related to data science,
big data and machine learning techniques applied to policy questions. Such cooperation
has intensified during the pandemic, leading to many important initiatives such as a
series of conferences on non-traditional data organized by the Federal Reserve Board
and the Bank of Italy (for example, this year's conference is going to be hosted by the
Bank of Canada in November). This new world has, of course, set many challenges for
central banks and public institutions: on one level, central banks have had to devise
specific organizational structures to have a consistent and more efficient approach to the
big data and machine learning tools used by each institution. At the same time, they have
had to increase their data production, leveraging on non-traditional data to get more
timely and high-frequency indicators of economic activity, which are important during
unprecedented shocks like the COVID-19 pandemic.

4. The challenges and risks of Data Science
We need to exert extreme caution when employing these new tools.
Let me briefly go over some of them.

First, big/web data might lose their statistical relevance when they are employed in
an unsound way. Such data typically entail selection bias because of the features of the
population; increasing the sample size will not shrink the sampling error if the estimation
algorithm does not correct for this kind of distortion.

Second, the availability of a huge amount of data raises the importance of its
integrity, confidentiality and privacy. Personal and company data protection is central to
our societies.

The sheer amount of personal data now available, and the growing ease with which
individual information can be merged across databases, have far-reaching implications
for privacy, competition and freedom. Indeed, this has prompted the development of
regulations concerning the treatment of digital data (think of the GDPR or the CCPA in
California).

Rules on data management often differ across jurisdictions and data domains.
Therefore, international cooperation is to be encouraged as far as possible.

Technologies enabling the processing of personal data are already available.
In 2019, Google made available its differential privacy library, which allows sensitive
data to be processed privately.

To reach these welfare-improving goals, further investment from both the public
and the private sector are required. Close cooperation between the private sector,

> AMLEDS are a series of webinars open to all those in the world who are interested in applied machine

learning, big data, and natural language processing for economics and in how these techniques and
data science can be applied to social science.



which typically owns most of the new data, and the public sector, which uses (or would
like to use) such data for policy reasons and for the common good, will also be essential.

This is why central banks have always made great efforts when it comes to collecting
and analysing data. Throughout its history, Banca d'ltalia has drawn extensively on
data published by the National Statistical Institute and other national and international
agencies. It has also been an active producer of statistics, not only on banking, financial
and fiscal variables, but also on firms and households.

Banca d'ltalia has been collecting micro-level statistical information on companies
since the early 1950s. These data are now enriched with non-traditional sources such as
social media, blogs, newspapers, and private company datasets.®

5. Conclusions

Let me conclude my talk by thanking, once again, all the speakers and participants
for joining us today, even in this virtual fashion. We hope to welcome you here in Rome
in person in the near future. Special thanks go to those who have helped to organize this
workshop, which brings together leading economists, statisticians, artificial intelligence
and machine-learning specialists, data scientists from about fifty-five central banks
and fifteen participants from Universities and government agencies. This guarantees a
broad variety of perspectives and a lively discussion.

| am sure that you are going to have a very interesting and productive workshop.

Such as the real estate website, immobiliare.it, and the mortgage website, mutuionline.it
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NewMonEc

What is Central Bank Communication?

Central Bank Communication

Central bank communication broadly defined as the information that the
central bank makes available about its current and future policy objectives,
the current economic outlook, and the likely path for future monetary
policy decisions (Blinder et al, 2008).

¢ Blinder (1998):
“expectations about future central bank behavior provide the essential
link between short rates and long rates.”

¢ Bernanke (2003):
“A given [monetary| policy action... can have very different effects on
the economy, depending (for example) on what the private sector
infers... about the information that may have induced the policymaker
to act, about the policymaker’s objectives in taking the action...”
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The Nature of Central Bank Transparency has Changed

Pre-1994 in US: No policy announcements, maximum opacity

e Montagu Norman (1920-44): 'Never apologise, never explain.’
e Alan Greenspan (1987): 'If | seem unduly clear to you, you must
have misunderstood what | said.’

Fed since 1994: Announcements of policy & increasingly regular speeches

e Blinder (1996): 'Greater openness might actually improve the
efficiency of monetary policy. . . [because| expectations about
future central bank behavior provide the essential link between
short rates & long rates.’

More recently (Effective Lower Bound): Forward guidance

e = Move to Open Mouth Operations

NewMonEc 3
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Why Does This New Era of Communication Matter?

What we need:

1. Answers to new questions, and new answers to old questions
2. Creation and utilisation of new data resources

3. Application and development of new methodologies
= New avenues for future research
My work: 3 Related Themes
Theme | Understanding the Transmission of Monetary Policy
Theme Il Monetary Policy and Expectations Management

Theme Il Monetary Policy and Uncertainty

NewMonEc 4



NewMonEc Project 1 3rd T ECB Info Deficit Project 2 Text «— Forecasts Modelling Conclusion

Project I: Why does CB communication move markets?

New Research with David Byrne, Robert Goodhead & Conor Parle

The Central Bank Crystal Ball: Understanding temporal information in
monetary policy communication

NewMonEc 5
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Project I: Why does CB communication move markets?

New Research with David Byrne, Robert Goodhead & Conor Parle

The Central Bank Crystal Ball: Understanding temporal information in
monetary policy communication

Key Concept

Information Deficit: the event must provide new, relevant information to
market in order to cause them to update their beliefs.
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Project I: Why does CB communication move markets?

New Research with David Byrne, Robert Goodhead & Conor Parle

The Central Bank Crystal Ball: Understanding temporal information in
monetary policy communication

Key Concept

Information Deficit: the event must provide new, relevant information to
market in order to cause them to update their beliefs.

What is the nature of the central bank information deficit?
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Project I: Why does CB communication move markets?

New Research with David Byrne, Robert Goodhead & Conor Parle

The Central Bank Crystal Ball: Understanding temporal information in
monetary policy communication

Key Concept

Information Deficit: the event must provide new, relevant information to
market in order to cause them to update their beliefs.

Key Question

What is the nature of the central bank information deficit?

Our Approach

Measure a new dimension of communication.

NewMonEc 5



Project 1

Contributions

Contribution 1: Methodological Breakthrough

Measuring the temporal dimension of text - 3rd T.

Contribution 2: Importance of Temporal Dimension in Information

Deficit

Conjunctural context is key for policy making. Even if forward-looking
aspect of policy is key for expectations, communication about context and
processing of data seems to be as important as forward-looking
communication.

Contribution 3: Questions identify the deficit

Speeches that fill the deficit are more likely to give rise to more market
news.

NewMonEc 6
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Monetary Policy Decision-making Process

1. QF =g, (X,EB> - Assessment Function
Map data into a vector of beliefs about the state of the economy.
e Macro models typically don't focus on gn(.).

e Captures two important analytical steps:
e Evaluation

e Projection

e Both could be the source of g, (.) Z gm-1(.)

NewMonEc 7



Project 1

Monetary Policy Decision-making Process

1. QF =g, (X,EB> - Assessment Function
Map data into a vector of beliefs about the state of the economy.
e Macro models typically don't focus on gn(.).
e Captures two important analytical steps:
e FEvaluation

e Projection
e Both could be the source of g, (.) Z gm-1(.)
. _ CB . .
2. im="fm (Qm ) - Reaction Function

Select the appropriate interest rate as a function of this state.

e Time variation in these functions
e No MP shock - see also McMahon and Munday (2021)

NewMonEc
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Consider the FOMC in July 2021

Board of Governors of the Federal Reserve System

The Federal Reserve, the central bank of the United States, provides the nation with a
safe, flexible, and stable monetary and financial system.

News Monetary Supervision * Payment Economic Consumers
& Events Policy & Regulation Systems Research & Communities

Home > Monetary Policy > Federal Open Market Commitiee
Federal Open Market Committee e

— Minutes of the Federal Open Market Committee

July 27-28, 2021

A joint meeting of the Federal Open Market Committee and the Board of Governors of the Federal Reserve
System was held by videoconference on Tuesday, July 27, 2021, at 9:00 a.m. and continued on Wednesday,
July 28, 2021, at 9:00 am.!
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Consider the FOMC in July 2021

Board of Governors of the Federal Reserve System

The Federal Reserve, the central bank of the United States, provides the nation with a
safe, flexible, and stable monetary and financial system.

News Monetary Supervision * Payment Economic Consumers
& Events Policy & Regulation Systems Research & Communities

Home > Monetary Policy > Federal Open Market Commitiee

Federal Open Market Committee

Staff Review of the Economic Situation

The information available at the time of the July 27-28 meeting suggested that U.S. real gross domestic product
(GDP) had increased In the second quarter at a faster pace than in the first quarter of the year. Indicators of
labor market conditions were mixed in June, though labor demand remained strong. Consumer price inflation
through May—as measured by the 12-month percentage change in the personal consumption expenditures
(PCE) price index—had picked up notably, largely reflecting transitory factors.

NewMonEc 8
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Consider the FOMC in July 2021

Board of Governors of the Federal Reserve System

The Federal Reserve, the central bank of the United States, provides the nation with a
safe, flexible, and stable monetary and financial system.

News Monetary Supervision * Payment Economic Consumers
& Events Policy & Regulation Systems Research & Communities

Home > Monetary Policy > Federal Open Market Commitiee

Federal Open Market Committee

Staff Review of the Economic Situation

The information available at the time of the July 27-28 meeting suggested that U.S. real gross domestic product
(GDP) had increased In the second quarter at a faster pace than in the first quarter of the year. Indicators of
labor market conditions were mixed in June, though labor demand remained strong. Consumer price inflation
through May—as measured by the 12-month percentage change in the personal consumption expenditures
(PCE) price index—had picked up notably, largely reflecting transitory factors.

Available indicators suggested that growth in business fixed investment had slowed sharply in the second
quarter, reflecting disruptions to motor vehicle production and aircraft deliveries and a faster rate of decline in
nonresidential structures investment.
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Consider the FOMC in July 2021

Board of Governors of the Federal Reserve System

The Federal Reserve, the central bank of the United States, provides the nation with a
safe, flexible, and stable monetary and financial system.

News Monetary Supervision * Payment Economic Consumers
& Events Policy & Regulation Systems Research & Communities

Home > Monetary Policy > Federal Open Market Commitiee

Federal Open Market Committee e

Staff Economic Outlook

The projection for U.S. economic activity prepared by the staff for the July FOMC meeting was little changed, on
balance, from the June forecast. In the second half of 2021, an easing of the surge in demand seen over the first
part of the year was expected to be largely offset by a reduction in the effects of supply constraints on
production, thereby allowing real GDP growth to continue at a rapid pace. For the year as a whole, therefore,
real GDP was projected to post a substantial increase, with a correspondingly large decline in the unemployment
rate. With the boost to spending growth from continued in social il to fade after
2021 and with a further unwinding of the effects of fiscal stimulus, GDP growth was expected to step down in
2022 and 2023. However, with monetary policy assumed to remain highly accommodative, the staff continued to
anticipate that real GDP growth would outpace growth in petential output over most of this period, leading to a
decline in the unemployment rate to historically low levels.

The staff's near-term outlook for inflation was revised up further in respense to incoming data, but the staff
continued to expect that this year's rise in inflation would prove to be transitory. The 12-month change in total
and core PCE prices was well above 2 percent in May, and available data suggested that PCE price inflation
would remain high in June. The staff continued to judge that the surge in demand that had resulted as the
economy reopened further had combined with production bottlenecks and supply constraints to boost recent
monthly inflation rates. The staff expected the 12-month change in PCE prices to move down gradually over the
second part of 2021, reflecting an anticipated moderation in monthly inflation rates and the waning of base
effects; even so, PCE price inflation was projected to be running well above 2 percent at the end of the year.
Over the following year, the boost to consumer prices caused by supply issues was expecte ly rsverse.
and import orices ware exnacted to decelerate sharnlv: as a result PCFE price inﬂahnnﬁr M F‘\ 'ty 2ten
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Market News

e Market Surprise: e/ = ]E[im ‘ I,’n"kt} — E[im_ } I,’n"ft}
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Project 1

Market News
e Market Surprise: e/ = E[im ‘ ngt} — E[im_ ‘ Iﬂft}

em ~ () = B () = [Em(XE) = - (XE) | B, (27
Updated Reaction function Reassessment
— (X = X (X ()

Effect of New Info

1. CB may choose to react to a given state of economy more or less
aggressively than previously; fn(.) # fm—(.).

2. CB could provide more details about gm(.) # &m—(.)

3. CB could reveal new information not in Xkt

NewMonEc 9



NewMonEc Project 1 3rd T ECB Info Deficit Project 2 Text <— Forecasts Modelling Conclusion

Measurement: The 3 Ts of Text Analysis

e The3 Ts
1. Topic — Often measured with Latent Dirichlet Allocation (LDA)
2. Tone — e.g. Dictionary Methods, VADER
3. Time — Rarely captured explicitly

NewMonEc 10
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Measurement: The 3 Ts of Text Analysis

e The3Ts
1. Topic — Often measured with Latent Dirichlet Allocation (LDA)
2. Tone — e.g. Dictionary Methods, VADER
3. Time — Rarely captured explicitly

Temporal dimension in our analysis

Does the 3rd T helps with understanding the nature of what drives the
information deficit?

e To distinguish the temporal dimensions of communication, we use 2
approaches to time tagging:

1. Temporal tagging via SUTime
2. Tense tagging via TMV

NewMonEc 10
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Example of SUTime Output

e With todays comprehensive package of monetary policy decisions, we are providing
substantial monetary stimulus to ensure that financial conditions remain very
favourable and support the euro area expansion, the ongoing build-up of domestic
price pressures and, thus, the sustained convergence of inflation to our
medium-term inflation aim.

® Let me now explain our assessment in greater detail, starting with the economic
analysis.

® Euro area real GDP increased by 0.2%, quarter on quarter, in the second quarter
of 2019, following a rise of 0.4% in the previous quarter.

® |ncoming economic data and survey information continue to point to moderate but
positive growth in the third quarter of this year.

® At the same time , the services and construction sectors show ongoing resilience
and the euro area expansion is also supported by favourable financing conditions,
further employment gains and rising wages, the mildly expansionary euro area
fiscal stance and the ongoing albeit somewhat slower growth in global activity.

NewMonEc 11
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Draghi TMV Example
Parsed Text Data Verbal Complex Finite Tense  Mood Voice Negation
Within our mandate , takes yes present indicative active no
the ECB is ready is yes present indicative active no
whatever it takes to preserve no - - - -
to preserve the euro no - - - -
And believe me , will be yes futurel indicative active no
it will be enough
NewMonEc 12
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Allocations

(a) Speeches (b) Statements
2000
10000 4
8000 1500
= =
2 2
2 6000 A g 1000
s g
B 4000 4 =
500
2000
0 - 0 -
-10 -5 0 5 -10 -5 0 5
Relative Years Relative Years
(c) Answers (d) Questions
2000
2000
1500 4 1500
= =
9 9
= =
2 2 1000
g," 1000 g
= =
500 500
0 - 0 -
—-10 =5 0 5 -10 -5 0 5
Relative Years Relative Years
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Temporal Tagging: SUTime Measures

e We construct 2 measures of future (past) orientation using SUTime:

i=NCAT
FLCAT _ 2i=1 1{CAT;s = Future(Past)}

Ps’ NCAT ?

nom_ St 1{NUM; s = = Future(Past)}
Ps’ NNUM

where NSAT is the number of SUTime categorical references in
speech s, NVUM is the number of SUTime numerical references in
speech s, and 1 is a dummy variable indicating when a numerical
reference NUM s or a categorical reference CAT; s is future (past).

NewMonEc 14



Venn Diagram of Classifications
Speeches

Statements and Answers
Verbal Complex

939
poral
Reference
Verbal Complex
Future Tense Future
Temporal
Reference
Past Tense

Past Tense

o>

o4

[
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3rd T

Measuring Temporal Topics

In order to measure the topic content of the future statements, we
construct topic-specific future orientation measures:
1. Identify future (past) statements using one/all of the measures:

e SUTime Categorical
e SUTime Numerical
e TMV

2. Calculate the average topic share within this subset:

i=NX

1 Z 1{Xis = Future(Past)} ¢y m(i)
i=1

plPYX(Ti) = XFut(Past)

Essentially the measures are the weighted average of topic-shares
from the sub-set of sentences associated with the future, according to
three different metrics.

NewMonEc 16
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Project 1 3rd T ECB Info Deficit Project 2 Text <— Forecasts Modelling Conclusion
Temporal Dimensions of Monetary Policy
e FOMC Greenbooks (Tealbooks since June 2010):
Part 1: Summary and Outlook = Projection = Future & Past
Part 2: Recent Developments = Evaluation = Past
1.00-
—- —-— \,._‘\."'."Y? ‘-""- 0.75-
-:“.' e, -
Part 8 Part
Part 1 leSO' .
s Part 2 g‘
0.25- :
-5 _-,"h\, Nt L‘f -;..-F_.;,'.\« T
1995 g}g?e 2005 2010 1990 1995 gg?e 2005 2010
(a) Past (b) Future
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Temporal Info Effects

How important is temporal information?

e Regress event news on “narrative signals” - LASSO regression

e Focus on ECB Governing Council Decisions and Press Conferences
e Use a variety of data

e Key findings:
e Communication is best captured by multi-dimensional signal vectors

e Past information is about as equally as informative as future
information in explaining the news.

NewMonEc 18
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Event Study

e Measuring beliefs via event study of asset news

Event Study Window

Xm(t—2) i Xm(t) I Xm(e+1)
Wm(t=2) MK | W) K | Wm(es1)
t—1 | . Iy |
. IS R
I____ L =] I I
| | I
Day of Announcement

o Regress event news on “narrative signals” - LASSO regression

N

.1 2 1 2
5“2;13’ Eg(w—xiﬁ) + A 5“‘“)“5”2“‘“”5"1
a=0.99

Estimate A by 10-fold cross-validation

Conclusion

LASSO estimation via a non-parametric bootstrap - 5000 draws
Adjusted R? from OLS on the subset of LASSO-selected variables
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Text <— Forecasts Modelling

Conclusion

Temporal Variation in ECB Statements and Answers

Statements

— Future — Past

& & & F P T # 0 8 F P
Answers

—— Future —— Past
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Project 2

Text <

> Forecasts

Expected Interest Rates

Table: Adjusted R? of yield curve by specification (union)

Modelling

Conclusion

Specification OIS OIS OIS OIS DE DE

1M 1Y 2Y 3Y 5Y 10Y
Topics Only 0.25 0.29 0.28 0.23 0.19 0.15
Topics and Future 0.32 0.36 0.37 0.31 0.25 0.19
Topics and Past 0.35 0.37 0.36 0.29 0.22 0.20
Topics, Future and Past 0.41 0.43 0.43 0.36 0.27 0.24
Topics, Future and Past* 0.59 0.62 0.63 0.59 0.56 0.47
Forecasts & Revisions Yes Yes Yes Yes Yes Yes

NewMonEc
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ABGMR factors

Table: Adjusted R? of ABGMR (2019) surprises by specification

Specification Target Timing Forward Quantitative
Guidance Easing
Topics Only 0.23 0.28 0.29 0.21
Topics and Past 0.29 0.36 0.33 0.26
Topics and Future 0.37 0.36 0.34 0.27
Topics, Future and Past 0.42 0.42 0.37 0.32
Topics, Future and Past*  0.59 0.62 0.63 0.59
Forecasts & Revisions Yes Yes Yes Yes
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Text <— Forecasts

Modelling

Questions identifying information deficits

e |t is hard to measure the information deficit

e One source is the journalists at the press conference

Conclusion

e Their business model is to extract information that the market demands

e First Evidence: Questions are mix of past and future

Questions

M.[ | ” H"f m”

]
&
NewMonEc
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ECB Info Deficit

Measuring similarity to question

o |dea: Typically answering questions involves talking about the same
material as the question

e A measure of similarity:

Z dtm,k X dtmjk)

\/Z dtmk \/Z dtmjk

n = number of terms in the document term matrix
dtmjy is the kth term in the vector corresponding to document i.

Sim;J =

NewMonEc 24
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3rd T ECB Info Deficit

Project 2

Text <— Forecasts Modelling
Similarity
0.8

Conclusion

Similarity Scores —— Statement to Questions —— Answers to Questions
06

0.2
0.0
2000 2005 2010 2015 2020
Date
Figure: Similarity Scores

m]

=
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Conclusion
Similarity
0.6
w0.4
&
=
E
E
12
0.2
0.0
2000 2005 2010 2015 2020
Date
Figure: Similarity Scores = & S s ne
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ECB Info Deficit

The right information constitutes news

Table: Speech-Question similarity and Information Deficit

OIS1IM OIS1Y 0IS3Y DE 5Y DE 10Y
b/se b/se b/se b/se b/se
Simsp, @ -0.23 13.36%** 13.66* 8.79 6.90
(4.98) (5.14) (7.76) (9.10) (8.82)
Sima,q 0.07 1.65 0.77 2.84 2.77
(1.48) (1.53) (2.39) (2.71) (2.63)
Sims,,,Q X SimAin -8.8 -40.3%* -39.4 -31.7 -24.6
(17.14) (17.71) (26.51) (31.31) (30.35)
Constant -0.37 13.35% 7.10 14.18 21.32%
(7.03) (7.26) (10.77) (12.85) (12.45)
Speaker FE Yes Yes Yes Yes Yes
Macro controls Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
Topics, Future and Past  Yes Yes Yes Yes Yes
N 1120.00 1120.00 1007.00 1122.00 1122.00
r2 0.26 0.41 0.34 0.22 0.15
Adj. R-Squared 0.19 0.35 0.27 0.15 0.07

NewMonEc
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Project 2

Cacophany of Voices

Extracting Economic Signals from Central Bank Speeches
joint with Maximilian Ahrens (University of Oxford)

e Blinder 2004:

“A central bank that speaks with too many voices may
have no voice at all.”

NewMonEc 28



Project 2

Our key contributions

1. We provide to the research community a novel, monetary policy shock series
based on central bank speeches

2. We construct a monetary policy signal dispersion index along three key
economic dimensions: GDP, CPIl and unemployment

e More frequent than FOMC meeting series
e Opens possibilities of answering new questions regarding CB
communication

3. For example, do markets form different expectations when facing a

"cacophony of policy voices”? Our initial estimates suggest there might be
evidence for it

NewMonEc 29
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08/08/2006 GB pt2:

Prices = Ec.Prices

Consumer price inflation has continued to move up, on balance, in recent months. The overall PCE price index rose at an
annual rate of 3.9 percent during the first six months of the year, 1 percentage point faster than in the twelve months of last
year. While rising energy prices have been a major source of the increase in overall consumer price inflation, the prices of core
goods and services—particularly housing rents but also other core prices—have accelerated as well. Core PCE prices increased at

an annual rate of 2.7 percent during the first half of this year, which is more than 1.0 percentage point higher than during 2005.

Although consumer energy prices declined 0.9 percent in June, PCE energy prices surged at an annual rate of about 25 percent
over the first half of this year, up from the 17 percent increase posted in 2005. Furthermore, the downturn in energy prices in
June was transitory: Spot prices for crude oil moved back up during July to a level near the peak for the year; weekly survey
data on gasoline point to an increase of about 5 percent in July in the PCE price index for gasoline, a rise that would more than
reverse the decline in June. Although most of the recent increase in gasoline prices reflected the higher cost of crude oil, the
margin between retail gasoline prices and crude prices has moved up somewhat from an already high level despite a 35 percent

decline since late June in the price of ethanol used for reformulated gasoline.
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Modelling

Text modelling

o Different text representation approaches possible (topics, word
embeddings,...)

e We use a supervised topic modelling approach that learns a domain
specific text representation that is optimized to predict the target
variable together with other numerical covariates

Topic models proved to work well in relatively 'small’ datasets (wide
application in economics and other social sciences)

rSCHOLAR model (Card et al., 2018; Ahrens et al., 2021) provides
ideal topic regression model for the task

Worth exploring different approaches for further work
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Modelling

Multimodal Bayesian Topic Regression

Maximilian Ahrens, Julian Ashwin, Jan-Peter Calliess and Vu Nguyen

1. The joint supervised learning approach of text representation and re-

gression parameters allows for rigorous statistical inference when text as well
as numerical features are relevant.

2. Allows us control for potential confounding factors, addressing the problem
of omitted variables bias in supervised topic modelling for economic analysis.

3. Incorporating information from numerical features into the topic learning
process can yield improved out-of-sample prediction performance.

OTee—Gere

o 0 )L
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Modelling

Economic NLP modelling

The model estimation process is broken down into two steps
Learn the mapping from central bank language to economic
conditions based on Greenbook data

2. Apply the learned mapping to central bank speeches
Estimate mapping for 3 distinct economic signals:

1. GDP
2. CPI
3. Unemployment

Further work opportunities:
1. Possible to extend to additional economic dimensions

2. Possible to deploy different topic/language models to learn mapping

1.
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Modelling

Example - mapping equation for CPI

Variables:

e Amg0,m: change in the CPI forecast 7 over the next year at FOMC
meeting timestamp m (target variable for CPI)

* 0r: topic mixtures for the CPI corpus. 0 , .« represents the kth
topic feature for the respective corpus

® T0,m—1,80,m—1, Uo,m—1: controlling for lagged variables of GDP (g),
CPI (7) and unemployment (u), both in levels and in differences

Full CPI language-to-forecast mapping equation:

A7"'4:0,m =pPylo,m—1 + PrTo,m—1 + Pg80,m-1 + ,OAL,AU4:O,m71
K

+ pa, Ataom-1 + pa,Dgaom-1+ > wkbrk +em (1)
k=1

ps and ws: regression weights, e: measurement error
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3rd T ECB Info Deficit

Project 2

Modelling
GDP

Conclusion

Text <— Forecasts
Results - Estimating Implied Signals in Speeches

CPI

1996 2000 2004 2008 2012

Unemployment

estimation (K=20)

1996 2000 2004 2008 2012
Figure: Out of sample implied policy signals: realised value, topic model

1996 2000 2004 2008 2012
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Modelling

Results - Estimating Implied Signals in Speeches

predictive R? numeric  numeric + text
Speeches - GDP signal 0.524 0.577 (0.016)
Speeches - CPI signal 0.346  0.575 (0.039)
Speeches - Unempl. signal 0.630 0.681 (0.019)
Greenbook - GDP training 0.502 0.766 (0.080)
Greenbook - CPI training 0.295 0.790 (0.147)

Greenbook - Unempl. training 0.458 0.657 (0.011)

Table: Predictive R2. Models trained on Greenbook dataset, tested on speeches
dataset. Best model in bold. Reported means across 50 model runs, standard
errors in brackets. Numeric (OLS) has analytical solution.
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Results - Estimating Speech Dispersion (CPIl example)

2
1. |I|I_.Il.llll,-l..“.,.l-.lll. ol |I|I-II|-|Il.I|l-I|||II|llIlIIIll.II-III-I||.I|I.IIIIIIII|||-II | ,III.lIIl,l .II'..III_._.IIIIII
1998-03-25 2000-09-27 2003-03-13 2005-09-14 2008-03-13 2010-09-15 2013-03-13

0 ul
1993-03-17 -0.

Figure: Out of sample estimation of monetary policy signals on CPI. Top figure:
signal by individual central banker speaker. Bottom figure: derived dispersion
measure (grouping window: inter-FOMC-meeting periods).
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Results - Estimating Speech Dispersion

=== VIX monthly A —— GDP dispersion scor:
—— EPU monthly A —— CPI dispersion score
—— U dispersion score

1996 1998 2000 2002 2004 2006 2008 2010 2012

Figure: Dispersion scores for GDP, CPI and unemployment compared to VIX and
Economic Policy Uncertainty (EPU) index. All indices re-indexed to beginning of
displayed time-series.
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Modelling
Estimating Dispersion Effects

e We create a single indicator:
1. Use the interquartile range (IQR) for each of the GDP, CPI and
unemployment series.
e Simple, and protects against outliers
2. Average these 3 dispersion series
e Cacophony could be driven by different signals on only a subset of the

indicators.
e Therefore, alternative measure: average the two most-dispersed series

3. This is the Dispersion Index variable

e Alternative is to create dummy indicating an intermeeting period as
one of Cacophony when the Dispersion Index variable is above the
median.

e Results are similar
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Kernel Density of Market Surprises

30
|

Kernel Density
20
!

10
|

T T T T T
-1 -.05 0 .05 A
Market Surprise

Cacophony One Voice

e Market surprises are calculated using a narrow, 30-minute window
around the FOMC announcement
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Modelling

Effect of Cacophony on subsequent Market News

o |MktNews|; = a + 8X; + vDispersion Index,_; + €;

(1) (2) (3)
Regressors Mkt News Mkt News Mkt News
Lagged Dispersion Index 0.019%**
[0.002]
Lagged Dispersion Index (alt) 0.014***
[0.004]
Controls YES YES YES
R-squared 0.180 0.262 0.261

e Controls: NBER recession indicator, number of speeches, market volatility
(VIX), policy uncertainty (BBD) and the average signal for each indicator.
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Why Does This New Era of Communication Matter?

What we need:

1. Answers to new questions, and new answers to old questions
2. Creation and utilisation of new data resources

3. Application and development of new methodologies

= New avenues for future research
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Cloud Computing Research Collaboration: An Application to

Access to Cash and Financial Services®
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Abstract

We illustrate the utility of cloud computing tools for big data management and analysis serving the
functions of the Bank of Canada. These tools provide the opportunity to easily leverage increasingly
complex and large-scale data in an interactive coding environment without worrying about backend
infrastructure. As an empirical use case to demonstrate these advantages, we use a cloud computing
platform to expedite a computationally intensive spatial analysis mapping access to financial services in

Canada.
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1 Introduction

Demand for computational resources have been rapidly expanding in recent years, driven by the increasing
interest in big data, new analytical methods in data science, and a slowdown in technological progress. In
response, cloud computing has become a popular solution for institutions to meet their computational needs.
At the Bank of Canada, the Digital Analytical Zone (DAZ) is a cloud computing platform implemented
through Microsoft@®) Azure, their contracted vendor. It allows for an on-demand computing service that is
agile and highly scalable to meet the resource requirement of different projects, aligning resources with needs
and making high performance computing more accessible.

This case study illustrates the use of the Bank of Canada’s DAZ to access big data tools for research
collaboration with external academic researchers. Our data analysis is conducted on Azure Databricks, an
Apache Spark-based data analytics service. As shown in Handel et al. (2021), cloud computing is convenient
as it removes infrastructure constraints. However, depending on the application complexity, setting up virtual
machines on the cloud may still require considerable initial cost and expertise in cloud computing. Managed
cloud service platform simplifies the use of cloud computing by providing a pre-configured computational
service. In our case, Azure Databricks provides a fully managed Spark cluster that enable researchers to
easily harness the power of data parallelism for large scale data processing.

The Bank of Canada’s DAZ responds to the challenges and options highlighted in Bruno et al. (2020).
It shows a promising path to efficiently employ big data analysis. This cloud-based platform provides the
opportunity to easily leverage the increasingly complex “financial big data sets” and work with innovative
data to yield new insights important to the functions of central banks. For example, Canadian consumer
credit data is used to analyze the effect of COVID-19 on consumer finance (Ho, 2020) and the interdependence
of financial institutions in the consumer credit markets (Ho et al., 2021). For the rest of the paper, Section
2 describes the cloud computing service at the Bank of Canada. Section 3 provides a use case of cloud

computing, and Section 4 concludes.

2 Cloud Computing at the Bank of Canada

The Bank of Canada currently offers computational resources through several different channels. Researchers
can access an on-premise high-performance-computing (HPC) cluster named Edith2.! In addition, the Bank
of Canada also provides a cloud computing environment called the Digital Analytical Zone (DAZ) to support
scientific research (Elsey et al., 2021). In general, the DAZ is designed to be completely separate from the
Bank of Canada’s network. It provides an environment for users to experiment with different ideas. The DAZ
is supported by Microsoft Azure®), the Bank of Canada’s service vendor, which provides various types of
cloud computing services. Research Services is a managed cloud computing platform, where users can launch

their virtual machines with pre-configured specifications. Based on business needs, the DAZ also provide a

IFor more information, see Collignon (2019).



more flexible Research Lab platform, closer to full-fledged Microsoft Azure®), where users can configure their
virtual machines.

The DAZ offers several advantages over an on-premise HPC cluster. First and foremost, it provides
users with on-demand computing, with which users do not have to wait in queue due to Edith2’s capacity
limit. Timely access to a computational resource increases users’ productivity, particularly when there is
expanding demand from big data and more complex data science methods. It also allows users to access
a computational resource on the internet without the need of pre-configured physical device. Second, the
DAZ is more flexible in providing up-to-date services than an on-premise HPC cluster. While most of the
cutting-edge data science methods come from community-contributed libraries, installing them on an on-
premise HPC cluster often requires extensive testing and system configuration. On the other hand, the
DAZ is maintained by the service vendor, which benefit from the economies of scale and affords users to
have a higher level of administrative rights. This flexibility encourages users to explore new techniques and
promotes innovation. Third, the DAZ can easily extend the Bank of Canada’s computational resource to
external partners for project collaboration. DAZ administrators can simply create accounts for external
partners on the cloud platform for instant collaboration, instead of granting external partners access to the
on-premise HPC cluster that may involve costly equipment and lengthy security clearance.

In this paper, we demonstrate how the DAZ can facilitate collaborations between the Bank of Canada
researchers and external partners. While the interface and the functions available on the DAZ are identical to
a typical Microsoft Azure®) portal, some functionality requires prior approval from the DAZ administrator.
To initialize a project, a DAZ administrator sets up a resource group on Azure according to the user’s
business case. If external collaborators are involved, additional accounts are created and assigned to that
specific resource group.? All users within a resource group shares the same pool of computational resource.
For big data analysis and machine learning, we further focus on Azure Databricks, among other services

available.

2.1 Azure Databricks

Azure Databricks is an Apache Spark-based data analytics service. It supports multiple programming lan-
guages, including Python, Scala, R and SQL. It also supports popular machine learning libraries such as
Apache Spark MLIib, Tensorflow, Pytorch, allowing for the use of both advanced statistical and machine
learning techniques. Its markdown-compatible notebook environment also provides the opportunity for clear
documentation, efficient debugging, and promoting reproducible research.

After entering the Azure portal, utilizing these tools involves first creating and naming a Databricks
resource. Researchers can then launch a Databricks workspace, which is an interactive interface for managing
all of the Databricks tools. Figure 1 shows the layout of Azure Databricks. Within the workspace, there are

various options for launching a project-specific cluster, which is a collection of servers that will provide the

2The DAZ’s Azure account is independent of other Microsoft Azure accounts that a user may have.



& Azure Databricks
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Figure 1: Screenshot of Microsoft Azure Databricks

computing power needed to complete big data tasks. For the demonstration in this paper, we provision a
standard cluster with 14 GB of memory and 4 cores. Memory size and parallel computing specifications are
highly customizable, with options for additional memory and cores and different runtimes. Also available is
the serverless option that allows for auto-scaling, meaning that the resources employed will be used efficiently
and adjusted upon need. As opposed to shared on-premise HPC cluster, these on-demand project-specific
clusters can be deployed without going through a job scheduler. After initiating a cluster, any project data
can be uploaded into the Databricks File System (DBFS), converted into a table using the user interface,
and subsequently used in any projects in the workspace. Researchers may refer to any data stored in DBFS
using absolute file paths as if using data stored on a local machine.

In order to execute analyses using big data tools and interact with Apache Spark, researchers may use the
interactive Databricks notebooks. After either uploading an existing notebook or creating a new Databricks
notebook, attaching the notebook to a running cluster will allow for interactive management of Spark re-
sources within the Jupyter-style interface. For the demonstration, we interact with Spark within a Python
script using the PySpark interface. The Databricks notebooks provide detailed metrics regarding Spark per-
formance and runtime, and researchers can interact with tables and other objects to quickly produce plots
and summary statistics or save output to their local machine. Researchers may choose to link Databricks
notebooks to Github repositories using built-in Git integration, which allows for version control working
with notebook revision histories and enhanced capability for collaboration. The built-in Git integration
also includes the capability to create branches and pull requests in the relevant repository from within the

Databricks UI.



3 Application — Canadian Access to Financial Services

In our empirical application, we measure Canadians’ access to financial services by computing the distances
between their residential locations and the nearest branch of a financial institution (FI) in 2017. Physical
proximity as a measurement for access to financial services is supported by Mintel’s (2018) survey findings
that consumers rely on access to physical branches for the purchase of complex financial products or first-
time banking interactions. Linking a spatial network of FIs with methods-of-payment survey further yields a
comprehensive analysis on the role of banking in influencing consumer payment choices (Henry et al., 2018)
and their cash withdrawal (Chen et al., 2021a).

To measure the physical proximity to local branches, we compute the straight-line distances from the
population centroid of each postal code to all FIs, and then identify the distance to the closest branch. The
same methodology is used in Tischer et al. (2020) and Chen et al. (2021b). The postal code data set comes
from Statistics Canada’s Postal Code Conversion File (PCCF) and the addresses of financial institutions
are reported in Payment Canada’s Financial Institutions File (FIF). We further appended the postal codes
data set with additional demographic information at census-dissemination-area level from the 2016 Canadian
Census.

This application demonstrates the value of a cloud computing platform, by expediting a process which
typically requires high local computing power and extensive time. In 2017, Fls operated a total of 11,029
local branches across Canada, serving Canadians resided in 765,723 different postal codes. To address the
volume of data and complex spatial calculations, we employ Apache Spark’s dimension reduction algorithms
in Azure Databricks.

Our estimates on the access to financial services are illustrated in Figure 2. Overall, 57.4% of credit active
Canadian residents have access a FI branch within 1 km of their residential location. The most common
distance is less than 0.5 km, which contains about 30.1% of all residents. This suggests that most residents
have convenient access to FI branches for financial services. While the fraction of people farther away from
FI branches drops quickly, the distribution also exhibits a long tail with 4.3% residents having the nearest
branch being more than 10 km away.

Canadian residents’ proximity to financial services is related to FIs strategically locating their branches
(Allen et al., 2008; Chen and Strathearn, 2020). As shown in Figure 3, vast majority of residents in the
highest density quintile has access to a branch with 1 km. Distance to FI branches increases gradually for
people living in areas with lower population density. Notably, majority of people residing in the lowest density
quintile have to travel 3 km or more to visit a FI for financial service.

While we observed distinct patterns in the access to financial service, we did not find lower income
groups are disadvantage in access to FI branches. Indeed, we observed the opposite. In general, residents
in the lowest income quintile neighborhoods have closest access to local branches, with almost 50% of the
residents having access in less than 0.5 km. Proximity to FI branches decreases steadily in higher income

neighborhoods, and the distribution also becomes more skewed. Nonetheless, in the second to the fifth income



Figure 2: Overall Access to Financial Service
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quintile neighborhoods, about 70% of residents have the nearest branches within 1.5 km.

In terms of spatial pattern, we categorize postal codes into regions using the Statistical Area Classifi-
cation (SAC) provided by Statistics Canada. Specifically, the land mass of Canada is divided into census
metropolitan areas (CMAs), census agglomerations (CAs), and census metropolitan influenced zones (MIZs)
based on population size and commuting patterns. A summary of SAC and their shares of population is
reported in Table 1. Graphically, the SAC for Ottawa-Montreal-Quebec City region is illustrated in Figure
5.

Table 1: Statistical Area Classification

Classification ~ Description Pop. Share
CMA Total population >100,000; core population >50,000 0.714
CA Total population <100,000; core population >10,000 0.123
Strong MIZ >30% of employed residents commute to work in CMA or CA 0.055
Moderate MIZ 5% - 30% of employed residents commute to work in CMA or CA 0.066
Weak MIZ 0% - 5% of employed residents commute to work in CMA or CA 0.036
No MIZ No employed residents commute to work in CMA or CA 0.005

Access to financial service exhibits a unique spatial pattern. As shown in Figure 6, residents in CMAs
have the shortest distance to FI branches, since these areas have higher levels of urban development and
business activities. Distance to branches increases with areas farther away from CMAs, potentially due to
smaller population size. It also shows a more skewed distribution, in which some residents are very far away
from any branches. For instance, about 50% of the strong MIZ residents have to travel at least 5 km for

visiting a FI.



Figure 3: Access to Financial Service by Population Density
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Most interestingly, distance to bank branches decreases from strong MIZ to weak MIZ. The fraction of
residents with access in less than 1 km increases significantly from strong MIZ to weak MIZ, while that with
access between 3-10 km decreases. It implies that people living outside of sizable cities have closer access to
banks as the influence of metropolitan area fades. The economic explanation is that people can also access
financial services via their daily trips to work. With smaller fractions of residents in moderate (5% to 30%)
and weak MIZ (less than 5%) commuting to CMA or CA for work, there are stronger local banking needs
that warrants the operation of a local branch. Such clustering is even more obvious in no MIZ areas, where
the distribution of banking access shows a bimodal distribution with about 24% of residents having access in

less than 0.5 km and about 50% of them having to travel for more than 10 km.

4 Conclusion and Considerations

We illustrate an example of how cloud computing is used at the Bank of Canada for research collaboration with
external partners. Our use case shows that cloud computing is scalable and capable to handle computationally
intensive data analysis. Most importantly, the cloud computing platform at the Bank of Canada allows for
easy resource sharing among collaborators in different institutions, different regions, and different time zones.
It abstracts out institutional-specific infrastructure configurations, providing a common platform for users to
collaborate on their data analysis.

While cloud computing brings resource flexibility to institutions, implementing a cloud computing plat-
form also involve various considerations. Migrating to a cloud platform involves training and additional

support for users to adapt to a new infrastructure and a new workflow. The extra cost of time and support



Figure 4: Access to Financial Service by Income Quintile
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personnel should be included when comparing different solutions for fulfilling users’ computational needs,
at least in the short run. Furthermore, a usage policy should be set up for the implementation of cloud
computing. This may entail the amount of resource and computation time budgeted for a project, as well as

the type of data that can be stored on the cloud.



Figure 5: Example of Statistical Area Classification
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Figure 6: Access to Financial Service by Area Type
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High Performance Computing (HPC)
Resources at the Bank of Canada

e Edith2

o  On-premise HPC appliance
o Foruse with sensitive data

e Digital Analytical Zone (DAZ)

o  Cloud computing platform
o  Supported by Microsoft Azure

Photo: Edith Whyte. ca 1966.

Bank of Canada Archives
(PC223-17) Credit: Unknown.

See: “Central bankers at the frontier: the state of the art in advanced analytics and Al” for a
detailed description of this infrastructure




Cloud Computing for
Research Collaboration

Advantages Considerations
e On-demand e Latency
e Scalable e Training costs
e Easy collaboration with external e Budgetrestrictions

researchers

e Lowstartup costs



Microsoft Azure Databricks for Research Collaboration

e Jupyter-style notebook ' Sﬁchﬁr’(

interface
e Fully managed clusters
e Machine learning tools

e |ntegrated version control







Access to Financial Services in Canada

Mapping consumers and their nearest bank branch

e Challenge: 24,000+ postal codes
e Computed straight line distances from population centroids to financial institutions

e Use Jupyter/PySpark docker image to manage computational needs

See: “A Spatial Model of Bank Branches in Canada” Staff Working
Paper 2020-4 (English) by Heng Chen, Matthew Strathearn



Over 50% of Canadians have access to a bank branch within 1 km

30+

0 I I I
<05 0.5-1 1-15

N
o

Percentage Points
o

152 2-3
Distance (km)

3.5 510 >=10



Banks are located in the most densely populated areas
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Bank branches are distributed across diverse income levels

1.00-
0.75-
n
o
o 0.50
-
w
0.25-
0.00-
Q3 Q4 Q5

Q2

Q1

Income Quantile

o5 5P 23 510
Hos' |l 5235 >=10



The Added Value of Cloud Computing

e Custom, scalable resources

e Streamlined collaboration

e |ow startup costs
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E Anomaly detection algorithms used
B Workflow and pipeline plumbing interventions
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Background

« MMSR (Money Markets Statistical Reporting) is a granular (transaction by transaction)
dataset collecting data on money markets with daily frequency in the euro area

 In 2018 the ECB embarked in a new anomaly detection project to support the data
quality checks connected with the euro short-term rate (€STR) production.

* In development phase, several challenges were identified, in particular with regards to:
*  Workflow: feedback loop needs an effective and sustainable flow of information among involved parties
+ Performance: daily data requires timely data quality information flows, quick reaction times, a lean process
» Categorical variables: MMSR has few numerical variables, which poses challenges to analysis
+ Skewness: similarly to other granular financial datasets, the exceptions are the rule
* Interpretability: how to guide users through the results, especially when using multitude of categorical values
+ Ensemble: results from multiple algorithms need to enter a single data quality process pipeline

* In 2019-20 the MMSR team tried to systematically tackle the issues encountered by
extending and modifying existing functions, generalising the solutions identified

4 www.ecb.europa.eu ©



ECB-UNRESTRICTED

MMSR data quality management — an overview

 The Money Market Statistical Reporting (MMSR) is a daily data collection
involving 47 banks, located in 10 different euro area countries

« Reporting agents report transaction-by-transaction data of their euro money
market activity

« ~50,000 total transactional records received on a daily basis: ~30,000
Secured, ~15,000 Unsecured, ~5,000 FX Swap & Overnight Index Swap

« MMSR data are enriched with reference data (extra categorical values)
* 4 national central banks + ECB participate in data quality management
« Daily workflow implies limited budget of data quality inquiries

« Structured feedback: labelled anomalies datasets for training available

5 www.ecb.europa.eu ©



Anomaly detection
algorithms used
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Anomaly detection — regression analysis

Uns. O/N borr. - spreads by cntp geo-sector « Model based: anomalies are defined as
transactions far off the prediction of a model

‘ « Model:s; = a+ g;B + miy + 6 log(vol;) + ¢
| » Dependent variable: spread between deal rate and

n | | | ‘?’ benchmark rate

« Explanatory variables: vectors of dummies for RA-
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R - Estimation: weighted least squares
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studentized residuals

Note: lllustrative analysis performed using synthetic data
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Anomaly detection — isolation forest
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Y g, e anomalies
| Te h ) * Itis robust to “swamping” and “masking”

Note: lllustrative analysis performed using synthetic data
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Anomaly detection — hierarchical clustering

folted point according o hirarehica lustoring « Hierarchical clustering identifies data points
isolated and poorly connected to other data points

» Algorithm used: HDBSCAN - Hierarchical Density-

A a! wh 2" o . Based Spatial Clustering of Applications with
gte .‘?'.".;E‘};:. . .. . Noise
5 bl )  Advantages:
Simpitied dndrogran * Performance (limited complexity)
— « Parsimony in parameters (minimum cluster

E size is intuitive)
% * Robust to “chaining phenomenon” and other

’7 — drawbacks of single-linkage
« Association with GLOSH (Global-Local Outlier

I T I 1

04 03 02 01 00 Score from Hierarchies

Note: lllustrative analysis performed using synthetic data
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Anomaly detection — XGBoost

tree1 °
{-:'_' v___-_h“ /I,,.-’ ='"n.\
] @ \ o
2 & \&%
+2 +0.1 1 °

+0.9 e o

f( Q )=2+0.9=29
i & =-1-09=-19

Figure from XGBoost: Chen Guestrin 2016, A Scalable Tree
Boosting System. (Does the person like computer games?)

In XGBoost weak predictors are employed to solve classification problems

Anomalies are identified on the basis of a training on past data (supervised
learning)

Being a supervised learning algorithm, it requires a dataset of labelled
anomalies to be trained with

Advantages: award-winning algorithm, excelling in both efficiency and
accuracy

Success of the algorithm relies in the quality of the labelled anomalies
dataset

Necessity of structured and ordinate feedback from RAs for enquiries
regarding outlying observations

The verification workflow, integrated with the MMSR DQM aims at
“automatizing” and simplifying the internal communication and the storage of
information (including pre-defined set of feedback options)
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Explaining detected anomalies: LIME algorithm

« LIME (Local Interpretable Model-agnostic Explanations) is an algorithm for the
explanation of black-box algorithms results

« LIME is a model-agnostic method: it is equally applicable to every model.

LIME provides approximated results: for this reason it is reasonably quick, but also
somewhat volatile.

% L Graphical intuition of how LIME works
35 ‘\ The black-box model f (unknown to LIME) is represented by the green/yellow
.° ‘%ﬁ' . .. background.
P 301 R o o :: . The bold black cross is the instance being explained.
..3 ' (RN 0‘\ .
& - RN - LIME samples instances, gets predictions using f and weighs them by the
- - . "\ proximity to the instance being explained (represented here by size of dots).
204 - \\\ The dashed line is the learned explanation that is locally (but not globally) faithful.

Note: lllustrative analysis performed using synthetic data
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Workflow definition

» Workflow defined to accommodate feedback loop and ensemble of algorithms

}

Numerical >
data
Ig:t:t < = | Ensemble -» Investigations
Categorical .
data » MCA > HDBSCAN 4
D> LIME
XGBoost
——
Labelled
Training [« anomalies |«
dataset
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Improving MCA performance

« Reduced weight of MCA objects by exploitation of conversion formula(:

+ Available MCA functions applied to n x k matrices produce MCA objects including elements having
n observations

» This increases extremely the size of these objects when MCA is applied to large datasets

« MCA in our setting is used to convert rows into row factors, so there is no interest in column
factors

« Consequently, in the solution adopted all n-dimensional elements are dropped from the stored
object

» This speeds up the saving and the loading in memory of MCA objects

» The prediction of row factors related to the daily serving input dataset can be then obtained with
highly increased speedaegause of the reduced size of MCA objects:

#» [1] "Size of compact fi

(1) See H. Abdi, J. Williams “Correspondence Analysis” in N. Salkind (Ed.) Encyclopaedia of Research Design
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Improving MCA visualization

« Improved charting facilities aimed at better linking original variables and factors
(focus on the contributors to the factors)

MCA rows and columns factors scores Centributers to MCA factern. 4

MCA 4

nnnnnnn

MCA3
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Improving interpretation of results

» LIME adopted for the explanation of results obtained via ML algorithms

» Improved readability of LIME results by means of:
+  Conversion of LIME results to textual explanations, to be easily integrated within the normal communication
channels
+  Conversion of LIME results involving MCA factors to assessments related to the original categorical variables

Case: 10
Label: 0

Probability: 1
Explanation Fit: 0.22 # view explanation
afexplanation$lime light exp
0.421 1.400 ) _
#> [1] "retained_earnings: 45%;
51

#> [2] "equity debt ratio:

juity_
#> [3] "industry: 41%; capital_ turnover: 33%; working capital: 16%"

working_capital: 20%"

working capital: 16%

_ , ; indUSTry: Stid;
-0.352 = retained_earnings == 0.480

#> [4] "equity _debt_ratio: 26%; retained _earnings: 24%; industry: 19%"

-2.01 = equity_debt_ratio == 5.54

1.65 = capital_turnover == 5.25
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Improving use of ensemble of algorithms

« An ensemble of algorithms is employed

« A comparison among heterogeneous approach is required to make
sense of the results (scores)

» The ranking of the scores obtained from heterogeneous algorithms is
obtained as the weighted average of the provided scores.

« Comparability among algorithms is pursued through robust
standardisation

 Feasibility is ensured by means of a cap on the overall workload
* Relevance is tested against labelled anomalies dataset

18 www.ecb.europa.eu ©
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Thank you for your attention

For any question or comment please feel free to contact us:
matteo.accornero@ecb.europa.eu

gianluca.boscariol@ecb.europa.eu
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Abstract

The size and complexity of data managed by central banks have been increasing
providing them with opportunities to make evidence-based policy decisions. As a result,
data validation has become a more challenging task. In this paper, we propose a highly
automated validation workflow that outperforms traditional approaches and is suitable
for a large volume of financial market time series, based on machine learning
algorithms. Using some real-life examples, we illustrate how machine learning (ML)
algorithms can help address key challenges, such as understanding the context of
various financial instruments and dynamically coping with constantly evolving market
environments.
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Introduction

Data validation is a key accountability of statistics teams in central banks. With more
data available for central banks to make evidence-based policy decisions, the amount
of data managed by central banks have been increasing accordingly. As a result, data
validation has become a more challenging task, especially with large volumes of data,
such as financial market series that are usually available at high frequencies — daily or
intraday. Validating such large financial market data can requires significant resources
so it is often outsourced to data providers which requires trust in the data they
provide. Accepting third-party data without due verification could lead to high
operational risks.

While the need to guarantee high quality data for policy makers is being given
more importance, there has been little research focused to central banks’ (or financial
authorities’) toolkits for checking financial market time series. Eurostat publishes a
comprehensive data validation framework focusing on official statistical agencies
(Eurostat, 2018). Among central banks, the European Central Bank (ECB) provides a
framework, mainly covering governance and data quality dimensions and metrics,
and an additional list of data quality checks on supervisory reporting data (ECB;
Hogan, 2017). The US Board of Governors of the Federal Reserve System (Federal
Reserve Board) has developed Information Quality Guidelines for data quality,
objectivity, utility and integrity as required by the US Office of Management and
Budget. The Bank of England offers its data quality framework to enable data users
to be informed about the quality of the data they use (Bank of England, 2014). Such
frameworks can be very useful to understand the various aspects of data validation
principles. However, complementing them with more detailed practices and examples
can further help statisticians address their day-to-day challenges.

Meanwhile, in the machine learning community, research has been conducted in
detecting anomalies and outliers in financial market data (Au Yeung et al, 2020;
Ahmed et al, 2016; Golmohammadi and Zaiane, 2015; Ferdousi and Maeda, 2006).
Such research aims mostly at detecting fraud or informing investment decisions.
Whilst this can provide useful insights for developing data validation techniques
specific to financial market data, it is not directly applicable to error detection or
confirming true outliers (ie seemingly suspicious but actually correct data points).

To fill the research gap in practical guidance for validating large volumes of high-
frequency financial market series, this paper proposes a solid data validation workflow
that would allow for full automation requiring low maintenance costs.

Recent developments in data science provide great opportunities for central
banks. Among many, machine learning techniques have been developing quickly in
recent years. Thanks to its popularity, machine learning is also now much more
accessible. There are free software packages for machine learning analysis (eg Python
and R), active online forums (eg Stack Overflow) and open source off-the-shelf code
libraries (eg Scikit-learn, TensorFlow and Keras). In addition, advancing computing
capacity enables statisticians and data scientists to solve complex algorithms. In
particular, big data platforms, GPU units and cloud computing can significantly boost
efficiency and broaden the scope of machine learning analysis.

Leveraging on these opportunities, this paper proposes a highly automated
validation workflow that outperforms traditional approaches and is suitable for a large
volume of financial market time series. The main objective of our analysis is to develop
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an end-to-end workflow for data validation, with examples of step-by-step machine
learning applications. We do not intend to propose any single specific machine
learning model as individual circumstances will predominantly determine model
selection.

Challenges with traditional validation approaches

To better understand the requirements of a good validation tool, we first reviewed
the most commonly used traditional validation methods — graphical method,
conditional controls, threshold-based warnings and cross-referencing. These
traditional methods enable some degree of automation but still require frequent
human intervention, making them unsuitable for large scale validation processes
(Table 1). Validation of even a small number of financial market series, taking account
of the context of various financial instruments in different market segments, can be
time-consuming. Furthermore, financial market environments are continuously
evolving and often entail structural changes in the market due to central bank policy
actions (eg policy rate changes or quantitative easing), financial conditions and new
or outdated instruments. Keeping up with such changes in diverse financial market
segments can be very labour-intensive.

Overview of common traditional validation approaches Table 1

Description Limitations

Graphical method

Conditional controls

Threshold-based warnings Setting certain thresholds to give warnings,

Cross-referencing

Visual inspection of time series graphs to Time consuming; vulnerable to oversight;
detect any anomalies difficult to validate plausible but erroneous
data points or true outliers

Implementing pre-defined “If-Then” controls Requires a good understanding of market
contexts; setting appropriate parameters for
controls/thresholds to many heterogeneous
series is challenging; becomes ineffective in
case of any structural changes or turmoil in
the market

for example, based on percentage changes
or z-scores. Usually used together with
conditional controls.

Cross checking with the same series from Requires a good understanding of market

another source or other related series to see contexts to determine appropriate reference

there's any divergence in their relationship  series to validate the target series; alternative
source might not be available; especially
challenging when validating many series in
different market segments.

Source: Authors’ elaboration.

Graph 1 illustrates some of the challenges in validating financial market time
series in practice. The daily time series of the preliminary euro short-term rate (Pre-
€STR) exhibits various anomalies at a glance (left panel). If the series is reviewed by
any graphical methods and/or threshold-based controls, it is likely giving warnings
for the spike each quarter and the sudden break in September 2019. However, the
real error in this series is the repeating values at the end of the series when the
instrument is discontinued on the official launching of €STR on 2 Oct 2019. Since the
legacy preliminary series was treated as a separate instrument by its data provider,
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instead of being replaced by the official one, the last quoted value kept appearing in
the following days. That repeated values is not unusual in some illiquid financial
markets can make a statistician consider the data plausible, potentially leading to a
false positive error (ie Type | error).

A similar pattern is observed in the Shanghai stock exchange (SSE) A share index
where a value is repeated for eight straight days in mid-February 2021 (middle panel).
As opposed to the previous case, however, the long repetition is what happens in the
market during Chinese (Lunar) New Year holidays, which fall on different dates in
January or February of the Gregorian calendar each year.

These two examples show similar data patterns in appearance but require
different actions, indicating that data validation necessitates a good understanding
of the market context. Those who have sufficient knowledge about euro money
markets would know that such quarterly spikes and a break in series due to a policy
rate change are common. Similarly, those who are familiar with Chinese markets
would not regard the long repetition as an error. However, keeping up with many
financial instruments in diverse market segments is challenging.

The right panel of Graph 1 shows the US money market rates in 2019.
Immediately noticeable is the striking outlier of the Secured Overnight Financing Rate
(SOFR) in Q3 2019. Again, any outlier detection controls in place will likely give
warnings given the serious magnitude of change in a day (ie Type Il error, (false
negative error)). Even for an expert in money market instruments, such a spike in a
secured interbank overnight interest rate so much above other unsecured rates would
be perceived as an extremely rare event. To validate this outlier, one can compare it
with other US secured interbank rates that usually follow similar trends, such as the
Broad General Collateral Rate (BGCR) or the Tri-Party General Collateral Rate (TGCR).
Since the other secured rates appear to have similar shocks on the same date, the
outlier can eventually be confirmed as a true value.

Traditional validation methods Graph 1
Preliminary euro short-term rate in Shanghai stock exchange (SSE) A US money market rates
2019 share
Per cent Index Per cent
L I I -0.450 | 3,850 5.0
-0475 3,800 4.2
-0.500 3,750 34

-0.525 3,700 b | 2.6
S

L _oss0 3,650
; : 1.8
=
T R T Y Y T N B Y I | 3600 [ | | | 1.0
g3 gu 5 ,;; §3 g ig Jan 2021 Feb 2021 Q12019 Q2 2019 Q3 2019 Q4 2019
— EFFR — SOFR O/N RRF
—— |OER —— LIBOR 3M == OIS 3M

Sources: Bloomberg; Refinitiv.
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One might argue that such false negative errors are still useful to maintain
alertness and in fact, receiving false negative errors for suspicious data points is better
than missing any true errors. However, in the long term frequent false negative errors
can make statisticians become accustomed to the warning messages and thus ignore
them without investigation. Reducing false negative errors is also therefore highly
important to manage operational risks. To summarise, a good data validation system
should set a precise threshold that is free from both false positive and false negative
errors.

Proposed data validation workflow using machine learning
models

The challenges illustrated in the previous section highlight the main requirements of
a good data validation model for financial market series. Without a good
understanding of the context of each instrument, those common traditional methods
can produce frequent Type | or Il errors. An effective data validation model should
imitate the behaviours of a subject matter expert who is familiar with the unique
characteristics of the instrument and keeps up with recent market development.
Therefore, analysing the underlying processes of a human expert validating a financial
market series can provide insight for developing an optimal validation model.

A human expert can access all readily available information and identify only the
relevant information for a specific context. They can then make a best judgement to
assess if a given value is within a reasonable range according to the key information
collected. In statistical terms, the process can be translated into: input data collection;
filter useful explanatory data (or reduce dimensions); and then assess the target value
if it is within the range predicted by the explanatory data. Based on this intuitive
approach to the validation, we propose a model workflow of financial market data
validation (Graph 2). We predict any data point to validate as if it is invisible to us for
the date. The prediction fully makes use of many other financial market time series
including the date where the target series is assumed invisible. This workflow uses
machine learning models in various steps to minimise human intervention. In other
words, the process is highly automated for scalability and dynamic adaptation to
evolving market environments. Once implemented, the workflow can continuously
run every day to detect anomalies. In the remainder of this section, we will provide
more details about each of the six steps with example machine learning applications
for the anomaly cases shown in the previous section.
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Stylised workflow of data validation process using machine learning models Graph 2

5. Analyse

6. Assess the

2. Check data 3. Dimension

1. Data input 4. Predict prediction

gaps reduction error

errors

Source: Authors' elaboration.

1. Data input

For the purpose of the illustration, we use about 3,000 daily incoming financial market
time series, covering a variety of market segments as input data. The aim is to develop
a workflow that is suitable for validating any or all of them. Additionally, the 3,000
series can be used as input to validate any specific series within the sample.

These input data have the typical financial market time series characteristics that
can pose challenges to effective data validation. First, the size of dataset is so big that
manual validation processes can’t be applied. Second, as previously illustrated,
anomalies are not always easily detectable when analysing them in isolation. Third,
they show frequent structural changes within a data series, which makes it difficult to
fit any specific model that can reflect such changes dynamically. Lastly, the dataset
covers diverse market segments (eg equity, interest rates, FX, credit, commodities,
etc) for around 70 geographical markets, making it resource intensive to track and
monitor all market developments.

However, having such a large financial market dataset can also provide an
important opportunity for data validation. A financial market series usually has strong
explanatory series. For example, there can be several equity indices that are tracking
the same market. Yields of instruments with similar maturities in the same market
show similar trends. Exchange rates that are pegged to the same currency also move
together. This is a valuable feature of financial market time series that can enable
precise predictions.

2. Checking data gaps

Data input should be followed with a check of data availability in the target series for
a recent date (or any other date of one’s interest). Missing data in the financial market
series is usually due to market closure. Most financial markets follow the holiday
calendar of the country in operation. Therefore, detecting any erroneously missing
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data can start with cross-checking the data with its corresponding holiday calendar.
However, checking against holiday calendars alone is insufficient because of
exceptions. For example, some FX markets are open every day including weekends
and holidays. Some stock exchanges are exceptionally closed on a few non-holidays.
For more accurate validation, supplementing holiday calendars with additional
information is essential. Financial instruments traded in the same exchange usually
follow the same opening and closing schedule. Hence data availability of a financial
market series can also be assessed by cross-checking with another financial market
series traded in the same market (eg Nasdaq & S&P500). If two financial market series
historically show similar availability patterns, data availability of one series can be
predicted by reference to the other series. Based on the two datasets, holiday
calendars and series in the same market, this paper proposes a two step approach for
checking data gaps in the target series.

The first step automatically identifies a holiday calendar for the target time series.
As summarised in Graph 3, all input series first need to be re-coded as binomial
variables to only indicate data availability. Holiday calendars are imported also as
binomial variables. The holiday calendars for most countries are retrieved from a
Python module (workcalenda®). Then, a simple algorithm (eg correlation coefficients)
can identify the most relevant holiday calendar for the target series.

The second step is to identify any series in the same market. From the 3,000
financial market series in binomial terms, a machine learning algorithm (eg random
forest classifier) can identify any financial market series that are likely traded in the
same market as the target series. Once they are identified, together with the holiday
calendar, they can collectively be used to predict today's data availability of the target
series. For the prediction, a similar algorithm can be applied as in the identification
of the series in the same market. The predicted data availability then can be used to
evaluate the recorded data availability.

Two step approaches to check data gaps Graph 3

Step 1: Identify a holiday calendar

But having the

Transform all series to Import holiday calendars for Let the machi_ne iden.tify a holiday calendar
dummies all countries (Workalendar) corresponding holiday is not enough
; P ) . calendar for the target series ~ (eg end-year
Data available =1, missing = 0 Working day =1, Holiday =0 (eg correlation coef)) stock market
closures)

Step 2: Use the holiday calendar & any series in the same market to check data gaps

Supplementing

the holiday From the full sample, identify Use‘bogh Ul e e Compare predicted data
- P series in the same market to S
calendar with series in the same market . S availability & current data
predict data availability of the

series in the (eg random forest classifier) ——— availability
same market arget senes

Source: Authors’ elaboration.

3 Workalendar Maintainers (2021), https://github.com/workalendar/workalendar
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3. Dimension reduction

Dimension reduction is considered to be a common step in machine learning analysis
to better fit a model to improve prediction power and to estimate the model more
efficiently. Since our analysis used around 3,000 input variables, filtering irrelevant
variables and focusing only on a small set of series that best explain the target series
is imperative.

In this paper, dimension reduction is done in two steps. First, largely irrelevant
variables are filtered following a simple traditional algorithm, that is, correlation
coefficients. After this filtering, only dozens of series that are somewhat related to the
target series can be taken forward for further dimension reduction (or feature
selection). In the second step, we apply a random forest regression model to leave
few key features that will become explanatory variables for a prediction model in the
next step of the validation workflow.

Graph 4 shows results of an application of the dimension reduction processes to
the challenging cases discussed at the beginning of the paper. For the SSE A share
index, the model returned the SSE composite index as a dominant feature to explain
the target series (left panel). The SSE composite index consists of both A shares and
B shares that are traded in the SSE. Since market capitalisation of B shares takes only
0.2%* of that of A shares, the composite index should move together with the SSE A
share index in a highly synchronised way. Therefore, one can precisely predict
movement of the SSE A share index if the SSE composite index is known. For the US
SOFR, the most important features turned out to be other US secured overnight
money market rates, namely the TGCR and the BGCR, followed by unsecured
overnight money market rates (right panel). For both the Chinese and US cases, it is
interesting to note that the model automatically learns market contexts from the data
and returns useful series. If a subject matter expert manually conducted the same
exercise, the results would be very similar to what the model selected.

The number of features to be used for prediction can be determined based on
the prediction model specifications and specific use cases. A minimum Gini
importance cut-off value can be applied to individual series or to top-N series
combined. Another approach is to develop any feature selection algorithm, such as
backward/forward/recursive eliminations or exhaustive selection. The algorithm tries
to find the best combination of features that can maximise the prediction
performance of the exact model that will be used for prediction. In this approach,
computing capacity is an important consideration.

4 As of 11 October 2021.
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Key features that can best explain the target series

Gini importance

Graph 4

Shanghai Stock Exchange A Share Index US Secured Overnight Financing Rate (SOFR)
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US Broad
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02 04 06 0.8 000 005 010 015 020 025

Sources: Bloomberg; Refinitiv; authors’ calculations.

4. Prediction

Using the small set of features selected above, we can fit a machine learning model
to predict a value for today or any date of interest for the target series as if the value
is unknown. For model selection, we opted for a recurrent neural network (RNN), a
deep learning model suitable for sequential data such as time series. More
specifically, we used the Long Short-Term Memory (LSTM) model to capture long-
term contexts without vanishing gradients and exploding gradients problems
(Hochreiter and Schmidhuber, 1997). Once again, the main purpose of this paper is
not to propose any specific model that can fit all different cases but rather to illustrate
the proposed workflow.

Based on the two anomaly examples of financial market time series — the SSE A
share index and US SOFR — we fit the LSTM model to predict values for the suspicious
data points that were discussed in the previous section. The out-of-sample prediction
results appear to be precise in both cases (Graph 5). Both predictions are based on
the same model specifications, except for input data. This is one of the main
advantages of using a machine learning algorithm as the machine itself can find a
model to best fit input data with minimum human intervention.
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Comparison of predicted and realised values Graph 5
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The prediction is based on the long short-term memory (LSTM) model.

Sources: Bloomberg; Refinitiv; authors’ calculations.

5. Analyse prediction errors

Once a predicted value is available, the realised value in question needs to be
compared to the predicted value. The difference between the predicted and the
realised value (ie prediction error) would indicate how much the realised value in
question deviates from a reasonable expectation. When the difference is significantly
large it would be worth investigating further.

An important question is then how to determine whether a prediction error is
large enough to suspect erroneous data. One possibility is to set certain thresholds
to evaluate a prediction error based on percentage deviations or standard deviations.
However, if a series is highly volatile by nature or difficult to predict due to limited
feature availability, such a static threshold-based approach can signal frequent Type
| or Il errors. Therefore, this paper applies an unsupervised machine learning
algorithm to decide whether a prediction error is acceptable or not, based on
historical patterns of prediction errors in the target series.

6. Assess the errors

To assess the prediction errors, we applied an unsupervised clustering algorithm,
Density-Based Spatial Clustering of Applications with Noise (DBSCAN). DBSCAN
requires minimum input parameters and discovers clusters with arbitrary shape, which
makes it suitable for a large dataset (Ester et al, 1996).

When DBSCAN is applied to assess prediction errors for the SSE A share index
case, the repeating values during the Chinese New Year are identified as non-outliers
(Graph 6, top left). To check the robustness of the algorithm, we intentionally
recorded a small hypothetical error equal to the average daily percentage change of
the original series (top right). Since the time series data were precisely predicted in
the previous section, such a small error that looks insignificant in the graph is
identified as an obvious error in this algorithm (bottom left). To highlight how this
algorithm can cope with a structural change in the market, we assume that the small
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error turns out to be true and a similar outlier is recorded again on the next date. In
this case, the second outlier is not considered as an error anymore because the
minimum number of samples to form a new cluster is set to 2 (bottom right). This
implies that the model returns a false negative error message when it first encounters
a significant structural change in the market, but it can correctly validate any similar
types of outlier for the coming days. This is an advantage of machine learning models
as they can dynamically learn contexts from data and reflect such structural changes
in the market.

Outlier detection based on an unsupervised machine learning algorithm Graph 6
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The analysis is based on density-based spatial clustering of applications with noise (DBSCAN). The maximum distance between two samples
for one to be considered as in the neighbourhood of the other is set to 2 Euclidian distance. The minimum number of samples to form a new
cluster is set to 2.

Sources: Bloomberg; Refinitiv; authors’ calculations.
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Conclusion

While financial market time series data are key inputs to important policy decisions
by central banks, little research focuses specifically on data validation processes for
them. This paper first reviewed common practices used for time series data validation
and their limitations in this emerging data-intensive environment. It then proposed
an end-to-end workflow of daily data validation routines to overcome key challenges
in ensuring high quality for large financial market time series datasets. While
describing each step, we illustrated how machine learning algorithms can help
address the key challenges, such as understanding the context of many financial
instruments and dynamically coping with constantly evolving market environments.
During our analysis, we intentionally focused on a few carefully selected examples to
best illustrate key challenges and solutions in each step from central bank
practitioners’ perspectives.

We would like to reiterate that machine learning techniques are now more
accessible than ever, even to non-experts. This provides a great opportunity for data
validation work. At the same time, the abundance of models, code libraries and
references available can create additional challenges, especially without a clear
overview of one's unique business requirements. For this reason, we did not
recommend which machine learning model would work best in each situation as such
discussion would be less meaningful without a more detailed context of
characteristics and materiality of datasets, infrastructure, business environments, etc.

Future work and investigation should focus precisely on describing the
suggested methods and their application to specific cases. We hope this paper will
provide a stimulating basis for emerging research on this topic to the benefit of the
central banking community. The ultimate aim is to build knowledge blocks for more
efficient quality assurance of data.

12 A novel machine learning-based validation workflow for financial market time series
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Introduction

® Data validation has been becoming challenging

® With machine learning & enhanced computing capacity, we propose:

A highly automated validation work flow

that outperforms traditional approaches

suitable for a large volume of financial market data
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Challenges with the traditional approaches

® Are there any issues with these series?
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Plausible but wrong data (eg missing values, repeating values, ticker changes) are difficult to

detect (False positive error (ie Type | error))
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Challenges with the traditional approaches

® |[s there any issue with these series?
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Sources: Bloomberg; Refinitiv.

® Suspicious_but correct data are also difficult to detect (False negative error (ie Type Il error))

® \What can be done to minimise such false alarms?
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Overview of common traditional data validation techniques

® Alone or combination of

Graphical method

Conditional controls (eq if ... then ...)
Threshold-based warnings

Cross-referencing

® Are they enough to validate the previous cases?
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Stylized work flow of data validation process using machine learning models

5. Analyse

1. Data input . 4. Predict prediction
gaps reduction
errors

6. Assess the
error

2. Check data 3. Dimension
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: 2. Check data 3. Dimension : 5. Analyse 6. Assess the
1. Data input : 4. Predict o
gaps reduction prediction errors error

® About 3,000 daily incoming FM data from Bloomberg

® Characteristics of the financial market time series
= High-frequency big data
= Anomalies are not easily visible to human eyes

= Frequent market structural changes due to market conditions, policy changes, new &
outdated instruments

= In the context of BIS — global coverage makes it difficult to understand the contexts

= Most series have highly correlated and/or good explanatory series, for example:
- NASDAQ Index, NASDAQ 100, MSCI US, S&P500, ..
- Yields of similar maturities
- Pegged FX rates
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: 2. Check data 3. Dimension : 5. Analyse 6. Assess the
1. Data input : 4. Predict L
gaps reduction prediction errors error

® How to verify if a data gap of a target series is due to market closure?

Step 1: Identify a holiday calendar

But having the

Transform all series to Import holiday calendars for Let the machine identify a holiday caIenk:JIar
dummies all countries (Workalendar) corresponding hollday_ Is not enoug
. . , , calendar for the target series  (eg end-year
Pata available = 1, missing = 0 Working day = 1, Holiday = 0 (eg correlation coef.) stock market
closures)

Step 2: Use the holiday calendar & any series in the same market to check data gaps

Supplementing Use both holiday calendar &

the holiday From the full sample, identify . . Compare predicted data
: .. series in the same market to o

calendar with series in the same market redict data availability of the availability & current data

series in the (eg random forest classifier) P y availability

target series
same market 9
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1. Data input 2. Check data 3. Dimension 4 Predict 5_. A.nalyse 6. Assess the
gaps reduction prediction errors error

® From the full sample, reduce dimensions to identify a small set of series that best explain
the target series (ie the most important features)

3,000 series

Correlation

] XX series
ilter

Shanghai Stock Exchange A Share Index
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: 2. Check data 3. Dimension : 5. Analyse 6. Assess the
1. Data input : 4. Predict o
gaps reduction prediction errors error

® Based on a small set of useful series (ie features), fit a machine learning model to predict
today’s value of the target series as if today's value is unavailable.

Shanghai Stock Index US SOFR

- [ 3,800 .....I

.....I Both were predicted based on
3,750 4
’ .. .I the exactly same LSTM

2700 3  specifications.
3,650 2
| | 3,600 ]
Jan 2021 Feb 2021 Q32018 Q12019 Q32019

Predicted . Actual Predicted

__ Actual
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1. Data input 2. Check data 3. Dlmer)5|on 4 Predict . A.nalyse 6. Assess the
gaps reduction prediction errors error

® Prediction error = Predicted value — actual value
® |f a prediction error is significantly larger than usual (ie outlier), it is worth investigating

® Then, how can we decide whether a prediction error is an outlier?

» Unsupervised learning algorithm can help
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: 2. Check data 3. Dimension : 5. Analyse 6. Assess the
1. Data input : 4. Predict L
gaps reduction prediction errors error

® A prediction error can be assessed based on unsupervised clustering algorithm (eg DBSCAN)

® With Shanghai Stock Index example:

No outlier identified What if we impose a small error in What if that was not an error but a
(eps=2, min sample=2) the data, will it be identified? structural change in the market
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Thank you

® Select tools and models used in our analysis:
Workalendar: https://github.com/workalendar/workalendar

Random forest classifier/regressor: https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.ntml;
https.//scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html

Long short-term memory (LSTM): https://keras.io/api/layers/recurrent_layers/Istm/

Density-based spatial clustering of applications with noise (DBSCAN): https://scikit-
learn.org/stable/modules/generated/sklearn.cluster. DBSCAN.html
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Time series outlier detection, a data-driven
approach

Alexis Maurin, Nicola Benatti

The COVID-19 pandemic has severely impacted the world economy, leading to abrupt
changes in collected statistics. It raised the need for new appropriate methodologies
to ensure the production of accurate indicators. In this paper, we propose a
methodology of macro-economic time series outlier detection, robust to breaks and
spikes. By applying unsupervised machine learning techniques, we explore novel ways
of identifying abnormal observations in the broad sense, focusing on the dynamic of
time series. Clustering algorithms, which aim to group series with similar dynamics,
can reveal exogenous information and help us to better detect outliers to be
investigated.

The views expressed here are the sole responsibilities of the authors and should not
be interpreted to reflect the views of the Bank of England nor the European Central
Bank.

Keywords: outlier detection, unsupervised learning, clustering, dynamics finding

JEL classification: C14, C38, C82
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1. Introduction

Motivation and needs

Macro-economic indicators are widely used by researchers and economists on a
plethora of topics (e.g. financial accounts, consumer price index, business
demographic, labour market) and at different frequencies (monthly, quarterly and
yearly). These data are subject to large and unexpected shocks (e.g. economic crises,
political or social reforms) which can cause abrupt movements from one period to
another. The current COVID-19 pandemic has heavily impacted them and acted as
stressor to the classical data quality monitoring procedures such as outlier detection,
which would flag considerably more outlying data points than usual.

The classical methodologies to detect outlying data points often use a specified
threshold on the growth rate, or forecast a value (e.g. ARIMA models) and verify
whether the real value lies within the estimated confidence interval or not. However,
it is quite intricate to define the proper threshold on growth rates above which a data
point should be defined as an outlier, while the forecast-based approach can only be
applied to the most recent data points and does not use the information from the
latest data points. Beyond that, these methods are solely considering a univariate
approach. They are not using the possible relations between the series, which can add
valuable information with regards to the identification of outliers. There exist
advanced time series forecasting algorithms which include the modelling of
exogenous variables (ARIMAX model) or operate in a multivariate manner
(VAR/VARMA models). The VARMAX model even combines the two approaches.
These techniques can be efficient for specific cases but they require an advanced data
treatment, thus restraining their generalised implementation, especially for
automated procedures.

We explored data-driven ways to create an outlier detection procedure, robust to
systemic breaks and spikes, applicable to any macro-economic time series data, with
the aim of better detecting series with abnormal behaviour which might either come
from reporting error or strong temporary factors.

Testing of classical methodologies

In this paper, we focus our interest on employment data from the National Accounts,
which is described in Section 2.
Growth rate

Figure 1 displays two annual series from Spain: the left graph depicts the evolution of
self-employed jobs in the G', H? and I sectors and the right one depicts the evolution
of the number of employees (as persons) in the F# sector. The complete description

'Wholesale and retail trade; repair of motor vehicles and motorcycles
2 Accommodation and food service activities
3 Transportation and storage

4 Construction

Time series outlier detection, a data-driven approach 3



list of sectors defined following the NACE rev. 2 classification is available in Annex A.
For illustration purposes, we processed annual data from 1995 to 2018. The values
plotted as a blue solid line are reflected on the left y-axis. The growth rates plotted
as an orange dashed line are reflected on the right y-axis.

Figure 1. Examples of annual series with abrupt decrease
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The order of magnitude of the growth rates can differ between series: from -0.06 to
0.04 for the series on the left-hand side, from -0.22 to 0.10 for the series on the right-
hand side. This can result in challenges with regards to the definition of the
appropriate threshold above which a certain data point should be defined as an
outlier. We need more information (e.g. what the macro-economic environment in
this country for this sector is) to correctly identify an unusual change, and thus cannot
rely on a univariate method.

Time series modelling

We fitted ARIMA models on quarterly data, from 1995Q1 to 2020Q1, and forecasted
the value for 2020Q2, a quarter that was heavily impacted by the COVID-19 pandemic.
We then checked if the real value lies in the estimated confidence interval which was
set to 99.5%, to relax the classical outlier rule. Among the 6638 series, 2957 were
flagged as series containing outlying data points for 2020Q2. In comparison, when
fitting ARIMA models from 1995Q1 to 2019Q3 and forecasting 2019Q4, only 149
series were flagged. The ARIMA models behave quite well in general but are
overwhelmed in cases where external shocks impact and drive the series’ movement,
therefore requiring a procedure which can overcome this situation.

Our approach

Macro-economic datasets cover topics broken down into multiple dimensions and
therefore often exhibit relations between the time series that compose each dataset.
By using the Spearman correlation, we can measure the rank correlation and observe
monotonicity between the series. Figure 2 plots the density function of the correlation
coefficients across the quarterly employment series of the National Accounts, from
1995Q1 to 2021Q1, smoothed with the LOWESS algorithm described in Section 3. We
can observe higher masses for strongly correlated series, implying strong monotonic
relationships. The lower mass around O indicates low correlation, i.e. of the
uniqueness of one series’ dynamic. We have a first evidence of groupable series.

4 Time series outlier detection, a data-driven approach



Figure 2. Spearman correlation density curve
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Going further into this inspection, we can identify the main dynamics. The K-means
algorithm is one of the simplest and most popular clustering algorithms which
enables the grouping of similar observations, series in our case. Figure 3 plots the
four main patterns found in the annual data from 1995 to 2020, extracted from the
quarterly data, which corroborate the presence of dynamics (median series coloured).

Figure 3. Main dynamics using K-means algorithm

Cluster 1, 1535 series Cluster 2, 1568 series

Cluster 4, 2740 series

Cluster 3, 775 series
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The evidence of relationships between the time series can be used to answer
questions the classical methodologies cannot easily solve: "Is a large movement an
actual outlier or a response to an externality?". Basing our decision-making on
movements for each series requires advanced expertise and would involve a
tremendous amount of time as seen with the two series shown previously. Therefore,
to overcome this issue in a generalised fashion, our approach is to cluster series with
similar dynamics. The series from Figure 1 lie in the same cluster, hence exhibiting
similar dynamics despite different values and growth rates. Figure 4 plots all series
which lie within this cluster. We can see that, by focusing on the scaled series (i.e.
dynamics) instead of inspecting the large growth rates’ range, we can target the series
with an abnormal behaviour better. For these specific series, the Great Financial Crisis
is causing the drop in growth rates in 2009.

Figure 4. Example of a cluster of series with similar dynamics
Values Growth rates
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The left graph displays the scaled series. The right graph depicts their respective
growth rates. The series with an absolute growth rate greater than 0.5 (50%) have
been removed for visibility. The cluster comes from the procedure described in
Section 4.

Objectives

The objective is to create an outlier detection tool applied to macro-economic data,
as automated as possible, in order to help narrow down data points that would be
identified as outliers and would consequently require further investigation. The
approach is completely data-driven, in other words, we let the data speak for itself.
The initial and only assumption made is that the series can be grouped with respect
to their dynamic. We only use historical data and do not use any additional
information with regards to the type of outlier we are seeking prior to the application
of the methodology. We try to mimic the human experience in the identification
process and rather nowcast than forecast. Subsequently, we look for the data points
that differ the most from the cluster to which they have been allocated. They might
present some peculiarity as they are not where they are expected to be.

The data is presented in Section 2, the statistical tools used are defined in Section 3,
the procedure is described in Section 4 and the results are reported in Section 5.
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2. Data

The National Accounts are compiled according to the accounting definitions and
methodologies set out in the ESA 2010 Regulation. Each quarter, Eurostat publishes
several macro-economic aggregates, including employment data with industry
breakdowns, what we call Employment National Accounts (ENA). The ENA data covers
37 countries® on annual and quarterly frequencies, broken down into three
dimensions:

e Branches of economic activities (NACE rev. 2 classification, description available
in Annex A)

e Employment status (employees and self-employed) and totals (total employment
and total population)

e Unit of measure (jobs, persons, hours worked and full-time equivalent)

Due to differences in data availability between countries, all dimensions described
above are not evenly represented across countries. We focused on quarterly data
from 2011Q1 to 2021Q1, and did not use European aggregates. In total, we included
6638 series covering 31 countries.

3. Statistical tools

This project was undertaken with the R software and the different statistical tools used
are presented and described below.

Smoothing method — LOWESS

The Locally Weighted Scatterplot Smoothing (LOWESS) is a non-parametric
regression tool that fits a smooth curve to data points. It is an iterative process which
fits local polynomials on a sliding window using weighted least squares (WLS).

First, it applies weights with respect to the abscissa closeness, giving more weight (or
influence) to the points that are closest to the estimated one. Second, it adjusts these
fitted values based on their distance from the actual ones, adding additional weights
to the WLS. This second step can be repeated multiple times, until the curve is
sufficiently smoothed.

The LOWESS algorithm requires setting different parameters: the polynomial degree,
a weight function, the number of iterations and the window size (i.e. smoothing
parameter). The smoothing parameter defines the proportion of data points to be
used within the windows in order to fit each polynomial. Larger values lead to more
smoothness.

5 AL, AT, BE, BG, CY, CZ, DE, DK, EE, ES, Fl, FR, GB, GR, HR, HU, IE, IS, IT, LI, LT, LU, LV, ME, MK, MT, NL, NO,
PL, PT, RO, RS, SE, SI, SK, TR
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We use the lowess() function from the stats library which fits polynomials of degree
1 (i.e. lines) and defines weights with Tukey's biweight function (with a cut-off set at
6 times the median absolute deviation of the residuals). The default number of
iterations is set to 3. We use this tool to smooth the time series prior to the clustering
algorithm with the intention of reducing the noise (e.g. removing seasonality) and
catching only their main dynamic, as this methodology gives a robust estimation of
the outliers through the weighting and iteration process.

Metrics

The clustering algorithms require a distance metric in order to compute the
dissimilarities between the observations and thereby allowing to group the similar
ones together. Contingent upon the type of data we are using, we have selected two
distances: the Minkowski distance for cases with only quantitative variables and the
Gower distance for cases with both quantitative and qualitative variables.

Minkowski distance

In cases for which only quantitative data needs to be processed, we apply the
Minkowski distance which is defined as follows:

4 P
P .
DMinkawski(xz.xpP) = Z |x}’ - x}’| ,for V variables.
v=1

For our methodology, we apply this distance with p=2 (Euclidean distance). We use
the dist() function from the stats library to compute this distance.

Gower distance

In cases for which both quantitative and qualitative variables compose our dataset,
we have to use a different metric that can handle these two types of data
simultaneously: the Gower distance. It is defined as follows:

1 v .
DGower(xi:xj) = VZ dij, for V variables,

14
=1

v

where d;; € [0,1] is the partial dissimilarity between observations i and j for the
variable v.

Depending on the type of the variable (qualitative or quantitative), the partial
dissimilarity is computed differently. For the quantitative variables, it is defined as the
ratio of the absolute difference and the maximum range observed:

|xi — x|

&’ =
Y |max(x") — min(x")
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For the qualitative variables, the dissimilarity takes the value 0 if the observations are
the same and 1 otherwise:

dv = {O if x{ =x}
7 1 otherwise
We use the daisy() function from the cluster library to compute this distance.

Pre-processing

To avoid the scaling effect between features, we need to standardise our data. The
Gower distance does not need a preliminary transformation as it is already integrated
in the formula with the min-max scaling at the denominator. However, the Minkowski
distance needs to be processed. We use the Z-score normalisation:

where p* is the mean value of the feature k and o* the standard deviation of the
feature k.

Clustering algorithms

Clustering is an unsupervised machine learning technique with the goal of grouping
observations with similar characteristics. We use two clustering algorithms in
accordance with the objective we are trying to reach:

e The Affinity Propagation algorithm to identify the main dynamics of the series;

e The DBSCAN algorithm to detect the outlying data points.

Affinity Propagation

The Affinity Propagation algorithm, proposed by Frey and Dueck in 2007, is a
clustering method based on the concept of "message passing". The algorithm has a
graph-based approach, in other words, it considers each observation as nodes of a
network between which "messages” are being exchanged. For each observation, the
goal is to find the one that is the most representative of its cluster: its exemplar. Let
us note that one observation’s exemplar can be itself. To exchange these "messages”,
the algorithm uses 3 matrices:

e The Similarity matrix s(i,j) which measures the similarity between the
observation i and j. We use the negative squared Euclidean distance:

s(i,)) = =|lx; — x||°

e The Responsibility matrix r(i,j) which quantifies the extent to which the
observation j is suited to be the exemplar of the observation i, taking into
account other potential exemplars.

e The Availability matrix a(i, j) which quantifies the extent to which the observation
i should choose j as its exemplar, taking into account other potential exemplars.

Time series outlier detection, a data-driven approach 9



The algorithm is initialised by considering all the data points as a potential exemplar
and takes two main parameters as input: the preference vector and the damping
factor. The number of clusters does not need to be specified which yield the Affinity
Propagation more favourable to the other classical algorithms.

The preferences vector s(i, i) represents the a priori suitability of a data point to be
an exemplar. Its value directly influences the number of clusters and a high value per
observation will increase the propensity to be chosen as an exemplar. In case of no a
priori knowledge, the vector can be set as any quantile of input similarities, typically
the median.

During the message-passing procedure, numerical oscillations may occur in some
cases, leading the algorithm not to converge. The damping factor (1) comes into play.
At each iteration t, the messages are damped by this factor as follows:

re(G ) =A11GH+A = 13))
a(t,)=21a_1(G)H)+A -1 a())
A takes values between 0 and 1.

After having defined these parameters, the algorithm procedure can begin:
1. Set the responsibility and availability matrices to 0

2. Repeat until convergence (number of iterations reached or exemplar remains
unchanged for a defined number of iterations):

e Update responsibility

r(i,k) « s(i,k) — g{r}g;c({a(i, k") + s(i, k')}

e  Update availability

a(i, k) < mig {O,r(k, k) + Z
b irg{i k)
a(k, k) < Z max{0,r(i’, k)}

i"#k

max{0, r(i’, k)}} fori+k

3. Extract the exemplar of each observation to get the clusters:

examplar, = argmax{a(i, k) + r(i, k)}
k

We use the apcluster() function from the apcluster library.

DBSCAN

The DBSCAN (Density-Based Spatial Clustering and Application with Noise), proposed
by Ester, Kriegel, Sander and Xu in 1996, is a density-based clustering algorithm. Its
goal is to seek high density areas, which are then defined as clusters. Similar to the
Affinity Propagation algorithm, the number of clusters does not need to be specified
and has two main parameters to set:

10 Time series outlier detection, a data-driven approach



e The epsilon (eps) defines the radius around an observation in which other
observations will be defined as neighbours.

e The minimum points (MinPts) defines the minimum number of neighbours
required within an observation’s radius to form a dense region.

A distance metric must be defined to measure the closeness between the
observations, then the algorithm works as follows:

e  For each observation, it computes its distance to all the other observations and
counts how many are falling into the epsilon radius. If the count is inferior to the
MinPts parameter (but not zero), the observation is marked as a border point. If
the count is superior or equal, it is marked as a core point. Finally, if it has no
neighbour, it is defined as noise.

e If a core point is not assigned to a cluster, a new one is created. Through a
chaining process, all the connected core points are found and assigned to this
cluster.

e  Finally, it allocates each border point to the closest connected cluster.

We used the dbscan() function from the dbscan library.

4. Procedure

Dynamics finding

We first use a clustering algorithm to catch the unobservable information represented
by the different dynamics. The main challenge here is to define the optimal number
of patterns (i.e. clusters) as the partitioning algorithms require to set the number of
clusters as a parameter and the hierarchical algorithms require to define a threshold
from the dendrogram. Our need for an automated procedure led us to look for other
types of clustering approaches as the previously cited ones were not efficient nor
easily optimisable. We compared several algorithms® and based on metrics (GAP
value, silhouette coefficient and Dunn Index) and pertinence of the clusters, we
decided to opt for the Affinity Propagation algorithm which had demonstrated
simplicity, applicability (i.e. automation) and performance.

Before running the clustering algorithm, we normalise the data and apply the
LOWESS algorithm with a window size of 20%. This smoothing aims to get rid of the
short-term variations and only grasps the general dynamic over the whole time span.

In order to get the minimum number of clusters, the "preference" parameter is set to
the minimum (0), giving the minimum distance between points to the preference

vector. We set the damping factor 2 to 0.5, to control oscillations and ensure
convergence of the algorithm.

6 K-means, K-medoid, Fuzzy C-means, HDBSCAN, DBSCAN, OPTICS, MeanShift, SOM, EM

Time series outlier detection, a data-driven approach 11



QOutliers identification

The rationale behind our approach is the following: within each cluster found by the
Affinity Propagation algorithm, we apply the DBSCAN algorithm over all series, and
we expect that for each period, the data points should lie in the same density area.
Therefore, any inconsistency in the allocation of a data point will set it as outlying. It
also allows us to track down outliers over the entire series, or to focus on a certain
segment (e.g. latest data points).

To do so, for each cluster, we define as variables the scaled value of a data point for
a given period and the period in which it falls. By computing the Gower distances on
these two variables, two data points lying in the same period will have a distance
between 0 and 0.5 (as the distance for the period will be equal to 0) and two data
points in different periods will have a distance between 0.5 and 1. Therefore, a data
point far from the main density area, where the data points of the same period lie,
will be defined as an outlier.

We look for the most outlying data points for each cluster and designed the above
operation as follows:

1. Convert wide to long format, adding the period

2. Compute the Gower distance between each data point.
In case the number of data points is too high, a sliding window is set and the
distances are computed over the defined portion.

3.  Run a DBSCAN algorithm with parameters set as:
. eps = largest minimum distance between two points
. MinPts = 1
4.  Get the number of outlying points
5.  While no data points are spotted as outliers
o Set:eps = eps *0.95
. Re-run a DBSCAN

6. We proceed up to 5 iterations

5. Results

We focused on the data of the last 10 years, from 20211Q1 to 2021Q1, as we only
wanted to depict the short/medium term dynamics of the series. The Affinity
Propagation algorithm identified 39 clusters. They are displayed in Annex B. Within
each cluster, we ran the outlier identification from 2019Q4 to 2021Q1 and found 126
outlying data points. They are displayed in Annex C. For comparison, we fitted ARIMA
models and flagged outliers using the 95% confidence interval rule. A total of 10716
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data points were flagged. Our procedure shows a more efficient way to reduce the
time an expert will investigate into these outliers at a granular level.

Table 1. Number of outliers found per period

201904 2020Q1 2020Q2 2020Q3 2020Q4 2021Q1  -omPutation

time
ARIMA model 430 1563 3356 2557 1241 1369 5 hours 30 mins
Our procedure 7 7 52 6 19 35 13 mins

Examples of outliers

Figure 5 plots two examples of clusters in which the outliers flagged are showing a
peculiar pattern compared to the cluster they lie in.

Figure 5. Example of outliers identified

The left cluster groups series which exhibit a slowly decreasing trend over time. While
some series are showing an important decrease in 2020Q2, they recover quickly to
the pre-shock level. One outlier is flagged in 2020Q3 as it is the only one displaying
an abrupt increase. The outlier comes from the series depicting the number of
employed persons in the A sector in a specific country. The right cluster groups series
which exhibit a slow decrease from 2011Q1 to 2014Q1, followed by an increase until
2015Q2 and a stable trend until 2021Q1. While some series are showing a significant
decrease in 2020Q2, they recover quickly to the pre-shock level. Three outliers are
flagged in 2021Q1 as they are the only ones displaying a significant increase. The
outliers come from the series depicting the total number of self-employed persons in
the C sector (both seasonally adjusted and non-adjusted) as well as in the B, C, D and
E sectors combined in a specific country.

We can further examine these series by comparing them to other series compiling
the same statistic but from the other countries. Figure 6 plots sector A series on the
left and the series of sector C on the right, with the outliers coloured. For sector A,
only the spotted series shows the increase in 2020Q3. The rationale behind this
increase for this country might be the compensation for the temporary suspension of
fish activities to support commercial fishers who have been affected by the COVID-
19 pandemic, coupled with the temporary easing of regulations covering aquaculture

Time series outlier detection, a data-driven approach 13



licences. For sector C, only the spotted series show the increase in 2021Q1. The
increase for this country might be driven by the ongoing reopening of the economies
and continued strength in demand from both domestic and European countries,
combined with measures in response to COVID-19. The main measures to preserve
employment and support household income for this country are special short-time
work schemes and the extraordinary allowance for the self-employed (e.g.
moratorium on tax debt and social security contributions, the deferral of tax
payments).

Figure 6. A and C sectors scaled series

Our procedure solely uses historical data so that it can be run with any
macro-economic data. On top of that, it allows to be less restrictive when it comes to
the identification of outliers and rather flag too many data points than missing
potential outliers. The complementary investigation carried out above could be
implemented to enhance the outlier identification for our dataset, as well as the
incorporation of additional information into the procedure (e.g. sectoral information).

6. Applications

The model we proposed has the characteristics of being completely data-driven, of
considering long term dynamics of correlated series and, more important, of allowing
for a break in the linearity of these correlations if this happens for a specific period as
it was the case at the beginning of the COVID-19 pandemic. Given its wide range of
applications on any type of time-series, the model can be considered to work
independently or to be integrated into other tools. For example, in order to obtain
more detailed explanations of why one observation is considered to be an outlier, we
apply the feature-additive ranking technique on the observations spotted as outliers.
This technique consists in running a XGBoost model using the outlying series spotted
by the model presented above as dependent variable and using the remaining series
in our dataset as features. A HDBSCAN model is then run on the residuals of the
estimation to confirm outliers, Shapley values are calculated and aggregated to
explain the model. The use of the time series clustering approach proposed in this
paper allows us to filter a-priori the series to use as dependent variable and therefore
maintain the process as computationally lightweight as possible.
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7. Conclusion

This paper presents an approach for outlier detection for macro-economic datasets
using unsupervised machine learning, robust to external shocks. Our procedure
enables the reduction of the list of potential outliers, the ones with dynamics that
differ the most from the general trends. It shows more efficiency compared to
classical methodologies, especially amidst unstable periods such as the current
COVID-19 pandemic. It can also be used as an investigation tool to identify time series
with unusual movements in the broad sense, rather than looking for potential errors.
The source code is available at https.//github.com/alexismaurin/ODMS.

This approach is very generic as it only uses historical data and makes it applicable to
any macro-economic data. The clustering process as well as the outlier identification
can be adapted with respect to the data processed. This can be enhanced by adding
exogenous data, in order to get more representative clusters and better target the
data points that should be flagged as outliers.

Time series outlier detection, a data-driven approach 15



Annexes

Annex A

Countries abbreviations

BE Belgium HR Croatia PL Poland
BG Bulgaria IT Iltaly PT Portugal
CH Switzerland IS Iceland RO Romania
ME Macedonia CY Cyprus AL Albania
CZ Czech Republic LI  Liechtenstein Sl Slovenia
DK Denmark LV Latvia SK  Slovakia
DE Germany LT Lithuania RS Serbia
EE Estonia LU Luxembourg MK North Macedonia
IE lreland HU Hungary FI  Finland
GR Greece MT Malta SE  Sweden
ES Spain NL Netherlands TR Turkey
FR France NO Norway

GB Great Britain AT Austria

In accordance with EU practice, the EU Member States are listed in this report using
the alphabetical order of the country names in the national languages.

NACE rev. 2 classification

Section Description

A Agriculture, forestry and fishing

B Mining and quarrying

C Manufacturing

D Electricity, gas, steam and air conditioning supply

E Water supply, sewerage, waste management and remediation activities

F Construction

G Wholesale and retail trade; repair of motor vehicles and motorcycles

H Accommodation and food service activities

I Transportation and storage

J Information and communication

K Financial and insurance activities

L Real estate activities

M Professional, scientific and technical activities

N Administrative and support service activities

(o) Public administration and defence; compulsory social security

P Education

Q Human health and social work activities

R Arts, entertainment and recreation

S Other service activities

T Activities of households as employers; undifferentiated goods- and
services-producing activities of households for own use

U Activities of extraterritorial organisations and bodies

16 Time series outlier detection, a data-driven approach



Annex B

Clusters found by the Affinity Propagation algorithm from 2011Q1 to 2021Q1

Time series outlier detection, a data-driven approach 17



Annex C

Outliers found in each cluster from 2019Q4 to 2021Q1
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Employment National Accounts (ENA)

Quarterly data, broken down into three dimensions:
* Branches of economic activities

 Employment status (employees and self-employed) and totals (total
employment and total population)

e Unit of measure (jobs, persons, hours worked and full-time equivalent)

* Total of 6638 series covering 31 countries




Motivation and needs

* Macro-economic indicators subject to unexpected shocks

e COVID-19 pandemic heavily impacted their movement

* Data quality monitoring procedures challenged

e Classical Methodologies :

Threshold on growth rate:
Complex to define

Univariate Time Series Forecasting:
20x more outliers flagged during shocks

0.4

0.2 H

0.0 H

0.2

04

Growth rates




Approach and Goal

e Correlations within dataset
* |dentify the main dynamics = Clustering
 Detect outliers within each cluster

Cluster 1, 1535 series Cluster 2, 1588 series

Goal:

* Robust to systemic spikes and breaks
* Applicable to any macro-economic dataset
* High level automation

Main dynamics using K-means algorithm




Procedure

thm

ith the LOWESS algor

les W

ise the data and smooth the ser

Standard

1.

0.5

0.0 H

05 —

60 —

55 —

50 -

45 -

2. ldentify clusters (dynamics) with the Affinity Propagation algorithm

Example of 6 clusters found in the ENA data (scaled series)




Procedure (Cont’d)

3. Detect the outlying data
points in each cluster
using the DBSCAN
algorithm with the Gower
distance

4. Investigate the flagged
outliers!

Example of 6 clusters and their outliers found in the ENA data (scaled series)




Results and Application

Example of 2 clusters and their outliers found in the ENA data (scaled series)

A and C sectors scaled series

Used the data of the last 10 years
39 Clusters found
e 126 outliers found

e Spotted outliers are then
investigated further and signalled
to the data provider

Currently combined with a feature-
additive ranking technique on the
observations spotted as outliers.




/e
Conclusion

e Qutliers as observations with dynamics that differ the most from the
general trend
* Robust to systemic spikes and breaks

e Data-driven, automated with few and adaptable parameters

Further improvement:

* Define the best period range to use
* Include different length time series
e Distance computation burden for Big Data cases




Thank you for your attention
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Anomaly Detection Methods and Tools for Big
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Abstract

Anomaly detection is the process of identifying observations in a dataset which
deviate from the norm. In central banking, anomaly detection plays an essential
role in managing, monitoring, and analysing data repositories. While
traditional anomaly detection is manual, detecting anomalies in big data is
humanely impossible. Consequently, the development of tools for mechanized
and efficient detection of anomalous observations is becoming increasingly
crucial for the ongoing work of database managers and researchers as real
time big data repositories continue to expand at an accelerated rate.

This paper presents a customized RShiny dashboard built using R's
Flexdashboard format in Rmarkdown for user defined anomaly detection. The
dashboard uses the Forex Data Repository which consists of daily transactions
in foreign exchange derivatives and interest rates executed in the OTC market
by financial intermediaries in Israel and abroad. These daily transactions
accumulate to millions of records a year across 40 variables. In order to tackle
the challenge of conducting quality control as well as analysing and extracting
useful insights from a database of this size, we developed a tool for detecting
anomalies which includes three main features; 1) Data upload and pre-
processing, 2) Traditional anomaly detection, 3) Univariate and multivariate
non-parametric anomaly detection .In the paper we expand on each one of
these features and demonstrate their application. Some of the traditional
methods we include are a visual examination of the data distribution and
implementation of variance stabilizing and normalizing techniques such as
Box-Cox transformation, subsequently applying standard deviation, median
absolute deviation and interquartile range for detecting outliers. Economic
series such as Forex transaction amounts are often characterized by highly
right-skewed distributions making it difficult to use such traditional techniques.



Applying transformations to the data is not always enough to meet the
symmetry or other parametric assumptions required by many of the traditional
methods. In such circumstances a distribution-free test for outliers in data
drawn from an unknown data generating process may give more reliable
results. We apply two innovative non-parametric methods integrated into the
third feature of the tool; a bootstrapping procedure for outlier detection
Bootlier Plot (Singh and Xie, 2003) and Isolation Forests (Liu, Ting, and Zhou,
2009), and show their implementation on Forex data. Finally, we discuss the
potential use of similar anomaly detection tools in different big data
repositories such as the Central Credit Register and Payment Systems
repository.

Contents

1. Data Upload, Preprocessing,and EXploration...........ccocoeveeniiieenneseeeennns 2

2. Traditional Methods........cccviiinieiinicener e 6

3. Non-parametric Univariate and Multi-Variate Methods..........cccccoovrverennene. 11
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3.2. Bootlier Plot (Singh and Xie, 2003).......ccccceeueieirnrnrrnrerrsreseeenene 15

4. Concluding REMATKS. ...t 19

1. Data Upload, Pre-processing, and Exploration

Throughout the following sections we will analyse a dataset of about 290,000
Forex transactions from the second half of June 2020. The first step after
uploading the dataset is choosing a variable to analyse and choosing desired
filters as seen in Figure 1. Initial exploratory analysis as seen in Figures 2, 3, and
4 is important before proceeding to anomaly detection. This window of the
tool offers tabular and visual exploration of the data which allows for
familiarization with data distribution characteristics. This is necessary for
choosing an appropriate anomaly detection method.
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Filter the Data

UPI_UNIQUE_PRODUCT_IDENTIFIER

UNIFORM_EXCHANGE_RATE_BASIS

BANK_NAME

Showi!o - entries Search: |

CUST_ID HIR_PROD_2 BANK_ID EXECUTION_TIMESTAMP UTI_UNIQUE_TRANSACTION_IDENT RECORD_NUMBER ID_COUNTERPARTY_1_TYPE ID_COUNTERPAR

2

<
Showing 1 to 10 of 175,003 entries )
Previous 1 2 3 4 5 17501 Next

Choose Variable to Examine

Figure 1: Filtering Window



Choose Variable to Examine

EQUIVALENT_IN_USD

Summary Statistics
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Figure 2: Histogram

In this example we choose to examine the variable "EQUIVALENT_IN_USD"
which is the foreign exchange transaction amount in US dollars. We filter only
the exchange basis, choosing transactions between US dollars and Israeli
Shekel. We choose all UPI's (unique product identifiers) and all banks leaving
us with about 175,000 entries. On the choice of variable window shown in
Figure 2, a histogram appears giving us an idea of the distribution
characteristics. Like in many financial data, the distribution has a strong right
skew. This observation is important for further analysis. Figures 3 and 4 show
additional visualizations of the data including a scatterplot of the chosen
variable over time, with the option to choose a categorical variable for the
colour of the points making the plot 3-dimentional. In this example each point
is a single transaction sum with transaction time on the x-axis and colour by
UPI. This plot can point out potential anomalies in the context of time. An
additional plot called a ridge plot is shown in Figure 4, once again with the
option of choosing a categorical variable to filter by. This time categories are
separated on the y-axis while the x-axis shows the numerical variable of
interest, in our case "EQUIVALENT _IN USD". What we learn from this plot is the




distribution shape of "EQUIVALENT IN USD" for each of the different UPI's
making it visually easy to compare between distributions of different UPI's. We
notice, for example, that some UPI's have unimodal distributions while others
are multi-modal.

Visualizations

Choose Category

UPI_UNIQUE_PRODUCT_IDENTIFIER v

M Log Transformation

Scatter plot of variable over time

EQUIVALENT_IN_USD Over Time

Foreign Exchange: Foreard
Foreign Exchange:NDF

Foreign Exchange:Spot

Foraign Exchange:Vaniia Option
FXSWAP Forward

FXSWAP NOF

*  FXSWAP-Spot

EQUIVALENT _IN_USD

0 08 x Wy Zxr ¥

EXECUTION_TMESTAMP

Figure 3: Scatterplot




Ridge plot of variable distribution

FXSWAP:Spot~
FXSWAP:NDF -

FXSWAP:Forward =

UPI

Foreign Exchange:Vaniia Option =

Foraign Exchange: Spot =

Foreign Exchange:NDF -

Foreign Exchange: Forward -

EQUIVALENT_IN_USD

Figure 4: Ridge Plot

2. Traditional Methods

Traditional methods for identifying anomalies such as setting thresholds by
taking a number of standard deviations from the mean are often most reliable
when data meets certain parametric assumptions such as symmetry or
normality of the distribution. We have seen in the previous section that our
data, much like any financial data, is neither normal nor symmetric. In order to
use traditional methods for anomaly detection on such data we begin by
applying transformations to attempt to bring the data distribution to a more
symmetric and normal shape. Two transformations are offered in this tool;
Natural Log transformation and Box-Cox transformation.




Box-Cox Transformation

Box-Cox attempts to approximate the normal distribution.

yr—1 .
y® = e, IEAF#0O
Iny; if A=0

Where !},m is the Box-Cox transformed data and the optimal A is one which
results in best approximation of normal distribution curve.

After transforming the data, threshold values for anomalous data are
calculated using 4 different choices of center and variability metrics; 1) Mean
and Standard Deviation, 2) Median and Median Absolute Deviation (MAD), 3)
Median and Double MAD, 4) Inter-Quartile Range.

Mean and Standard Deviation

Mean and Standard deviation is common practice and the most parametric
as well as non-robust method. It is most reliable with normally distributed data.
In the case of normally distributed data, 3 standard deviations taken from both
sides of the mean will cover 99% of the data and any observations outside of
these thresholds can be considered anomalies.

N
1 _
= R — . — 2
SD= |53 El(y, )
i=

Anomaly Threshold = Mean + a * SD
Median and MAD
The Median and MAD method is a non-parametric method and robust in

two main aspects; the first being the use of the median as a measure of
centrality which is robust to outliers in itself, and once again the use of the



median for aggregation in the MAD measure of variability. Additionally, unlike
standard deviation which squares the deviations of each observation from the
mean causing larger deviations to explode, MAD uses absolute value which
minimizes the effect of large deviations and thus adds to robustness.

MAD =k * median(|Yi— median(Y)|)
Anomaly Threshold = Median + a x MAD

Where k is called the scale factor and is taken to be 1.4826 if data is normally
distributed. In this case MAD can be used as a consistent estimator for the
estimation of the standard deviation. Since the distribution of our data is
unknown we take k to be 1.



Median and Double MAD

The classic Median and MAD method defines a symmetric interval of
anomaly thresholds around the median. This works best when the distribution
is indeed symmetric. In cases like ours where the distribution is heavily skewed,
often even after applying a transformation, there is the Double MAD measure
which calculates two separate MAD values for the left and right sides of the
distribution (using median as the center). [3]

Y = median(Y)

v® = {yly ey ﬂy > 7}
MAD®(Y) = k * median(|y™ — 7))

Where one again k is the scale factor. v indicates “upper” distribution
observations -those which are greater or equal to the median. The same
calculations are done using lower observations for MADW(Y). We now take o
upper deviations and a lower deviations from the median to get upper and
lower anomaly thresholds.

Lower Threshold = median — a * MAD®(Y)
Upper Threshold = median + a * MAD™(Y)
IQR and Tukey’s Fences

Lastly, the anomaly detection tool gives the option of using IQR as a
measure of variability with Tukeys’ Fences to calculate anomaly thresholds. This
method is nonparametric and robust.

IQR=Q3- (1

Where Q3 is the value that holds 25% of the values above it and Q1 is the
value that holds 25% of the values below it.



Lower Threshold = Q1 - a * IQR
Upper Threshold = Q3+ a * IQR

In this case, a is taken to be 1.5 and the choice of alpha in the anomaly
detection tool is disabled.

Figure 5 shows a comparison of all four methods on our example dataset.
Notice that in this window of the anomaly detection tool the user chooses a
transformation method, measure of centrality and variability pair, number of
deviations to take from the center (alpha), and whether they want to consider
upper, lower, or all outliers. A histogram is then plotted with dashed vertical
lines showing the center value and anomaly thresholds and a kernel density
curve of the normal distribution using either the mean and standard deviation
or the median and MAD to generate observations from the normal distribution.
In this example we choose alpha to be 4. We see how standard deviation
thresholds are placed much further from the center than thresholds of the other
measures. This occurs due to the lack of robustness of the standard deviation.
The variability is affected by the values at the tails of the distribution more so
than the robust measures. Notice the symmetric thresholds of the standard
deviation and MAD methods versus the non-symmetric thresholds of Double
MAD and IQR which are pulled further away from the center on the left side of
the distribution due to the longer left tail. Choosing the method and size of
alpha are ultimately up to the user. It is important that the user has an expertise
in the field and good familiarity and knowledge of the data. The user can then
decide which method gives the most accurate results and whether the flagged
observations are indeed anomalous points.
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Figure 5: Anomaly Detection

3. Nonparametric Univariate and Multi-Variate

Methods

We may prefer to use nonparametric methods on data drawn from an unknown
data generating process rather than traditional methods on transformed data.
We offer two distribution-free methods for anomaly detection; 1) Isolation
Forest and 2) Bootlier Plot. Both methods have multivariate implementation;
however, we do not currently offer multivariate Bootlier Plot in our anomaly
detection tool. In this section we will explain the methods and demonstrate

their use in the anomaly detection tool.
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3.1.

Isolation Forest (Liu, Ting, and Zhou, 2009)

The basic idea of this method is to isolate anomalies rather than profiling
normal instances. [2] Anomalies are “few” and “different” making them more
susceptible to isolation than normal points. Isolation is conducted via
construction of tree structure. Partitions are generated by randomly selecting a
variable and then randomly selecting a split value between the maximum and
minimum values of selected variable. This is done iteratively until each
observation is isolated to its own node. Path length is equivalent to the number
of partitions required to isolate a point, or in tree structure the number of edges
from root node to external terminating node. Observations that are quicker to
isolate and have shorter path lengths are ones considered to be anomalies. We
see an example of this in Figure 6 where x, is an obvious anomaly placed far
from the other points and is therefore isolated with fewer partitions.

x

~

(a) Isolating x;

(b) Isolating x,

Figure 6: Isolation Forest
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These steps are applied to subsets of the data on an ensemble of trees called
an Isolation Forest. Path lengths for each observation are aggregated over the
trees and a final anomaly score is given to each observation. This score is
between 0 and 1 where scores close to 1 are considered anomalies and scores
smaller than 0.5 can be considered regular instances. In figure 7 we see a visual
example of an isolation forest with anomalous points closer to the root of the
tree.

Isolation Forest

Anomaly [ \
Score e

Anomaly / / . . /

- O O &) O
Normal / / \ /\ . /
uncommon < ®) "‘ O 0O 0O Isolation o )

§ | \ Trees
REY VAN P& \O

common
samples

N\ L
/
O

Figure 7: Isolation Forest

A major benefit of Iforest over other unsupervised anomaly detection methods
resides in the use of sub-sampling with relatively small samples for each tree.
Sub-sampling is conducted by random selection of instances without
replacement. Building Isolation trees on smaller samples of data reduces the
swamping and masking effects which are common in other anomaly detection

13




methods'. Swamping occurs when normal observations are too close to
anomalous points and are wrongly classified as anomalies. In other words the
normal points are “swamped” by the anomalies. In masking, a group of
anomalous observations close together "mask” their own presence and they
are classified as normal points. These effects are common especially in very
large datasets. For this reason Iforest is an especially suitable method for
anomaly detection in our large data repositories.

Figure 8 demonstrates the use of Iforest in our anomaly detection tool on our
example data. The user may choose multiple variables for analysis, in this
example transaction amount, UPI, exchange rate, and coin are chosen. The user
then chooses an anomaly threshold - the anomaly score for which any value
above this score will be considered an anomaly. In this example an observation
is classified as an anomaly if it receives an anomaly score over 0.75. The user
can then run the algorithm and view a table of all points and their classification
as anomalous or normal, a quantile table of the anomaly scores, and the final
number of anomalies in the data.

1 For extended explanation of how Iforest handles swamping and masking see Liu, Ting, and Zhou
2008
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Anomaly Detection App  Shir Kamenetsky — 29-09-2021

iForest Anomalies
Number of trees: 100. Sample size: 256. Scores close to 1 are considered anomalies.
Choose Variables

log_EQUIVALENT_IN_USD
UPI_UNIQUE_PRODUCT_IDENTIFIER
UNIFORM_EXCHANGE_RATE_FIX
UNIFORM_EXCHANGE_RATE_BASIS

Anomaly Score Threshold

0.75

Table of Anomaly Scores:

Show 10 ~ entries Search:

log_EQUIVALENT_IN_USD = UPI_UNIQUE_PRODUCT_IDENTIFIER ~ UNIFORM_EXCHANGE_RATE_FIX  UNIFORM_EXCHANGE_RATE_BASIS anomaly_score 4 anomaly
146210 0.753669378307685 FXSWAP:Spot 0.3661  SEK/ILS 0.769114463711078  outlier =
180035 0.702376082929321  FXSWAP:Spot 03661  SEK/LS 0.769114463711078  outlier
225674 -1.23866404703587  Foreign Exchange:Spot 05076  TRY/ILS 0.767554930124541  outlier
238771 0.146471901900257  Foreign Exchange:Spot 05106  TRY/ILS 0.767554930124541  outlier
241383 -0.562183920266133  Foreign Exchange:Spot 05146  TRY/ILS 0.767554930124541  outlier

Showing 1 to 10 of 290,125 entries

Figure 8: Isolation Forest

Quantile Table of Anomaly Scores:

50% 55% 60% 65% 70% 5% 80% 85%
0.5827973 0.5831917 0.5843767 0.5859603 0.5875483 0.5903376 0.5955529 0.6061221
90% 95% 100%

0.6189693 0.6424364 0.7691145

[1] "Number of outliers: 113"

Figure 9: Isolation Forest - Quantile Table

3.2. Bootlier Plot (Singh and Xie, 2003)

The Bootler Plot method [4] is based on bootstrapping. When an outlier exists
in a dataset, some bootstrap samples will contain the outlier while others will
not. The presence of an outlier is expected to cause a significant increase or
decrease in the bootstrap mean, and make the bootstrap distribution of the
sample mean a mixture distribution. Therefore, we expect the histogram of the
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sample mean to be multimodal. In order to make the bootstrap histogram
more sensitive to a potential outlier, the chosen bootstrap statistic is the “mean
— trimmed mean” 2. Where the trimmed mean is the mean of the bootstrap
sample after trimming k observations from each side of the sorted sample.
Mean-Trimmed Mean Statistic:

n n—k

N | . 1 N
Iy )752}/’: _n—QkZY(”

1 k+1

Where T(Y*) is the mean-trimmed mean statistic, Y122 Y, denote
bootstrap draws from a certain bootstrap, and Y;" the corresponding order
statistics.

In Figures 10 and 11 we see the Bootlier Plots of data, and the same data with
an additional anomalous observation. Figure 11, with the anomalous point has
an obvious additional "bump”. Bootlier plot becomes less practical when data
is large and many potential

Bootlier Plot Without Outlier
Bootlier Plot With Outlier

1.0

—

Density
06 08

0.4

0.2

0.0

/

0.0

Figure 10: Figure 11:

outliers exist. Singh and Xie refer to this issue in their paper. The probability of
having a bootstrap sample of a large size, n, free from potential outliers is very
small and we may not see a clear bump in Bootlier plot. The solution is to reduce
the bootstrap sample size to a fraction of n, i.e, [an], a€(0,1]. A practical

2 The reasoning for greater sensitivity of “mean-trimmed mean” statistic to potential outliers is
explained in further detail in Singh and Xie, 2003
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recommendation is to look at several Bootlier plots at different bootstrap
sample sizes — if any one is found bumpy that would be indicative of the
presence of outliers. We find large data size to be an issue when using Bootlier
Plot on our data. Even when following the recommendations of the article for
large amounts of data we typically get unimodal histograms. Since we do not
have a set of "real” anomalies in our data to compare with, it is difficult to know
whether this outcome stems from the fact that there really are no anomalies in
the data or is a technical outcome of the algorithm such as the one discussed
regarding very large data sets. In any case we offer the user the flexibility of
choosing the number of desired bootstraps, sample size, and trimming
amount® and view Bootlier Plots for each parameter trio. Another problem with
large datasets in this method is a slower running time. It may be time-
impractical to try very many parameter combinations especially when choosing
large numbers of bootstraps.

The Bootlier Plot indicates whether a dataset holds anomalies or not,
however; it does not identify and give the values of these outliers. Candelon
and Metiu, 2013 [1] extend on the Bootlier Plot in the Deutsche Bundesbank
Discussion Paper — "A distribution-free test for outliers” developing a method
for identifying outliers from the Bootlier Plot. They term this method the
"Bootlier Test". The method uses a two-step process:

1. Test for multimodality: HO — Bootlier plot has precisely one mode (and no
local minimum), H1 - Bootlier plot has more than one mode. Test
hypothesis using “Bootlier Test” - Bootlier plot coupled with distribution
free test for multimodality proposed by Silverman (1981)

2. ldentify Outliers: 1) Build subsamples by sequentially cancelling
observations from the tails of the original sample ordered in ascending
order. 2) Perform Bootlier test on each ordered subsample until the null
hypothesis of unimodality cannot be rejected for a particular subset of
observations. 3) Data points not contained in this subset are the
anomalies.

In figures 12 and 13 we demonstrate the use of Bootlier Plot and Bootlier
Test on our example data. In the first example we choose 1000 bootstraps of
sample size 2000 (recall that our data size is 175,000 so this is about 1% of the
data) and trim amount of 10. With these parameters the Bootlier Plot is

3 The writers mention that the optimal choice of trim amount is not given theoretical groundwork
in the paper, we therefore leave this open for the users to try different sizes
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Anomaly Detection App Shir Kamenetsky — 29-09-2021

Parameters

Choose Bootstrap Size

1000

Choose Bootstrap Sample Size

2000

Choose Trim Amount

40

Bootlier Plot

Bootlier Plot

densty

"o

Bootlier Outliers

KULL

Figure 12: Bootlier Plot

unimodal and there is no evidence of anomalies. Likewise, no anomalies are
found using the Bootlier Test. In the second example, we change thee sample
size to 100 (about .06% of the data) and trim amount to 2. Now we see a
multimodal Bootlier Plot along with one anomaly found by the Bootlier Test. In
comparison to the Iforest method as well as the traditional methods we
implemented it is evident that the Bootlier Plot and Test find dramatically less
anomalies in the data. We must “force” anomalies out of the method by using
extreme parameters. This could indicate that we do not have anomalous points
in our data, or be caused by a technicality of the method - perhaps because of
our data’s large size as we mentioned before. For this reason, as well as greater
processing power required for running the Bootlier Plot especially for larger
bootstrap sizes, we find this method to be less practical and less reliable for our
data than the other methods offered in the anomaly detection tool.
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Parameters
Choose Bootstrap Size Bootlier Plot
1000 Boatler Plot
R
Choose Bootstrap Sample Size 207

100

density

Choose Trim Amount

2

Run
Oes0~ e EeS
0. ?:vI-Z S Se‘-?. 1,004

407
L0]

Bootlier Outliers

[1] 0.00044999

Figure 13: Bootlier Plot

4. Concluding Remarks

The anomaly detection tool for big data enhances the efficiency of the ongoing
work of database managers. It gives database managers the ability to filter large
amounts of data, study data characteristics and distributions via tables and
graphs, and signal suspicious observations with the flexibility of choosing
between multiple anomaly detection methods, rather than scroll through
enormous excel spreadsheets and eyeball data values. It is important to keep
in mind and to emphasize to database managers that these methods alone
cannot tell them whether an observation is an anomaly or not, but rather point
their attention to suspicious observations. The expertise of the database
manager is in the field and experience and knowledge with the data is crucial
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in deciding whether an observation is indeed anomalous, or not. This tool is
made relatively generic and can be implemented on other data repositories
with few adjustments. Besides the Forex repository, we are currently working
on adapting the anomaly detection tool to the Central Credit Register and the
Payment Systems repository.
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Motivation

Role of anomaly detection in central banking:
Role 1

oManaging and monitoring data repositories
o Quality assurance — find erroneous data observations

o Alert for sudden changes in economy, deviations from trends

Role 2

oAnalyzing data repositories
o Gaining greater familiarity and deeper understanding of data




Motivation

Real time big data repositories continue to expand at an
accelerated rate.

4

Traditional manual anomaly detection is humanely
impossible.




Motivation

Development of mechanized and efficient
tools for anomaly detection.

No more spreadsheets!

T




Motivation

Tool: Anomaly Detection Dashboard App

Data: Forex data repository:

o Daily transactions in foreign exchange derivatives and interest rates
executed in OTC market by financial intermediaries in Israel and abroad.

o Millions of records a year across 40 variables

Technologies: shiny fom @studio .




Motivation

Step 1:
Upload data

Step 2:

Choose variables to analyze and add filters

Step 3:

Tabular and graphical initial exploration of data

Step 4:
Anomaly detection —parametric, non-parametric,
univariate, multivariate methods

Tool Flow




Data exploration:
ore-anomaly detection




Data exploration: pre-anomaly detection

Anomaly Detection App Shir Kamenetsky — 29-09-2021

Filter the Data

UPI_UNIQUE_PRODUCT_IDENTIFIER

UNIFORM_EXCHANGE_RATE_BASIS

USD/ILS

BANK_NAME

MORGAN STANLEY AND CO. INTERNATI ~

Show 10 ~ entries Search:

CUST_ID HIR_PROD_2 BANK_ID EXECUTION_TIMESTAMP UTI_UNIQUE_TRANSACTION_IDENT RECORD_NUMBER ID_COUNTERPARTY_1_TYPE ID_COUNTERPAR

All Al All All All All All All

. I N DY  (— 1 [ 1
I
>

Showing 1 to 10 of 175,009 entries )
Previous 1 2 3 4 5 17501 Next

Choose Variable to Examine




Choose Variable to Examine

EQUIVALENT_IN_USD v
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Histogram of EQUIVALENT IN_USD
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Visualizations

Choose Category

UPI_UNIQUE_PRODUCT_IDENTIFIER A

M Log Transformation

Scatter plot of variable over time

EQUIVALENT_IN_USD Over Time

20-
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Traditional Methods




Transformations

Financial data is characterized by highly right tailed distributions. Traditional

parametric methods for anomaly detection often assume symmetric and sometimes
normal distributions.

: — |

o Log transformation

A

Yi -1 .
o Box-Cox transformation: y.(’U = A if 4+#0,

l Iny; ifA=0

where optimal A is one which results in best approximation of normal distribution curve




Measures of Variability

o SD — common practice, not robust to outliers, parametric approach - normal
distribution

o |QR — common practice, non-parametric, semi-robust

o MAD — robust to outliers, non-parametric but does better with symmetric
distributions.

o Double MAD — (Rosenmai,2013) like MAD robust to outliers and non-
parametric, also takes skewness into consideration.




Measures of Variability

MAD - median absolute deviation

MAD(Y) = k * median(|Y; — median(Y)|)

Where k is called the scale factor and is taken to be 1.4826 if data is normally distributed. We take k to
be 1 since distribution is unknown.

Outlier threshold is taken to be alpha deviations from the median.




Measures of Variability

Double MAD - double median absolute deviation

Upper MAD:

Y = median(Y)

Y ={ylyerynyz= 1}

MADW(Y) = k « median( Yi(u) — YD

Where k is called the scaling factor like in original MAD.

Similar for Lower MAD

Outolli.er threshold is taken to be alpha upper deviations, and alpha lower deviations from the
median.




Find Potential

Outliers using SD,

MAD & IQR

Define the distance factor cx. Setting
v = 3 for Mean/SD method covers
99% of the distribution assuming
the data is normally distributed.

Note that alpha is irrelevent when

choosing IQR

Data Transformation
Log

Choose Alpha

4

Choose Measure of Variability

® Mean/SD

O Median/MAD

O Median/DoubleMAD
O QR

The Following analysis does not include NA's and Zero values

Histogram with Outlier Thresholds
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Define the distance factor cv. Setting
« = 3 for Mean/SD method covers
99% of the distribution assuming
the data is normally distributed.
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choosing IQR

Data Transformation
Log

Choose Alpha
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Choose Measure of Variability

O Mean/SD
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Histogram with Outlier Thresholds

0.8 1.0
1

Density
06

0.4

02

0.0

EQUIVALENT_IN_USD

Examine Outliers

Choose Outlier Type MAD
O Upper

O Lower
® All

[1] "mNumber of ARll outliers
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Non-Parametric
Univariate and
Multivariate Methods




Non-Parametric Methods

Applying transformations is not always enough to meet the
symmetry or other parametric assumptions required for
traditional anomaly detection methods.

A distribution-free test for outliers in data drawn from an

unknown data generating process may give more reliable
results.

T




Non-Parametric Methods

We offer two such methods:

1. Bootlier Plot and Bootlier Test:

*  “Bootlier-Plot — Bootstrap Based Outlier Detection Plot” Kesar Singh
and Minge Xie, 2003

* “A Distribution-free Test for Outliers, Discussion Paper Deutsche
Bundesbank” Bertrand Candelon and Norbert Metiu, 2013

2. lIsolation Forest:
*  “Isolation Forest” Fei Tony Liu, Kai Ming Ting, and Zhi-Hua Zhou

T




Bootlier Plot - Singh and Xie, 2003

o Method is based on bootstrapping.

o When an outlier exists in a dataset, some bootstrap samples will contain the outlier while others will not.

o Presence of an outlier is expected to cause a significant increase or decrease in the bootstrap mean, and
make the bootstrap distribution of the sample mean a mixture distribution.

o We expect the histogram of the sample mean to be multimodal.

o In order to make the bootstrap histogram more sensitive to a potential outlier, the chosen bootstrap
statistic is the “mean — trimmed mean”. Where the trimmed mean is the mean of the bootstrap sample
after trimming k observations from each side of the sorted sample.

Mean-trimmed mean statistic:
N | % 1 B F—
T(Y*) = XY — ——Xk+1 Y0

where Y], Y5, ..., Y,y denote bootstrap draws and Y(*l)’s be the corresponding order statistics




Bootlier Plot

Bootlier Plot Without Outlier Bootlier Plot With Qutlier
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Bootlier Plot - Singh and Xie, 2003

Bootlier Plot for large sample with numerous outlier candidates:

o Probability of having a bootstrap sample of size n, free from potential outliers
is very small and we may not see a clear bump in Bootlier plot.

o Trick is to reduce bootstrap sample size to a fraction of n, i.e., [an], a € (0,1]

o Practical recommendation: ook at several Bootlier plots at different bootstrap
sample sizes — if any one is found bumpy that would be indicative of the
presence of outliers.




Bootlier Test - Candelon and Metiu, 2013

|dentification of outliers based on Bootlier Plot

Bootlier Plot tells us whether there are outliers or not — how do we identify the outliers
themselves?

Candelon and Metiu, 2013 address this in the Deutsche Bundesbank Discussion Paper — “A
distribution-free test for outliers”.

oTwo step process:

1. Test for multimodality: HO — Bootlier plot has precisely one mode (and no local minimum), H1 — Bootlier

plot has more than one mode. Test hypothesis using:
“Bootlier Test” - Bootlier plot coupled with distribution-free test for multimodality proposed by Silverman

(1981)

2. ldentify Outliers: 1)Build subsamples by sequentially canceling observations from the tails of the original
sample ordered in ascending order. 2)Perform Bootlier test on each ordered subsample until the null
hypothesis of unimodality cannot be rejected for a particular subset of observations. 3)Data points not
contained in this subset are the outliers.
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Parameters
Choose Bootstrap Size Bootlier Plot
1000 E Bootlier Plot
7‘j

Choose Bootstrap Sample Size 207- / \

100 E

Choose Trim Amount

2 H - /
m De+00- -
0. :-e'+:0 5. :-e'+:f" 1. }a:+3'-‘ 1 .EiL—J'-‘ 2 '3E:—‘3-
M()

Bootlier Qutliers
-

[1] 0.0004499%9
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Parameters

Choose Bootstrap Size

1000 H

Choose Bootstrap Sample Size

2000 H

Choose Trim Amount
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Bootlier Plot

Bootlier Plot
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Isolation Forest - Liu, Ting, and Zhou

Basic idea is to isolate anomalies rather than profiling normal instances. Anomalies are
“few” and “different” making them more susceptible to isolation than normal points.
Isolation is conducted via construction of tree structure.

o iTree (Isolation Tree) — proper binary tree.

o Partitions are generated by randomly selecting an attribute and then randomly selecting a
split value between the maximum and minimum values of selected attribute.

o This is done iteratively until each observation is isolated to its own node.

o Path length is equivalent to number of partitions required to isolate a point, or in tree
structure the number of edges from root node to external terminating node.

o Iforest (Isolation Forest) —
o Builds ensemble of iTrees on sub-samples of data.

o Calculate Anomaly Score: Aggregate iTree paths for each observation.
o Anomalies are those instances which have short path lengths — or anomaly scores close to 1.
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iForest Anomalies
Number of trees: 100. Sample size: 256. Scores close to 1 are considered anomalies.
Choose Variables

log EQUIVALENT_IN_USD
UPI_UNIQUE_PRODUCT_IDENTIFIER
UNIFORM_EXCHANGE_RATE_FIX
UNIFORM_EXCHANGE_RATE_BASIS

Anomaly Score Threshold

0.75 B

Table of Anomaly Scores:

Show entries Search:

log_EQUIVALENT_IN_USD UPI_UNIQUE_PRODUCT_IDENTIFIER UNIFORM_EXCHANGE_RATE_FIX UNIFORM_EXCHANGE_RATE_BASIS anomaly_score anomaly

All All All All All All

. -~
146210 0.753669378307685 FXSWAP:Spot 0.3661 SEK/ILS 0.769114463711078 outlier
180035 0.702376082929321 FXSWAP:Spot 0.3661 SEK/ILS 0.769114463711078 outlier
225674 -1.23866404703587 Foreign Exchange:Spot 0.5076 TRY/ILS 0.767554930124541 outlier
238771 0.146471901900257 Foreign Exchange:Spot 0.5106 TRY/ILS 0.767554920124541 outlier
241383 -0.562182920266133 Foreign Exchange:Spot 0.5146 TRY/ILS 0.767554920124541 outlier

. . - w

Showing 1 to 10 of 290,125 entries L . N . ; - i N

Quantile Table of Anomaly Scores:

50% 55% 60% 65% T70% 75% a0% 85%
0.5827973 0.5821217 0.5843767 0.5859603 0.5875483 0.5903376 0.5955528 0.6061221
S0% G95% 100%

0.618958593 0.56424364 0.7568591145

[1] "HNumber of ocutliers: 113"
] [
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This paper presents a summary of a joint project conducted by the Deutsche Bundesbank and the German
Research Center for Artificial Intelligence (DFKI). As a joint use case in the area of financial micro data, we
evaluate the performance of all major classes of unsupervised learning algorithms for outlier detection and
implement a complete machine learning workflow. Our workflow extends beyond pre-processing the data
and flagging outliers by incorporating explainable AI methods and a possibility for the algorithm to exploit
feedback by domain experts. We apply our approach to micro data sets that are typically collected by a central
bank in the Euro area and that cover the structure and format of a wide range of financial data, namely the
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1 Introduction

To meet the demand for timely provision of high-quality micro data in an environment of steadily rising data
volumes, statistics departments of governmental organizations are increasingly turning to statistical learning
methods from the fields of data science and machine learning (see for example Tissot et al. (2018)). The mo-
tivation is clear: these methods potentially promise higher process efficiency with the input of fewer (costly)
human resources.

This paper presents a summary and lessons learned of a joint project conducted by the Deutsche Bun-
desbank and the German Research Center for Artificial Intelligence (DFKI). As a joint use case in the area of
financial micro data, we evaluate the performance of all major classes of unsupervised learning algorithms
for outlier detection and implement a complete machine learning workflow. Our workflow reflects the recur-
sive nature of modern machine learning applications by extending beyond simple feature engineering and
model estimation and into how to incorporate explainable Al methods and feedback by domain experts. We
apply our approach to data sets that are collected by the Bundesbank and cover the structure and format of a
wide range of financial data that include the interest rates statistics, the money market statistics, the sectoral
securities holdings statistics, and the investment fund holdings statistics.

With our work, we contribute to the applied machine learning literature in two ways. First, we evaluate
the performance of unsupervised learning algorithms in improving the data quality of micro data by flagging
reporting errors that have characteristics of outliers. To this end, we collect reporting errors that domain ex-
perts (humans) detected in the past which gives us a unique labeled data set of errors and/or outliers that
we can use to benchmark how well unsupervised methods recognize these errors. Second, we provide guid-
ance on the implementation of all steps of an automated, unsupervised machine-learning pipeline that ranges
from the pre-processing and selection of algorithms, to the application of explainable artificial intelligence
(Explainable-Al) and active learning to enable and incorporate human feedback for official statistical data.

Our key findings are as follows: First, related to the performance of unsupervised algorithms, we show
that most of the algorithms successfully isolate anomalous data points in micro data that were previously
flagged in the data quality management (DQM) process by humans.! They achieve this without information
on the labels by separating data points that deviate from the underlying structure of the data. In fact, we find
that unsupervised algorithms can not only detect erroneous data points, but also hint at unusual data points
and patterns that can further be analysed by data users. Second, we show that methods from the field of
Explainable-Al provide domain experts with hints on how the models distinguish between anomalous and
regular data points and can thereby inform business intelligence and allow statistics departments to issue
more targeted DQM-related requests to reporting agents. Third, we address the challenge of incorporating the
expertise of domain experts and reporting agents back into the production pipeline by implementing an active
learning loop.

We conclude that unsupervised learning algorithms, applied to granular, financial data of the sort collected
by a central bank, are not only suitable to detect incorrect reporting and thereby improve data quality, but
that these methods can also detect unusual patterns in very heterogeneously structured data sets. However,
our work also stresses that a production pipeline that is largely automated and that provides the possibility to
actively incorporate (human) feedback is at least as important as a proper selection of algorithms.

The remainder of this paper is structured as follows: In Section 2, we summarize the different kinds of out-
lier detection methods, introduce measures for evaluating the performance of unsupervised outlier detection
algorithms, describe our approach to counteract over-fitting, and describe the ecosystem in which we imple-
mented the algorithms. In Section 3, we provide an overview of the data sets that we used for our study and
descriptive statistics on outliers as well as the dimensions of each data set. Section 4 discusses pre-processing
before running unsupervised algorithms, including how to deal with null values, how to handle categori-
cal data, and how to scale data in the presence of dependencies. We further discuss the impact that feature

Following Aggarwal (2015) an outlier or anomaly is a data point that is significantly different from the remaining data. In this paper,
we use the terms outlier and anomaly interchangeably.



engineering can have on the performance of algorithms in this section. Next, we provide a broad concep-
tual overview of algorithms for the unsupervised detection of outliers in Section 5, including an outline of the
strengths and weaknesses of each algorithm and their usefulness for detecting local versus global outliers. Sec-
tion 6 moves away from single outlier detection methods to approaches that combine several machine learning
algorithms into one single model, aiming at improving the performance of the final model. In Section 7 we
provide an introduction to active learning. In Section 9, we open up the black box of unsupervised learning
algorithms and introduce methods from the toolbox of Explainable Al. We close the section with an exam-
ple on how explanations for outliers that were detected with autoencoders can provide novel insights to data
producers and users alike. Section 8 shows cross-validated performance metrics for the detection of outliers
in granular financial data sets with the approaches that we discussed in sections 5 and 6. Finally, Section 10

concludes this paper.

2 Background

2.1 What constitutes an outlier?

Detecting outliers or anomalies is a common data analysis task across various domains (e.g. health-care, qual-
ity assurance, financial data) with a variety of application scenarios (e.g. the identification of diseases, intru-
sions, mistakes, fraud, see e.g. Hodge and Austin (2004); Ahmed et al. (2016); Bhuyan et al. (2014)).

In general, outlier detection (OD) tries to solve a heavily imbalanced binary classification problem between
a few points of interest (the true outliers) and the majority of other “normal” points (the true inliers). To solve
the problem, outlier detection in general relies on the assumption that the true outliers can be distinguished
from true inliers in the vector-/feature-space, e.g., by having a larger distance to their neighbors. Points show-
ing such irregularities in feature-space are often called predicted outliers or simply outliers, while those similar
to the majority are often called predicted inliers or simply inliers (Aggarwal, 2015; Aggarwal and Sathe, 2015;
Chandola et al., 2009). It is worthwhile emphasizing the difference between “true outliers” and “predicted
outliers”: While the former are defined by experts, the latter are defined by distributions in feature-space.
Whenever the distinction between the two is important, we will use the longer, more explicit names. In real
world scenarios, the assumption that true outliers can be distinguished (easily or at all) from true inliers in
feature-space is sometimes violated, leading to cases where true outliers can be predicted inliers and true
inliers can be predicted outliers. What makes the detection of outliers an interesting use case is that an evalu-
ation of these data points (the predicted outliers) might reveal certain patterns or problems (the true outliers)
with a higher likelihood than when simply investigating a random sample of data points. This is particularly
pertinent when the number of data points is prohibitively high and the fraction of true outliers is very low.

In the following, we will briefly describe the common sub-classes of outlier detection (also see Goldstein
and Uchida (2016); Zhang et al. (2010)), based on the type of outliers of interest and the knowledge (if any) that
is available about the true outliers and true inliers.

2.1.1 Global versus local outliers

Global outliers are data points which are classifed as anomalous to due to being (far) outside the overall dis-
tribution of the data set (Khoa and Chawla, 2010; Ernst and Haesbroeck, 2017; Dang et al., 2013; Goldstein and
Uchida, 2016). An easy example for this class of outliers are points that are at least three standard deviations
outside of an interval of an n-dimensional Gaussian that has been fitted to the whole data set. Outliers of this
class are often data points that are orders of magnitude away from the others points and often caused by data
entry mistakes.

In contrast, local outliers are points which are not anomalous on a global, but on a local scale (Khoa and
Chawla, 2010; Ernst and Haesbroeck, 2017; Dang et al., 2013; Goldstein and Uchida, 2016). Such points deviate
from the distribution/regularities of their local neighborhood. By this, local outliers are directly related to



cluster analysis and account for the fact that many real world data sets can be better modelled as a composition
of multiple distributions. Local outliers are then those data points which are close to such clusters, but which
still behave different with respect to the local distribution of clustered points.

Figure 1: Example of local and global outliers in a 2D space
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Notes: The figure shows an example for local and global outliers in a 2D space. C1 and C2 are two clusters of points. P1,
P2, P3 represents global outliers, and P4, P5 represents local outliers with reference to cluster C2.

Local and global outliers are illustrated in Figure 1. While the detection of global outliers is often relatively
trivial, it is typically much more difficult to detect local outliers, as such data points can reside well within the
normal distribution limit of the data set. Unlike our illustration, real-world data sets typically have hundreds
if not thousand of dimensions, making it challenging to find meaningful clusters and boundaries (Prieditis and
Russell, 1995; Kriegel et al., 2005). Also, the algorithms that are optimized to find local outliers, often rely on a
large variety of parameters to determine what is a “neighborhood” and what is “different”. Still, the detection
of not only global, but also local outliers is desired in many application areas. An overview of a variety of
outlier detection algorithms can be found in Section 5.

2.1.2 Available labels

Depending on the availability of knowledge (also called ground truth labels or simply labels) about data points,
outlier detection use cases can be divided into 3 main groups: unsupervised, supervised, and semi-supervised
(Chandola et al., 2009; Chalapathy and Chawla, 2019; Goldstein and Uchida, 2016). In order to evaluate the
outcomes of any algorithm and to compute the evaluation measures presented in Section 2.3, one needs at least
some labelled data independent of the following groups.

Unsupervised outlier detection Unsupervised outlier detection is the process of detecting outliers without
data labels, but solely by using density or distance measures of the data samples (Chalapathy and Chawla,
2019; Aytekin et al., 2018; Goldstein and Uchida, 2016). In this case the detection algorithm can only rely on
the intrinsic properties of the data in feature-space to distinguish the abnormal samples (outliers) from the
ordinary data (inliers). However, due to the advantage of not relying on often difficult or costly to acquire
labels of the true outliers or true inliers, unsupervised OD is often the first choice in any OD application.



Supervised outlier detection For supervised outlier detection data labels are essential. The data points (or
at least a subset of all points) have to be labelled as either true outlier or true inlier. A supervised outlier
detection method is essentially a (strongly imbalanced) binary classifier with the task to classify a given data
point into either an inlier or an outlier. The labelled data set is divided into at least training and test set so that
the supervised OD model can be trained on the training set and evaluated on the test set, in order to evaluate
its generalization to unseen data. In application oriented use-cases this approach is the least preferred one,
because it is often difficult (or costly) to acquire a large enough amount of labelled data. The imbalanced
nature of the data also complicates the acquisition of labels, as simple random sampling approaches often lead
to situations in which the true outlier class suffers from too few samples to be well represented. In general it is
debatable if the class of true outliers can be (or should be) well represented with examples, as focusing on such
representations might hinder the detection of completely novel outliers in the future. Hence, while helpful for
the detection of micro-clusters of outliers, it is advisable to combine fully supervised algorithms with those of
the other classes.

Semi-supervised outlier detection Unlike the supervised context, semi-supervised algorithms are only trained
on the true inlier labels. The underlying idea is that such an algorithm should model normality by learning the
distribution of features from true inliers. Everything sufficiently deviating from this normality is then labelled
as an outlier (Chalapathy and Chawla, 2019). In terms of classification, this is also called one-class classifica-
tion. In practical use-cases, the acquisition of true inlier labels is often much simpler than that of true outlier
labels. Especially based on previous unsupervised OD and a human review of the resulting predicted inliers, a
large set of true inliers can often be generated with minimal human effort, making semi-supervised algorithms
promising for practical applications.

2.2 On the importance of train-test splits

Splitting data between a train set for model estimation and a test set for validation is common practice in ma-
chine learning. In supervised learning, the goal is to avoid estimating a model that provides a tight fit to the
relationship between features and predicted labels in the training data, but, due to modeling spurious rela-
tionships that do not generalize, does not provide accurate predictions of the labels in the test data. However,
in unsupervised or semi-supervised learning applications, an algorithm cannot overfit on the prediction of a
specific label, therefore the question whether to split the data into a train and test sample is more subtle.

The argument for a train-test-split in an unsupervised context is that it can prevent the estimation of overly-
complex separation frontiers. If, for example, an unsupervised algorithm learns to distinguish clusters of
observations, an over-complex separation frontier would be unstable.> Because overly-complex separation
frontiers are partly driven by random, rather than structural relationships in the data, a model that returns
different separation frontiers depending on random draws from the input data most likely suffers from over-
fitting. A resulting measure of over-fitting in unsupervised settings is the cluster stability of a model.

There are different ways to split data into a train and test sample and in many settings, a random split of
the data is sufficient to create proper train and test data sets. Many, if not most, data sets collected by central
banks have a panel structure. In the context of financial (panel) data, three aspects should be considered: (a)
the time-dimension of the data (b) the group structure of the data (i.e. holdings of bank A and holdings of
bank B) and (c) the rarity of the outlier label. The time dimension is most subtle because financial data often
contains features that reflect values from previous periods or changes across periods. If we split the data into
a train and test set along the time dimension, using the later periods for testing, there could be data leakage
from the train into the test set if features are serially correlated. Another source of data leakage are features that
allow the algorithm to model serial correlation by including data from different time periods. In time series or
panel data, we might include first differences as features. In this case, if we split the data randomly into train

2In our example, unstable separation frontiers result in different clusters if we train the unsupervised algorithm on different random
samples from the same population. Stability is a desirable feature of a separation frontier because it implies that the algorithm learned
structural and not spurious relationships in the data.



and test sets, information that we use in the train set can appear (e.g. in its lagged realization) in the test set.
This can result in data leakage between the train- and the test set.

In our data sets, empirically either using a random split or attributing all months below a threshold date
t to the train set and all months above the threshold to the test set does not have an effect on our findings
because the algorithms cannot exploit this link in the data. The fact that there might be time persistence of
outliers across time does not affect this logic. However, if there is a structural break in the data at some point
in time, the random split might be more stable and better to extrapolate. If one splits the data according to
some time threshold, it might happen that data before the structural break are the train set and the rest in the
test set. This could considerably affect the performance in the test data. In contrast, time persistence should
help to detect outliers more easily and should lead to a more stable algorithm if errors re-appear in new data
that are fed into the algorithm.

Besides the aforementioned aspects, one needs to take into account that financial data often has a panel
structure, with relationships within groups of time series. In our application, this group structure is relevant
because reporting errors could be highly correlated within a certain (reporting or economic) group. In general,
there are two ways to deal with the panel structure: First, it is possible to do a stratified split according to these
groups so that the distributions across the train and test data sets are the same. The disadvantage, however,
is that this could result in data leakage from the train to the test set. Second, it is possible to split the data
set according to the groups themselves so that one group with all its observations is either always in the train
or test data set. This, however, is only advisable if there are many small groups. However, since the data
sets collected by central banks are relatively large, random splitting is usually sufficient to ensure that the
distributions in the train and test data sets in terms of group belongings closely align. Still, it is advisable to
do stratified sampling across relative membership categories such as banks, funds or sectors to ensure proper
sample distribution by construction.

Another aspect that needs to be considered in the train-test split is that — by definition — the outlier label is
heavily imbalanced. To ensure that the train and test data set contain the same fraction of outliers, we stratify
the train-test-split according to the outlier label.?

Finally, the choice on the size of the test set should depend on the size of the data set and the fraction
of outliers in the data set. For evaluation purposes it is necessary that an appropriate number of outliers is
available in the test data set to avoid noise in the evaluation metrics due to the scarceness of the outlier label.
However, this is sometimes not easy to achieve if the data set is too small. For our data sets, we have picked
different test sizes.

To summarize, splitting and stratifying the data is important to properly evaluate the success of an outlier
detection model and to avoid over-fitting and noisy model selection. Therefore, we always split our data,

estimating the outlier detection model using train data and evaluating the model using test data.

2.3 How to evaluate the success of unsupervised models?

For the evaluation of our models, we largely use two measures: the receiver operating characteristic (ROC)
curve and the precision-recall (PR) curve. These two measures principally measure the trade-off between dif-
ferent competing ideas of model performance. Each model we estimate produces a score, whether an instance
is an outlier or not. An exception is One Class SVM that produces binary labels. However, here we can derive a
score from the distance of the observation of the hyperplane that separates the classes. The threshold at which
an instance is considered anomalous is often driven by the nature of the data and the problem to be solved.
In our case, we are concerned with measuring a model’s ability to detect rare and infrequent anomalies in our
data and thus, we are faced in most cases with a severe imbalance between labelled outliers and inliers. For
imbalanced data, the PR curve is often a fitting performance metric because it focuses more strongly on the
minority class (Davis and Goadrich, 2006) . Thus, we mainly rely on the PR-curve to evaluate our models.
Below is a brief description of the PR- and ROC curve.

31f no label is available in the data set, stratifying according to the label is, of course, not possible.



ROC curve The ROC curve plots the true positive rate (i.e. the recall) against the false positive rate. This
curve shows for different threshold values of what constitutes an outlier and the number of true positives
change versus the number of false positives. In Figure 2, we show a sample ROC-curve for an Isolation Forest
model. For a model that perfectly separates outliers from inliers, the orange line would make a right angle
to the upper left-hand corner, indicating that there is no trade-off because there are no false positives and all
true positives have been isolated. The blue line indicates the curve a random model should produce. The
area between the blue and orange lines (the area under the curve or AUC) measures the degree of the trade-off
between true positives and false positives. For this model, the ROC-AUC score is 0.93, which is relatively high.

Figure 2: Sample ROC-curve for an isolation forest
Receiver Operating Characteristic
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Notes: The figure shows a sample ROC-Curve for an isolation forest model. The orange line is the ROC-curve for an iso-

lation forest model, which shows the trade-off between the true positive and false positive rates for different thresholds of
outlierness. A perfect model would form a right angle at the top left of this figure, whereas a skill-less model is represented
by the diagonal blue line. Data source: WpInvest Aug-2017

PR curve However, we may not be interested in a model’s ability to correctly predict inliers, but rather how
well it predicts the much smaller outlier class. In this case, the PR-curve is much more useful, as it reflects
the fraction of true positives among all positive predictions. Figure 3, which shows the PR-curve for the
same model as above, makes clear that in the face of a class imbalance, PR-curves are a more appropriate
measurement because potentially we may overestimate the ability of our model to predict the minority class
on the basis of ROC AUC.

Figure 3: Sample PR-curve for an isolation forest
Precision Recall Curve
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2.4 Computing environment

All experiments were conducted in Python 3.6. We used Jupyter notebooks during the evaluation phase as well
as for the data exploration. The scikit-learn (Pedregosa et al., 2011) and pyod (Zhao et al., 2019) machine learning
libraries were selected for training and evaluation of the models. The applicability of latter one was indeed
good as it was specifically designed for anomaly detection tasks. The efficient training of the Autoencoder
Neural Network was achieved by shifting expensive computations to GPUs (Nvidia V100). For such compu-
tations we used the pytorch (Paszke et al., 2019) deep learning library. In addition, the statsmodels (Seabold
and Perktold, 2010) package was used for the estimation of the statistical models as well as for conducting
statistical tests.

3 Data sets

The goal of our investigation is to apply the major classes of unsupervised algorithms to micro data sets which
differ significantly in their dimensionality, frequency of collection, and their inherent properties. We will
benchmark the performance of these unsupervised algorithm classes against information on all previously
detected errors and outliers and evaluate their potential usefulness in a central bank’s data quality manage-
ment process. For our study, we use four different micro data sets that are typically collected by a central bank
and for which we have the initially reported data set with all errors, next to a respective final data set where
the errors were corrected and the outliers were flagged. A short summary of the data sets can be found in
Table 1 and the following paragraphs.

The Investment Funds Statistics (IFS) collects all information about the individual holdings on a security-
by-security basis for all investment funds issued by investment companies and public limited investment
companies residing in Germany and subjected to the German Capital Investment Code. In addition to the
granular holdings of each fund, a wide range of general information on the fund level is collected as well as
the fund’s key assets and liabilities*. Each line in the data set for the purpose of this paper corresponds to an
asset or liability value submitted by the reporting entity at the end of each month.

The Securities Holdings Statistics (Wplnvest) contains security-by-security information on all holdings of
financial institutions registered in Germany for their domestic and foreign customers as well as the institution’s
own holdings. For each security —identified by the International Securities Identification Number (ISIN) — the
nominal amount (or in some cases the number of units held) as well as the market value of the holding, the
currency of the holding and the country of the holder are reported. In addition, flags are reported for securities
repurchase and securities lending transactions. For the purpose of this paper, each line corresponds to a report
by a single financial intuition for all of its customers located in Germany, broken down by the customers’s
sectoral classification (e.g. household, government, non-financial corporation etc.) and the customer’s country
of origin.

The MFI interest rate statistics covers all interest rates and the corresponding outstanding amounts (vol-
umes) of existing and new business euro-denominated deposits and loans, broken down into the sectors house-
holds and non-financial corporations from the Euro area. The reporting is submitted by roughly 240 German
banks on a monthly basis with month-end reporting values. Each line in the data set corresponds to a reported
value by a bank for the interest rate or the corresponding outstanding amount, broken down by the aforemen-
tioned economic sectors for different (original) maturity buckets and loans and deposits respectively.®

Finally, the German part of the Money Market Statistical Reporting (MMSR) lists all transactions conducted
in the money market of around 115 reporting agents from Germany. For the purpose of this paper, we focus
only on the unsecured part of the MMSR which includes all unsecured transactions on a daily basis, covering

4Amongst others, this covers balance-sheet-like information on the total assets, the amount borrowed and loaned by the fund, the use
of derivatives, and cash holdings in bank accounts. General information on the fund level cover information such as the number of fund
shares outstanding, type of replication, assets under management and distributions.

5There a further breakdowns that are reported in the data set, for example the breakdown by the purpose of loans to households. For
the purpose of this paper, however, we do not discuss those details of the data set.



borrowing and lending transactions for various instruments and for both fixed and variable rate contracts.
Each row in our data set represents a single transaction of a bank with an eligible counterparty, including
information on the counterparty itself, the agreed interest rate, the amount borrowed or lent as well as the

maturity of the transaction and so forth.

Table 1: Overview of data sets

Name Description

Monthly micro data on assets under management by German in-
vestment management and externally managed investment com-
panies. Among other things, data consist of every security held
by the respective investment fund on a security-by-security basis.
Securities reported by financial institutions domiciled in Ger-
many which they hold for domestic or foreign customers. Fur-
thermore, domestic banks provide information about their own
holdings, irrespective of where the securities are held.

The MFI interest rate statistics is composed as a representative
sample of around 240 institutions. The MFI interest rate statistics
measure the interest rates applied by domestic banks (MFIs) and
the corresponding volumes for euro-denominated lending and

Investment Funds Statistics (IFS)
10k rows, 150 features, 5% outliers,
Blaschke and Haupenthal (2020)

Security Holdings Statistics (WpInvest)
5M rows, 110 features, 0.001% outliers,
Blaschke et al. (2020)

MFI Interest Rate Statistics (ZISTA)
40K rows, 12 features, 0.7% outliers,

Bade and Krueger (2019) deposit business with households and non-financial corporations
domiciled in the euro area.

The MMBSR statistics provides the information on transactions

Money Market Statistics (MMSR) carried out by monetary financial institutions on the euro money

25K rows, 33 features, 0.04% outliers, | market. MMSR covers transactions in the secured, unsecured,

Bade et al. (2019) foreign exchange swap and EONIA swap (euro overnight index

swaps or OIS) market segments.

4 Data pre-processing and recommendations

4.1 General considerations
4.1.1 Encoded categorical values

Mixed data consists of numerical and categorical attributes. In order to work with categorical data, usually
the non-ordinal categorical data is encoded with methods such as one-hot encoding or hashing (see Section 4.2
for a discussion of these approaches).® This change in representation, which in the case of hashing is not
reversible, can lead to the generation of additional columns and different scaling. Because one-hot-encoding
of categorical variables creates additional features, it can inflate the number of (encoded) categorical features
relative to the number of (not encoded) numerical features. In financial data this can, for example, be the case
for a feature that holds a large number of different currency codes. Creating a large number of features from
categorical variables and keeping the number of numerical attributes unchanged can artificially increase the
influence of categorical variables. If we use feature bagging in an isolation forest, for example, inflating the
number of one-hot encoded categorical features increases the probability of drawing the categorical feature
relative to drawing a numerical feature.” This problem is exacerbated by the fact that for each data point, there
is at most one column in the expanded feature space for the categorical attribute that is set to one. Hence,
the new feature space is quite sparse and data points are more likely to be equally far apart from one another
(curse of dimensionality).

How to cope with this issue depends on the learning method. Trees in isolation forests need to grow
deeper in order to capture the expansion of the feature space by a one-hot encoded column, more trees have
to be generated, or more weight can be assigned to numerical columns by repeating them in the data set.

®For ordinal categorical data, order-preserving numeric encodings can be used.
7We use feature bagging in ensembles to reduce the correlation between estimators by training them on random samples of features
instead of the entire feature set.
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Alternatively, only a subset of the categories are encoded to keep the feature space small. For distance-based
methods, measures such as Gower distance that take the mixed data structure into account or a reweighting of

the individual columns are suitable.

4.1.2 Skewed and sparse distributions

This section will discuss how to deal with skewed and sparse data to detect outliers in the Bundesbank data.
In particular, this section only covers numerical data, for a discussion of how to handle categorical data we
refer the reader to Section 4.2.

Skewed data refer to data with long tails on either side of the distribution, which holds also true for multi-
variate distributions. One naive approach to handle long tails of distributions is to truncate/clip them appro-
priately at empirically specified thresholds. In light of the fact that we are aiming to detect outliers, this needs
to be handled with much caution in order to avoid truncating actual outliers. For the IFS data, we did some
experiments truncating large values to a pre-specified threshold. This had two effects: (a) the focus slightly
moved away from over-weighting large investment entities; however, (b) at the same time actual outliers were
“truncated away” and could not be detected anymore. In the end, to avoid truncating away actual outliers and
because most columns had no long tails, we did use truncation to deal with skewed data. The same applies to
the Wplnvest and ZISTA data sets.

Sparse data refer to the fact that in finite samples, high dimensional feature spaces are sparsely populated
with data points. Because our data only provide us with a relatively small sample size, sparsity creates some
difficulties in detecting outliers when a large number of features are included in the estimation. In section
4.1.4 we will discuss concrete approaches to reduce the dimensionality of the feature space to avoid estimating

models in too sparsely populated feature spaces.

4.1.3 Missing values

The data sets used in this exercise are, relatively speaking, quite complete, as many of the values are required
fields and do not pass basic validation checks if not filled. In cases where information in the training data
is indeed missing, be it due to missing reference data or because the key is appearing for the first time (thus
leading to missing values in the lagged values columns), the missing data is filled with zero or, in the case of
categorical variables, assigned to a placeholder string. Additionally, for the ZISTA data, where continuous data
is indeed missing, a separate categorical variable is created, which indicates the amount type, either positive,
negative, or missing. The additional missing category had a negligible impact on the model’s performance.

4.1.4 High dimensional data

The following table provides an overview of different approaches to reduce the dimensionality of the data. Our
data sets have many categorical variables, and as such, are high dimensional following the aforementioned
preprocessing steps. Aside from the bucketing/binning approach mentioned below, we explored using PCA
and Autoencoders ways to reduce the dimensions prior to estimation, as well as bagging to reduce variance of

the base estimators. Table 2 describes these methods and our evaluation thereof.
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Table 2: High dimensional data reduction methods

Approach Description Evaluation

PCA Linearly maps features into lower dimen- | PCA is efficient and easy to understand.
sional space. However, it does not handle categorical

variables or nonlinear relationships be-
tween features well.

Autoencoder (AE) | Uses a neural network architecture to | Is able to flexibly model nonlinearities be-
compress or encode features into a lower | tween feature categories (unlike PCA). In
dimensional space. particular, using it as a means of vectoris-

ing a large number of categorical vari-
ables is promising. AE suffers from a high
degree of tuning parameters and long
training times.

Feature Bagging A meta estimator that combines (via | This is a useful technique we used dur-

mean or max) a number of base detectors
on various sub-samples of the data set

ing the intermediate and model valida-
tion stages of model development.

to improve the predictive accuracy and
to control over-fitting. Features are ran-
domly sampled from a subset of the fea-
tures.

Choosing or omitting features based on
domain knowledge or empirical develop-
ments.

Feature Selection We did very little manual feature selec-
tion, except to omit non-reported features

merged from reference data sets.

4.1.5 Large data sets

Large data sets may pose a problem for learning methods with high time and space complexity. Instance-based
methods such as k-nearest neighbour (Ramaswamy et al. (2000); Angiulli and Pizzuti (2002)) and local outlier
factor (Breunig et al. (2000)) have a time complexity of O(nd) (or O(log(n)d) when using an indexing structure)
in the testing phase, where n is the training set size and d is the number of features. Thus, large training sets
incur additional indexing structure construction cost in the training phase and query cost that depend on the
training set size in the testing phase. In addition, instance-based methods need to keep the whole training set
in memory during testing. Instead of working with the complete training data, a stratified subsample can used.
However, the subsample may have an insufficient number of outliers. Therefore, for the Wplnvest data, for
example, we train on a subsample with a fixed normal-to-outlier class ratio of 10:1. In order to avoid inflated
performance metrics, we have to ensure that we perform the evaluation on the complete (testing) set and not
on the training data with over-sampled outliers.

4.1.6 Excluding extreme outliers

Exploratory analysis of the data has revealed a number of extreme outliers in the data. In particular, by simply
plotting the development of a particular position over time in the ZISTA data set, one may notice the spike(s)
in such series. It should be noted that such spikes are rare fluctuations of the business that do not represent
errors but correctly reported data. As a result, training the model on such data may negatively influence the
detection rate of the outliers on unseen data.

Considering the above-mentioned findings, we have added a pre-processing step where a subset of extreme
outliers was removed from the data before the execution of the training cycle. The set of candidate samples for
removal was selected according to the following criteria: the data point has to reside outside of three standard
deviations from the mean of the distribution.®

Such pre-processing steps resulted in a higher detection rate and an overall positive outcome in terms of
the defined performance metrics. We believe this step mainly affected the decision boundary of the model and

8There is a number of other techniques (like an Inter Quantile Range or Mean Absolute Deviation instead of the Standard Deviation)
for removing the extreme outliers in the pre-processing step.
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subsequently increased the generalization capabilities of the model. We found that this approach was a useful,
computationally cheap method to improve the quality of the trained model.

4.2 Categorical variables

The variables in many financial data sets are of mixed types. Besides continuous variables, the data often
include categorical variables. If the data set has a panel structure, for example, the cross-sectional and time
dimension trivially correspond to categorical variables. We discuss four approaches to deal with categorical
variables: One-hot Encoding, one-hot encoding a subset of categories, hierarchies, and hashing.

One-hot encoding One common approach to dealing with categorical variables is One-Hot Encoding. For
each category, we create a binary variable that takes the value one if the categorical variable is equal to the
category and zero otherwise. One advantage of this approach is its simplicity. A downside is that for categor-
ical variables with many categories, the resulting number of binary variables is large. This can lead to a very
sparsely populated feature space, especially if only small numbers of observations are part of each category.
We can furthermore run into performance issues for algorithms whose computational cost increases with the
number of features in the model. Another downside of one-hot encoding is that we lose the information that
for a given categorical variable, the realizations of the binary (one-hot encoded) variables are not independent
from each other. Because each observation belongs to one category, only one binary variable out of the group
of one-hot encoded categories can take the value one. Although a model can learn this type of structure, we
make the task of the model harder by not encoding information on the dependence between binary variables
that stem from the same categorical variable.

One-hot encoding a subset of categories One way to counteract the large number of sparse features resulting
from one-hot encoding is to one-hot encode only a subset of categories. Encoding only a subset can improve
the performance metrics by counteracting overfitting to categories with a small number of observations. By
resulting in a smaller number of encoded variables, we can also reduce the training time by selecting categories.
A disadvantage is that the approaches require the selection of additional hyperparameters (e.g., a variance
threshold of number of variables k). The approaches furthermore remove the distinction between non-encoded
categories, which may pose problems for explainability. For the main part of our project, we used two ways to
select a subset for encoding. The first approach is the selection of top-k groups. Instead of introducing a binary
variable for each value of a categorical feature, we only create a binary variable for the top-k values, where
the top-k values refer to the categories with the largest number of observations. Residual categories that are
not in the top-k values are mapped to a separate binary variable. A special case of this approach is encoding
the mode of the categorical variable. The second approach is using a variance threshold. Here, we calculate
the variance of each one-hot vector and only include those with a variance above a certain threshold. Because
the ranking of categories is identical if we use the variance or count the number of observations in a category,
the variance threshold and the selection of top-k groups yield the same results as if we select an adequate
threshold (value of k).

Hierarchies For many of the categorical variables in financial data, a grouping is possible. Because the num-
ber of groups is smaller than the number of categories, one-hot encoding groups results in a smaller number
of binary variables than simple one-hot encoding. The approach preserves the information on the group level.
For country codes, for example, we can group categories by larger geographic regions (Europe, Asia, ...)
and one-hot encode these groups. This corresponds to mapping the categories to higher levels in hierarchical

categorizations.

Hashing Another approach to encode categorical variables that results in a lower number of features than
one-hot encoding is hashing. A hash function maps a categorical attribute with domain size k to a domain
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with size k' < k, thereby keeping the feature space small. However, relationships between categories are not
preserved. Because the size of the target space of the categorical attributes can be set via the hyperparameter
k', the feature space does not become uncontrollably large. Since hashing maps categorical values uniformly

to the target space, collisions prohibit a one-to-one mapping from the feature space back to the original space.

Findings We find that one-hot encoding a subset of variables and using hierarchies improved the perfor-
mance in terms of the success of the models in isolating outliers and running times of the training as compared
to simple one-hot encoding. Out of the outlined approaches, hashing had the worst performance regarding
the models’ ability to isolate outliers.”

4.3 Numeric variables
4.3.1 Scaling

Independent scaling Here we scale features independently, i.e. without taking information from other fea-
tures into account. For continuous variables, we apply min-max scaling to rescale variables between zero and
one (one-hot-encoded categorical-type variables are naturally already scaled between zero and one). We also
applied standard scaling, which has the effect of centring all inputs with a mean of zero and a variance of one.
Scaling is essential for distance-based methods (such as LOF) to ensure equal weighting of features, and gen-
erally for efficient optimization of the cost function. For the particular case of the ZISTA data, we log-scaled
features to normalized skewed distributions. In addition to global scaling, we also explored several stratified

scaling approaches, described in the following section.

Scaling that captures dependencies The observations in our data sets are not independent. For example,
own securities holdings that banks report in Wplnvest data belong to reporting the banks’ portfolio. If we feed
the raw data to an algorithm, we do not exploit the domain knowledge on potential interdependencies between
observations, i.e. positions in the same portfolio. To incorporate this information, we can scale numerical
variables with aggregates by groups. For example, we can divide all own holdings of a bank in WpInvest by
the aggregate size of own holdings of the bank. An alternative to scaling is to incorporate additional features
that capture interdependencies. In the WpInvest example, we can include indicator variables for banks that
allow the algorithm to model relationships between all own holdings of a bank, such as a larger average size
of the holdings of the bank compared to the other banks.

For the IFS data we can normalize with the own-fund volume of investment funds. This gives an indication
of the relative importance of funds positions and avoids a too large weight on large positions in absolute
value. When we re-scale the numerical features in the IFS data, we do not find improvements in the overall
performance of the outlier detection algorithms. However, the flagged outliers focused less on large funds and

more on funds with relatively large positions in specific asset classes.

4.3.2 Binning

Binning is a method to discretize or smooth numerical data. Usually the continuous data is discretized in
a fixed number of bins of equal width or by using quantiles to generate bins with an approximately equal
number of observations. Then, for discretization, the result can be encoded in one-hot or in an ordinal format.
For smoothing, values can be replaced, e.g., by their bin means.

For the Wplnvest data, we observed that the performance of the quantile strategy was superior to equal-
width binning. However, omitting the binning step altogether led to the best performance. One-hot encoding

9For the IFS data, some categorical classifications can be directly inferred from some of the numerical attributes. Hence, the information
gain associated with these features might be small. Indeed, the results without categorical features are almost as good as with categorical
features. In addition, because most outlier detection models are only properly specified for numerical data only this might be the cleanest
approach for IFS data without losing much in terms of detecting outliers.
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was inferior to ordinal encoding because of the increased size of the feature space and the loss of ordinal
information.

4.4 Feature engineering

As for other types of data, feature engineering can have a large impact on the performance of algorithms that
learn the structure of the data. We discuss three types to features that we can engineer in many financial data
sets.

Past realizations In time series analysis, we commonly include lags to account for the influence of past real-
izations of a variable on future realizations. In outlier detection with unsupervised machine learning methods,
past realizations provide context to the algorithm that can help to distinguish common from unusual data
points. Large values of numerical variables, for example, can seem anomalous if we do not account for past
realizations of the same variable in the previous period. A common method to account for past realizations is
to calculate first differences. For a data generating process with

Yye=ptyi1te 1)

first differencing leaves us with
Yt — Y1 = €t — €1, )

We eliminate the fixed component i from the data, which our model then does not have to explain to model
the structure of the data. We also make the implicit assumption that the previous realization’s marginal effect
on future realizations is one. If we want to leave the choice of the marginal effect size to the model or allow
for different marginal effects for different groups of observations, we can include the previous realization as a
feature, instead of calculating the first difference.

Aggregates Including aggregates also allows for a contextual evaluation by the model. For example, we can
include the overall issued nominal value of a security as a yardstick for the model to compare to the size of
the holdings. Because most algorithms can flexibly learn interactions between variables but cannot learn to
aggregate values across rows, aggregation should be part of the feature engineering if we believe that it adds
useful information to the data.

Context from other statistics Another source of contextual information can be other statistics. If we model
banks’ interest rates in the ZISTA data, for example, we can include interest rates, set by the Governing Council
of the ECB.

Findings For all data sets, we find that first differencing and adding lagged features only slightly improved
the performance of the algorithms. Adding aggregated interest rates per maturity and reporting period, led to
a slight improvement for ZISTA data. In the IFS data and for the Wplnvest data, the inclusion of aggregates
also resulted in small improvements of the performance. Adding reference interest rates to the ZISTA data
did not improve the performance of the model. One reason for the absence of a gain in performance is that
the inclusion of one-hot encoded periods (time fixed effects), already allows the model to take into account
contextual changes at time t. Therefore, additional information on changes in the interest rates, set by the
ECB, do not add explanatory value. However, because they can allow for better explainability of the results by
having a clear interpretation, the interest rates are superior to one-hot encoded time periods.
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5 Approaches to detect outliers and recommendations

In this section, we strive to provide a broad overview of algorithms that allow for the unsupervised detection of
anomalies.!? Because of the abundance of resources on the methodology of the algorithms, we do not provide
a detailed description of their inner workings in this paper. Instead, Table 3 refers the reader to the original
paper that introduced the algorithm and further resources.

Table 3: Resources on the methodology of the anomaly detection algorithms

Algorithm ‘ Original Paper ‘ Further Reading
Isolation Forest | Liu et al. (2008)

kNN Ramaswamy et al. (2000); Angiulli and Pizzuti (2002)

DBSCAN Ester et al. (1996)

LOF Breunig et al. (2000)

FINCH Sarfraz et al. (2019)

One Class SVM | Scholkopf et al. (1999)

Autoencoder Rumelhart et al. (1986) Schreyer et al. (2017)
PCA & rPCA

HBOS Goldstein and Dengel (2012)

ARIMA Junttila (2001)

Table 4 shows a short intuition behind the algorithm and conceptual differences between the anomaly
detection algorithms that we evaluated. Here, we distinguish between five groups of algorithms on the basis
of their methodological approach. The first algorithm uses decision trees to isolate outliers. Algorithms in the
second group use notions of distance or estimates density functions. Cluster based approaches use clustering
algorithms, whereas SVM based algorithms rely on Support Vector Machines for classifying observations as
outliers. Reconstruction based methods map the data to a lower dimensional space and then reconstruct
the higher dimensional representation of the data. They then flag observations as outliers that have a high

reconstruction error. Finally, we also discuss more classical statistical approaches.

WEor a taxonomy and discussion of different anomaly detection algorithms, see, e.g., Goldstein and Uchida (2016) and Zhang et al.
(2007).
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Table 4: Overview of anomaly detection algorithms

Intuition

Strengths

Weaknesses

Global vs. Local

Assessment

Tree Based

Isolation Forest

Anomalous instances in a data set
are easier to separate from the rest
of the sample (isolate), compared
to normal data points. In order
to isolate a data point, the algo-
rithm recursively generates parti-
tions on the sample by randomly
selecting an attribute and then ran-
domly selecting a split value for the
attribute. When the iTree is fully
grown, each data point is isolated
at one of the external nodes. In-
tuitively, the anomalous points are
those (easier to isolate, hence) with
the smaller path length in the tree,
i.e. points that are earlier separated
at nodes of the tree.

Fast to estimate

Easy to implement
Intuition of approach is
easy to understand and
certain degree of ex-
plainability (allows us
to look at individual
trees)

Few hyperparameters
Results are relatively
robust to hyperparame-
ter tuning

* Not tuned towards detecting
local anomalies
e Standadrd

of isolation forest cannot han-

implementations

dle categorical data. One-hot
vectors are treated equally
This is
problematic in the same way

to numerical data.

as for decision tree classifiers
with random splits between
categoricals

Global

The algorithm is well suited for
our (mixed) data and a very
good baseline model for com-
parison with other algorithms.
IForests are also a very good
starting point when implement-
ing alternative models, feature
spaces etc, because they are easy
to implement, have few hyper-
parameters, fast to estimate, and
are relatively robust.

Distance and Density Based

kNN

To determine the outlyingness of a
data point, determine the (average)
distance to its k(th)-nearest neigh-
bour(s). Outliers are far away from
their nearest neighbours, whereas
inliers are similar(=close) to their
nearest neighbors.

Conceptually simple
Explainability

Distance metric takes
information of the com-

plete row into account

¢ Hyperparameters (number of
neighbors and distance met-
ric) make tuning more difficult

* Not tuned towards detecting
local anomalies

¢ Standard implementations do
not scale well for large or
high-dimensional data sets

¢ Suffers from curse of dimen-
sionality

Global

The method is well suited for
small to medium-sized data
sets of low/medium dimen-
sion. For high dimensions both
outlier-detection and computa-
tional performance suffer. Due
to its conceptual simplicity, this
algorithm serves as a good base-

line model for benchmarking

... continued on next page
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Table 4: Overview of Anomaly Detection Algorithms (continued)

densely  populated
hoods.
the LOF score of an instance as the

neighbour-

The algorithm calculates

ratio of the average distance of the
instance to its k-nearest neighbours
over the average distances of the
k-nearest neighbours to their re-
spective neighbors. Anomalies will
obtain large scores as they have low
local density compared to normal
observations.

¢ Slow to estimate with large

number of neighbours

the number of
neighbours (hy-
perparameter),
the LOF can
detect local as
well as global
outliers in the
data

Intuition Strengths Weaknesses Global vs. Local ~Assessment

Z | Density-Based Spatial Clustering Can handle clusters of ar- ® Does not provide anomaly Tendency to- The algorithm performs for out-

§ of Applications with Noise deter- bitrary shapes scores out of the box (but bi- wards detecting lier detection relatively well.

8 mines core samples that are in a nary labels) global outliers, However, the delicate interplay
neighbourhood with high density. ® Possibly slow training with but depending of hyperparameters and the fea-
A neighbourhood is dense for a high memory usage on the choice of ture space complicates the usage
sample if there are at least a cer- hyperparame- of this method. Incorrectly set-
tain number of samples within a ters DBSCAN ting the hyperparameters leads
given distance. Data points that are can detect local to large training times and high
close to a core sample form a clus- outliers as well ~memory usage. In addition, the
ter. Data points that are neither core calculation of anomaly scores
samples nor close to them are con- has to be implemented sepa-
sidered outliers. rately.

(LS Anomalies are not located in Easy toimplement * Not very robust estimates Depending on Like kNN the method works

—

well with small and low-

dimensional data. Large data
sets and high-dimensionality
pose a challenge to the al-
gorithm that then becomes

intractably slow.

... continued on next page
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Table 4: Overview of Anomaly Detection Algorithms (continued)

Intuition

Strengths

Weaknesses

Global vs. Local

Assessment

Cluster Based

FINCH

Forms chains by linking data points
to their nearest neighbour. If data
points have the same first neigh-
bour, it links them to each other.
The connected components of this
graph form a cluster. To gen-
erate additional clusters,the algo-
rithm performs the previous steps
recursively on computed average

data points.

* Conceptually simple
* Few hyperparameters
* Fast training and esti-

mation, so it can be

used for large and high
dimensional data set

Not designed as an anomaly
detection method

Multiple solutions

No singleton clusters

The method was not considered
due to related scalability issues
in the reference implementation
of the authors of this method.

Kernel Based

One Class SVM

One-Class SVM is a special case
of the traditional SVM algorithm
that is used for unsupervised sce-
narios. The main property of the
traditional SVM is the ability to
build a non-linear decision bound-
ary by projecting the data to a high-
The
“Kernel trick” is used to perform

dimensional (feature) space.

the projection. In the feature space
a “straight” hyperplane is built to
separate the data to classes (posi-
tive / negative). The goal is to find
the function that is positive for re-
gions with high density and nega-
tive for low density.

Ability to learn com-
plex decision boundary.
Provides an “anomaly
score” per sample
(distance to the hyper-

plane)

Compute and storage require-
ments increases rapidly with
the number of training sam-
ples, due to the expensive ker-
nel computation.

Might become sensitive to hy-
perparameters.  Selection of
the kernel, rejection rate, soft
margin etc. have to be ad-
justed according to the data
set structure.

Difficult interpretability of the
model for high-dimensional
data sets.
Cannot handle

data.

categorical

Captures global
outliers almost

always. For
detection of
local outliers

tuning of model
hyperparame-
ters might be
required.

OCSVM does not scale well
to larger data sets (although
more computionally efficient
implementations are being
developed). It can require a cer-
tain degree of hyperparameter
tuning to achieve an acceptable

performance.

... continued on next page
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Table 4: Overview of Anomaly Detection Algorithms (continued)

Intuition

Strengths

Weaknesses

Global vs. Local

Assessment

Reconstruction Based

Statistical

each histogram are computed indi-
vidually and combined afterwards.

%j Performs non-linear data transfor- e Ability to capture non- ¢ Computationally expensive Captures global The algorithm performs well de-
§ mations by reducing the dimen- linear relations in com- e Lots of hyperparameters for outliers bet- tecting the global outliers.
& | sionality to a lower level and then plex data structure tuning ter than local
;:5 transforming it back to the origi- Multiple assessment of e Interpretation of the results is outliers
nal data space. The transformation errors: reconstruction difficult
may consist of multiple steps (hid- error, latent representa- ¢ Sensitive to the attributes se-
den layers). Anomalies are those tion lected
samples that performed worst in
the reconstruction phase.
5 Performs linear data transforma- Not many hyper- e Poorly performs capturing Captures global The algorithm showed a rel-
& | tion by reducing the dimensional- parameters nonlinear relationships outliers better atively good performance and
g ity to a lower level and then trans- Relatively fast * Sensitive to the attributes se- than local could be well suited as a base-
< | forming it back to the original data Level of explainability lected line model for comparison.
g space. Anomalies are those samples is relatively high
that performed worst at the recon- Multiple assessment of
struction phase. errors:  reconstruction
error, latent representa-
tion
& | Uses the histogram approach for High level of explain- Does not capture (unusual) re- Captures global The algorithm showed good
% calculating the outlier score. The ability lationships between the features outliers bet- performance only for a particu-
frequency (relative amount) of sam- Extremely fast and is sensitive to the feature se- ter than local lar set of feature combinations.
ples in a bin is used as density es- Small number of hyper- lection outliers Therefore, for successful model
timation. In multivariate anomaly = parameters selection, the set of features
detection, the scores obtained from Good interpretability must be done carefully.

... continued on next page
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Table 4: Overview of Anomaly Detection Algorithms (continued)

* Scaling of the anomaly scores
across multiple series has to be
done carefully

outliers

Intuition Strengths Weaknesses Global vs. Local ~Assessment
<EC Forecasting the time series data us- ¢ Good explainability * Each model has to be built Captures global The algorithm showed a big
~ | ing the historical observations of e Few hyperparameters separately for individual time outliers bet- potential for time series data.
< | the series. series ter than local However, it needs to be cali-

brated carefully. We can imag-
ine that some models need to be
retrained /-calibrated from time
to time because trends for some
of individual time series change
over time.




6 Combination of detectors and recommendations

In this section, we discuss how to detect outliers by combining the output of multiple outlier detection algo-
rithms. These so called ensemble methods are meta-algorithms that combine several machine learning algo-
rithms into one predictive model and thereby aim to improve/boost the performance of the final model (Opitz
and Maclin, 1999; Rokach, 2010; Polikar, 2006). The outlier detection algorithms that are used to construct
the ensemble are known as components. Outlier detection ensembles have many advantages over individual
outlier detection algorithms. Often there are cases where a model that was trained on a data set will work
well for the particular subset of the data and will fail when applied to other parts of the data. Also, in some
instances, a trained model can perform well solving a task in one data set and fail performing the same task
in other data sets. An ensemble model helps to leverage the different strengths of algorithms by not relying
on a single model that could work well on only a particular data set. If one component under-performs in de-
tecting outliers in a specific scenario, it is likely that this doesn’t strongly impact the overall ensemble model’s
performance, as other components can work well for the same data points and thereby compensate. Hence,
overall it can be observed that ensemble models often provide more stable / robust results when compared to
individual models (Aggarwal, 2012; Aggarwal and Sathe, 2017). Generally, the design of an outlier detection
ensemble model follows three steps (Aggarwal and Sathe, 2017):

1. Model creation: This step includes methodology or algorithms used to create the components.

2. Normalization: Ensemble models may consist of multiple heterogeneous components and the output from
each component can be in different ranges. Therefore it is important to normalize the different scales of

outlier scores from different components.

3. Model combination: We refer to the algorithm that combines individual components’ outputs as fusion
method. We have utilized and implemented different fusion methods (see below).

Outlier detection ensembles can be categorized into multiple groups, depending on either the type/class
of components used or based on dependency within the components in the ensemble model (Aggarwal, 2012).
We designed an ensemble model that is a hybrid (independent and model-centered) of different outlier ensem-
ble groups. Drawing on Aggarwal (2012); Zhao and Hryniewicki (2018); Pasillas-Diaz and Ratté (2016); Zimek
et al. (2014), we implemented different model combination functions. In the following, we distinguish three
approaches.

6.1 Simple fusion methods

As the name suggests, simple fusion methods combine different components’ outputs by using simple mathe-
matical operations as combination functions. Among others, these functions are: maximum, average, damped
averaging, pruned averaging, majority voting, normalized to one per component max, normalized to one per
component average. Apart from their simplicity, advantages of simple fusion methods are that they are easy
to implement, allow for easy interpretability, and are less computationally intensive. On the other hand, they
exhibit limitations. The functions are not capable to learn the patterns in the component output, and the per-
formance improvement depends on the diversity of the components’ output. Further limitations are that max
has a tendency to overestimate the outlierness and average tends to dilute the outlierness due to irrelevant
components (Zimek et al., 2014; Aggarwal and Sathe, 2015). We recommend starting with these methods in
the ensemble due to their simplicity, even though in our tests, they were not able to outperform individual

components.
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Figure 4: Flowchart of DCSO algorithm
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Notes: The figure shows a flowchart of DCSO algorithm with an explanation for each step. The figure was adapted from
Zhao et al. (2018).

6.2 Unsupervised fusion methods

In an outlier ensemble, multiple outlier detection algorithms are used as the components which are applied
on the input data for the outlier prediction. Later, these components output are used as input to the ensemble
model for fusion. If labels are available (supervised learning) the optimization in the fusion-step can be based
on the predictive performance of the labels. If labels are not available, wich usually is the case in outlier de-
tection, we need to rely on an unsupervised fusion method. We implemented two unsupervised combination
methods: Dynamic Combination of Detector Scores (Zhao and Hryniewicki, 2018) and Ensemble of detectors
with correlation votes / Ensemble of detectors with variability votes (Pasillas-Diaz and Ratté, 2016).

Dynamic Combination of Detector Scores (DCSO) consists of two main steps: generation and combination.
In the generation step, different and diverse base detector algorithms are selected. These base detectors can
contain any outlier detection algorithm. In the combination step, a local region is defined for each observation
by selecting the top-n most similar neighbors. Then, the base detector which delivered the best performance
in the defined local neighborhood is selected as the competent detector for the observation. This competent
detector is used to predict the outlier score for the selected test instance. DCSO focuses on local regions in
the data for the computation of outlier scores, hence it can detect local outliers. All the steps and complete
flowchart of DCSO are shown in Figure 4.

In the case of EDCV (Ensemble of detectors with correlation votes) and EDVV (Ensemble of detectors with
variability votes), the outlier scores of all the algorithms for input samples are stored in a matrix F of size
m x T where m is the number of samples and T is the number of algorithms (components). In the first step,
vote matrix V of size m x T is calculated which contains the number of votes assigned by each algorithm for
each data sample. A modified boxplot technique is used for the calculation of votes where a sample gets a vote
if its score is greater than 150% of the Inter Quartile Range. In the next step, a weight matrix W is computed
based on EDCV and EDVYV approaches. In the EDCV method, a correlation coefficient matrix C between the
output score F is calculated, and then by using the matrix C the corresponding weights of each component are

calculated using the equation

(22:1 Cun) — 1.

Wa = T—1

®)

Similarly in EDVV, a matrix D of mean absolute deviations (MAD) between output scores F is calculated, and

later, weights of each component are calculated using
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In the last step, the final score of each sample is calculated using the corresponding votes from V and weights
from W. So ECVV and EDVV use the correlation and variability between individual components respectively
to compute the final ensemble output.

Especially in the early stages of analyses, when labels are often missing, these methods can help to fuse the
outputs of multiple components. However, due to large execution times, these methods sometimes have to be
run on sub-sampled data sets. In our application, both methods were able to provide slight improvements in
the results compared to the best output provided by any single outlier detection algorithm. However, because
the performance improvements in our tests were not substantial, we opted to also investigate more complex
fusion methods.

6.3 Complex fusion

In this approach, a supervised machine learning model is used as a fusion or combination function. In order
to apply this approach, we need information on which observations are actual outliers as targets. We can
then apply the fusion method to data, even if we have no information on the targets to isolate outliers. This
method is similar to stacking or stacked generalization (Wolpert, 1992; Smyth and Wolpert, 1999; Breiman,
1996). The intuition behind this approach is that the outputs from several components (outlier detection al-
gorithms) for an input sample are fed into another machine learning model to combine them into a single
output. Here, the output of each component can be considered as a derived feature. So the derived feature
can be a binary output (outlier/inlier), the outlierness score, or both. This fusion model can hence be seen as a
meta-classifier /regressor that can use dependencies or identify patterns in prior components output. Figure 5
shows how this approach works. The figure illustrates that the input data is fed into different components of
the ensemble, i.e. different outlier detection algorithms. The output prediction of each component takes the
form of a binary output and an outlierness score. These outputs (features) are the input data for the ML classi-
fier/regressor in the next stage. Here, the ML classifier /regressor is used for fusion by training the output from
the previous step with given labels and predicts the final outlier score for the input sample. The advantage of
this approach is that the ensemble methods are capable of learning from component outputs. Any supervised
machine learning algorithm can be used as fusion method. Also, these algorithms do not rely on the diversity
in previous components output but can identify patterns. Due to their learning capabilities, these methods
were able to outperform all previous approaches substantially.

Figure 5: Complex fusion method
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Notes: The figure illustrates the complex fusion method which takes prediction and outlier score output from each com-
ponent as input. Then it fuses the input and learns the features to predict the final output from the ensemble model.
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7 Active learning for outlier detection

Active learning is a unique type of machine learning where a learning model will frequently query the user/-
expert for labels of selected samples for better performance (Settles, 2009; Rubens et al., 2011; Das et al., 2020).
This method falls into the category of supervised learning in which only a small part of the data is labelled.
In this method, human involvement in data labelling is treated as more valuable. This technique is used in
cases where a large amount of unlabelled data is available and labelling is expensive (Settles, 2009). Figure 6
explains the advantages of this approach. Furthermore, with this approach, the outlier detection problem is

started as unsupervised learning and then can gradually turn it into a supervised learning method.

Figure 6: Active learning

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
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Notes: The figure shows an illustration of active learning. (a) Input unlabelled data consists of two clusters represented
by colors green and red. (b) Classification result of active learning model on unlabelled data at the early stages. This
approach is an iterative process where each iteration includes selecting few samples from unlabelled data based on the
query strategies for the expert query, then labelling the selected samples by experts’ feedback and later training the post-
processing model (learner) on the labelled samples. These labelled samples are represented as squares. Here the decision
boundary is represented as a blue line and is not optimal. (c) Result of active learning model on the unlabelled input
data after few iterations. Here the decision boundary is more accurate in separating two clusters in the unlabelled data
compared to the previous result due to the iterative learning process.

We designed active learning for outlier detection as an iterative process. In our case each iteration corre-
sponds to a reporting period and is split into two steps (except in first iteration which includes only the first
step). During the first step, an unsupervised outlier detection algorithm is applied on a new data set to detect
potential outliers. We applied this approach on IFS data. Then, from the predicted output, the top 5% outliers
are selected based on the outlierness score of each input sample. In the second step, a pre-trained supervised
machine learning model is used which is also called as a post-processing model or a learner. The output from
the first step is fed into the post-processing model that selects a number of (e.g.: top 30 or top 100 by output
score of the post-processing model ) samples to be reviewed by domain experts. The selection of samples for
expert feedback depends on the scenario and on the implemented query strategies. We applied active learning
in two scenarios and implemented two query strategies which we will discuss below.

o Stream-Based Selective Sampling (Lewis and Gale, 1994; Settles, 2009): Each unlabelled sample from a
large corpus is drawn one at a time and fed to the learner. Then, the learner will decide whether to
request the label of this sample from the expert or to discard it. We implemented this approach with
a small modification that if the post-processing model can classify an unlabelled input sample with a
score greater than some threshold then the learner itself can assign a label to such a sample, otherwise
the sample will be dispatched for the expert query. We set the threshold to 90%. However, we couldn’t
find much progress with this approach due to the poor performance by the post-processing model in
labelling the input samples.
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® Pool-Based Sampling (Settles, 2009): This is a scenario that is more commonly studied in active learning.
In this type, a filter (in our case, an unsupervised model) is applied on a pool of unlabelled data and
the samples are ranked based on the returned results. Then from the ranked list the top n samples are
selected for the query, where 1 is a parameter. This parameter is application-specific and reflects the
amount of resources that are available for labelling tasks. We tried n with values 30, 100, and 300. The

filter is accompanied by a query strategy which we will discuss next.

The two query strategies used for this work are:

o Certainty sampling (Settles, 2009): In this query strategy, the samples for which the post-processing model
is most certain in its outlier classification are selected for the expert query. Consequently, samples with

the highest outlierness score are selected in each iteration (green zone in Figure 7).

» Uncertainty Sampling (Settles, 2009; Lewis and Gale, 1994; Pelleg and Moore, 2005): Here, the post-
processing model selects such samples for the query for which it is least confident or least certain on
how to label. The motivation behind this method is that having expert feedback / labels for the hardest
samples will help the learner to improve its performance in the next iteration. Samples selected by this

strategy are represented by the blue zone in Figure 7.

The selected samples by the post-processing model are queried for labels. Next, the post-processing model is
trained using the new labelled samples and this two-step process is then repeated in each iteration.

Figure 7: Certainty sampling
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Notes: The figure shows certainty sampling. Samples in the green zone are the ones for which the post-processing model
scores above 90% and the blue zone represents the samples for which the model is least certain about its class.

8 Results and evaluation

The success of the algorithms and their relative performance is, of course, highly domain specific. Depending
on the working definition of an outlier in financial data, the performance of the algorithms will differ. We still
report detailed results for all algorithms. What is more, we show the performance with and without feature
engineering and parameter tuning. The reason is that conditional on a data set and our definition of outliers,
the results provide suggestive evidence on the necessity and benefits of feature engineering and parameter
tuning as well as an indication of the heterogeneity in performance between different algorithms.

Tables 5 and 6 and Tables 7 and 8 present the evaluation results based on ROC-AUC and PR-AUC for the
securities holdings statistics (WpInvest), the investment funds statistics (IFS), the interest rate statistics (ZISTA)
and the money market statistics (MMSR) respectively. For each data set, we depcit the baseline results in the
first column, the results with feature engineering in the second column, the results with parameter tuning in the
third column and - where applicable — the results with feature bagging in the forth column. The table provides
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three main insights. First, we find that there is profound heterogeneity regarding the success of algorithms in
isolating outliers. Second, an algorithm that, in our application, showed a good performance across different
data sets is the Isolation Forest. Even without time consuming feature engineering and parameter tuning, the
isolation forest provided a good performance relative to other approaches. Without a prior intuition which
algorithm successfully isolates outliers in financial data, our findings suggest that Isolation Forests are a good
starting point. Third, the importance of feature engineering, parameter tuning and (if applicable) feature
bagging for the performance depends on the algorithm and data set. Even for Autoencoders that, due to their
complex structure, can discover features, we find that feature engineering can provide sizeable improvements.
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Table 5: Results (ROC-AUC) for unsupervised outlier detection algorithms and combination of detectors (Wplnvest & IFS)

Evaluation Results (ROC AUC)

Wplnvest IFS
Total 3.9M samples and Outliers 0.001% Total 120000 samples and Outliers 4.6%
) +Feature +Parameter +Feature ) +Feature +Parameter +Feature
Baseline . . ] ) Baseline ] . . )
Engineering Tuning Bagging Engineering Tuning Bagging
Ensemble Isolation
(Homogeneous 0.965 0.963 0.982 - 0.597 0.641 0.652 0.638
Forest
Learners)
DIStangaegege“SIty kNN 0.805 0.882 0.882 - 0.599 0.628 0.628 0.623
DBSCAN 0.880 0.945 0.945 - 0.554 0.609 0.617 -
LOF 0.626 0.740 0.740 - 0.570 0.569 0.570 0.652
OCSVM - - - - - - - -
Cluster Based Autoencoder 0.516 0.552 0.595 - 0.607 0.608 0.665 0.652
PCA and rPCA 0.780 0.632 0.632 0.591 0.607 0.665 0.669 0.651
HBOS - - - - - - - -
ARIMA
Combination of (Slmple (Un§uperV1sed (Complex (Slmple (Un§uperv1sed (CoTnplex
Detectors Fusion)  Fusion) Fusion) - Fusion)  Fusion) Fusion) -
0.9832 0.954 0.9877 0.6429 0.6473 0.7648

Notes: The table shows results (ROC-AUC) of all the unsupervised outlier detection algorithms and Combination of Detectors method for WplInvest and IFS data sets.
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Table 6: Results (ROC-AUC) for unsupervised outlier detection algorithms and combination of detectors (ZISTA & MMSR)

Evaluation Results (ROC AUC)

ZISTA MMSR
Total 4.3M samples and Outliers 0.7% Total 2.2M samples and Outliers 0.04%
. +Feature +Parameter +Feature . +Feature +Parameter +Feature
Baseline . . . . Baseline . . . .
Engineering Tuning Bagging Engineering Tuning Bagging
Ensemble Isolation
(Homogeneous 0.499 0.637 0.639 - 0.925 0.935 0.935 -
Forest
Learners)
Distance/Density 1NN 0702 0733 0738 - 0894  0.905 0.905 -
DBSCAN - - - - - - - -
LOF 0.576 0.733 0.736 - 0.901 0.908 0.908 -
OCSVM 0.506 0.625 0.626 - 0.921 0.928 0.928 -
Cluster Based Autoencoder 0.701 0.704 0.708 - - - - -
PCA and rPCA 0.714 0.744 0.745 - 0.844 0.865 0.865 -
HBOS 0.695 0.735 0.735 - 0.915 0.928 0.929 -
ARIMA 0.665 0.665 0.691
Combination of (Slmple (Un§uperV1sed (Complex (Slmple (Un§uperv1sed (Cqmplex
Fusion)  Fusion) Fusion) - Fusion)  Fusion) Fusion) -

Detectors

Notes: Result (ROC-AUC) of all the unsupervised outlier detection algorithms and Combination of Detectors method for ZISTA and MMSR data sets.
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Table 7: Results (PR-AUC) for unsupervised outlier detection algorithms and combination of detectors (WplInvest & IFS)

Evaluation Results (PR AUC)

Wplnvest IFS
Total 3.9M samples and Outliers 0.001% Total 120000 samples and Outliers 4.6%
. +Feature +Parameter +Feature . +Feature +Parameter +Feature
Baseline . . . . Baseline . . . .
Engineering Tuning Bagging Engineering Tuning Bagging
Ensemble Isolation
(Homogeneous 0.0008 0.0009 0.0013 - 0.048 0.055 0.056 0.054
Forest
Learners)
DIStangaegege“SIty kNN 0.0002  0.001 0.001 = 0.064  0.097 0.097 0.082
DBSCAN 0.0001 0.0007 0.0007 - 0.052 0.092 0.092 -
LOF 0.00004  0.00006 0.00006 - 0.055 0.057 0.057 0.073
OCSVM - - - - - - - -
Cluster Based Autoencoder 0.0001 0.0001 0.0002 - 0.063 0.064 0.085 0.082
PCA and rPCA  0.023 0.0004 0.0004 0.0002 0.063 0.085 0.086 0.082
HBOS - - - - - - - -
ARIMA - - -
Combination of (Slmple (Un§uperV1sed (Complex (Slmple (Un§uperv1sed (CoTnplex
Detectors Fusion)  Fusion) Fusion) - Fusion)  Fusion) Fusion)
0.001 0.0009 0.003 0.065 0.056 0.3441

Notes: The table shows results (PR-AUC) of all the unsupervised outlier detection algorithms and Combination of Detectors method for WpInvest and IFS data sets.
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Table 8: Results (PR-AUC) for unsupervised outlier detection algorithms and combination of detectors (ZISTA & MMSR)

Evaluation Results (PR AUC)

ZISTA MMSR
Total 4.3M samples and Outliers 0.7% Total 2.2M samples and Outliers 0.04%
) +Feature +Parameter +Feature ) +Feature +Parameter +Feature
Baseline . . ] ) Baseline ] . . )
Engineering Tuning Bagging Engineering Tuning Bagging
Ensemble Isolation
(Homogeneous 0.013 0.018 0.019 - 0.012 0.015 0.015 -
Forest
Learners)
Distance/Density N 0012 0.023 0.024 - 0012 0015 0.015 -
Based
DBSCAN - - - - - - - -
LOF 0.014 0.026 0.027 - 0.015 0.017 0.017 -
OCSVM - - - - - - - -
Cluster Based Autoencoder 0.071 0.078 0.079 - - - - -
PCA and rPCA 0.013 0.070 0.072 - 0.013 0.016 0.016 -
HBOS 0.013 0.022 0.028 - 0.012 0.018 0.019 -
ARIMA 0.015 0.016 0.019 - - - - -
Combination of (Slmple (Un§uperV1sed (Complex (Slmple (Un§uperv1sed (Cqmplex
Fusion)  Fusion) Fusion) - Fusion)  Fusion) Fusion)

Detectors

Notes: The table shows results (PR-AUC) of all the unsupervised outlier detection algorithms and Combination of Detectors method for ZISTA and MMSR data sets.



As mentioned in Section 6, we also applied different combination functions in outlier detection ensembles.
We evaluated a total of 16 different combination functions, mainly categorized into three categories. The per-
formance across the three categories and all the methods on the IFS data set are summarized in Table 9. There
were some glimpses of performance improvement by simple and unsupervised methods but the difference
was not large. Simple and unsupervised fusion methods couldn’t outperform the best individual component
result at a significant level which might be due to the lack of diversity in output between the individual com-
ponents used as input to the combination functions. However, the performance of complex fusion methods
were promising as they clearly outperformed all other methods by a large margin. The complex fusion meth-
ods were able to learn the patterns and relation between each component output for the prediction of output.
So there were sizeable improvements in the ROC-AUC and PR-AUC values by complex fusion methods.

Table 9: Comparison of different fusion methods

Combination functions F1-Score | PR-AUC | ROC-AUC

Best individual component 0.1021 0.0857 0.6643
Simple fusion Min 01195 | 0.056 0.5804
method

Max 0.0834 0.0828 0.6539

Avg 0.0834 0.0673 0.6601

Normalize-one-per-Component-Max | 0.0991 0.0696 0.6539
Normalize-one-per-Component-Avg | 0.0834 0.0655 0.6598

Majority_Voting 0.0834 NA NA
Unsupervised fusion | pogo v 01092 | 0.063 0.588
method

DCSO-MAX 0115 | 00799 | 0.6273

DCSO-AOM 0.0913 | 0.0629 | 0.6389

DCSO-MOA 0.1109 | 0.0889 | 0.6336

EDCV 0.0834 | 0.0650 | 0.6591

EDVV 0.0834 | 0.0676 | 0.6595
Complex fusion SVM-Model 0.1123 | 0.074 0.6412
method

LR-Model 0.1068 | 0.0923 | 0.6494

KNN-Model 02912 | 03042 | 0.7045

RFC-Model 03515 | 0.3148 | 0.7734

Notes: The table shows a comparison of results if we apply different fusion methods to a combination of detectors using
the IFS data set. Complex fusion method outperformed the other fusion methods as well as best individual component
used for outlier ensemble.

Regarding active learning, for the IFS data set, we observed slight improvements using either query strate-
gies (see Table 10). Uncertainty sampling outperformed certainty sampling in all considered performance

metrics.

Table 10: Comparison of query strategies

Query strategy Avg PR-AUC | AVG ROC-AUC | Avg Precision | Avg Recall
Certainty sampling 0.3131 0.6077 0.1372 0.4772
Uncertainty sampling | 0.379 0.7221 0.3278 0.5925

Notes: The table shows a comparison of query strategies using IFS data set.

Taken together, we find that there is no “one size fits all” solution to outlier detection in the financial data
sets that we evaluated. Complex fusion can help to overcome the necessity of selecting a single approach by
rendering the selection of an algorithm an empirical exercise. Therefore, although fusion did not dramatically
improve the performance relative to the best single algorithm, combination of detectors with a fusion method
can be helpful in some contexts. To go beyond a strictly data-driven isolation of outliers, active learning
provides possibilities to take domain knowledge into account that goes beyond the detection capabilities of
the algorithms.
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9 Explainable Al

If our sole interest lies in successfully flagging outliers and we are confident that optimization with cross
validation (see Section 2.2) leads to internally and externally valid results, we can treat the outlier detection
algorithms as a black box.!! However, in many business applications, we need a better explanation of our de-
cision. If we apply outlier detection in DQM, we often need an explanation for data users why an observation
was excluded that goes beyond referring to the decision of an algorithm. The same holds if we make inquiries
at reporting agents regarding data points that were flagged as outliers by an algorithm. Likewise, to use outlier
detection algorithms to uncover — economically meaningful — unusual structures in the data, we need better
insight into what distinguishes an outlier from an inlier.

To provide such explanations, we can either use a transparent model that we can interpret directly to
detect outliers, such as a histogram, or we can use a surrogate model that provides an explanation for a more
complex algorithm’s classification!?. The idea of a surrogate model is to treat the prediction of a more complex
algorithm as an outcome and use an algorithm to model the relationship between the outcome and the input
features. We discuss methods that are applied globally in Section 9.1 and techniques that are applied locally
in Section 9.2. Then. we further develop ways to explain the results of outlier detection with Autoencoders in
Section 9.3.

To motivate the need for local explanations, the following briefly explains the difference between local and

global explanations in the context of our use case.

9.1 Global methods

Global methods are applied to the full data set and include linear regressions and decision trees on which we
elaborate below.

9.1.1 Linear regression

One method for approximating the decision function of a ‘black box” model is to approximate it linearly; that
is, to estimate the output of the non-linear model as a linear function of the inputs. To do this, we can estimate
a linear regression, with the original model input as the independent variables and the model’s output (either
a probability score or class based on the probability score) as the dependent variable. We can then make
inferences about the model’s decision function based on the coefficients of the linear surrogate model. The
r-squared, or explained variance, of the surrogate model tells us how well the surrogate model approximates
the original model.

While this approach has the advantage that it is highly flexible and easily interpretable via the estimated
coefficients, the disadvantages are manifold. First, if the surrogate model does a very good job of explaining
the original model - for example with an R-squared of 98 percent — then it would behove us simply to use
the linear model in the first place. If it does not explain the surrogate model well, then we cannot rely on the
explanations it provides us with. Especially for our use case, where we want to explain rare and anomalous
instances, they must necessarily not be able to be well-explained by a linear model.

It is important to reiterate that the estimates from a linear regression surrogate model, and any other surro-
gate model for that matter, are making inferences about the model, not about the data itself. Thus, unlike the
original black box model itself which is an abstraction of the real data-generating process, the surrogate model
is in turn an abstraction of the black box model.

HFollowing Patino and Ferreira (2018), internal validity is defined as the extent to which the observed results represent the truth in the
population we are studying and, thus, are not due to methodological errors. Once the internal validity of the study is established, the
researcher can proceed to make a judgment regarding its external validity by asking whether the study results apply to similar patients in
a different setting or not.

12For a discussion of common approaches to explainable Al see e.g., Molnar (2019)
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9.1.2 Decision trees

One simple and intuitive method to understand the outlier scores of outlier detection algorithms is to estimate
and visualize a decision tree.

An advantage of the decision tree over linear regression is that it is more flexible, i.e., it can capture non-
linear relationships in the data and can model interactions between input variables that are not additive sep-
arable. To implement this method, the outlierness score and the data features are used to estimate a decision
tree regressor where the outlierness score serves as the label.

A decision tree highlights the most important features (in terms of entropy) for the outlier detection algo-
rithm. In other words, a decision tree highlights those features that are most relevant for the attribution of a
high or low outlierness score of a certain data point. It further delivers interpretable decision rules for these
features that can be understood by applying some domain knowledge.

Alternatively, one can estimate a decision tree classifier using the predicted outliers as labels. The tree
should be specified relatively simple, with only a small depth, so that it can be interpreted and visualized
more easily.

To illustrate this method we apply it to the Wplnvest data. Each observation in this data set consists of the
aggregate amount that a bank holds for a client in custody for each security, holder sector, and holder area. Let
A be a classifier that has been trained to detect reporting errors. Given a set of prediction scores for a reporting
period by classifier A, we estimate a decision tree (see Figure 8 for a simplified representation). With the help
of the decision tree, one could say that the trained classifier A assigns higher outlierness scores to observations
where Holder sector = Financials and the reported values are large both in the previous and in the current
period.

The illustration in Figure 8 can therefore be interpreted as follows: Since we normalized the outlierness
scores to the interval [0, 1] the numbers at the end of the tree can be interpreted as probabilities. Hence, if the
notation is percentage notation and the reported value is larger than the respective cutoff values, then in 80%
of cases the data point is classified as an outlier by the outlier detection algorithm (right most path in Figure 8).
If the notation is unit notation, the holder sector is financials and the holder area is EU, then the data point is
only in 15% of cases an outlier according to the outlier detection algorithm. This logic applies equally to all
leafs of the tree.

Figure 8: Decision trees for Explainable Al

Notation

Unit Percentage
’ Holder sector ‘ ’ Reported value ‘
Nonfinancials Financials <x >x

’ Instrument class ‘ ’ Holder area ‘ ’ Reported value ‘ ’ Reported Value

l0.05][01]  [015][0a5]  [0.2]04] lL

Notes: The figure illustrates the use of decision trees for explainable Al A stylized representation of a decision tree that
was estimated using outlierness score and the data features. A leaf node gives the outlierness score that the classifier likely
assigns to an instance. x, y and z represent cutoff values in the decision tree in case of continuous features.

Next, we apply decision trees to the IFS data to better understand the results of the outlier detection algo-
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Figure 9: Example of a decision tree using IFS data

VERM <= 0.702

mse = 0.016
samples = 23730
value = 0.117
ANZAHL_WP_ISIN <= 0.101 VERBL_SONST <= 0.777
mse = 0.008 mse = 0.034
samples = 21789 samples = 1941
value = 0.095 value = 0.358
UMLAUF <= 0.796 UMLAUF <= 0.798 DARLG <= 0.401 VERM <= 0.757
mse = 0.009 mse = 0.004 mse = 0.021 mse = 0.031
samples = 8108 samples = 13681 samples = 1546 samples = 395
value = 0.159 value = 0.057 value = 0.305 value = 0.565
mse = 0.005 mse = 0.011 mse = 0.002 mse = 0.011 mse = 0.018 mse = 0.006 mse = 0.018 mse = 0.024
samples = 5328 samples = 2780 samples = 11932 samples = 1749 samples = 1385 samples = 161 samples = 292 samples = 103
value = 0.128 value = 0.22 value = 0.043 value = 0.157 value = 0.284 value = 0.491 value = 0.5 value = 0.748

Notes: The figure shows an example of a decision tree using IFS data'®. Underlying outlier detection model is baseline
isolation forest.

rithm. In Figure 9, we plot the decision tree for our baseline Isolation Forest algorithm in the IFS data. The
interpretation of the tree is the same as discussed earlier in this section. We find that in the IFS data funds
with unusually large non-standard balance sheet positions like other equity and (other) liabilities (VERM and
DARLG, VERBL_SONST) are more likely to be classified as outliers by the algorithm. This can be seen on the
right side of the figure where funds with other equity positions greater than 0.757 and other liabilities greater
than 0.777 get assigned a very high probability of being classified as outliers by the algorithm. This is an
interesting economic relation that the algorithm detects because funds with large liabilities or non-standard
equity positions are relatively uncommon. The result also suggests that outlier detection in the IFS is capable
of detecting economically anomalous data points and that this particular model is less focused on data quality
issues concerning funds. As one can see from this example, the decision tree is a very helpful tool to under-
stand the estimated model and on which aspects of the data the algorithm is focused. With different input

features or alternative models, the result could be very different leading to alternative insights about the data.

9.2 Local methods

If we have estimated a well-performing model which indicates that a particular instance is anomalous, the
model has likely detected that this instance is meaningfully different from similar instances. For example, if a
security has a market value in euros of €10 billion and is nominally denominated in Egyptian pounds, whilst
all other securities of €10 billion are denominated in euros, the model might predict that this instance is an
outlier; given the neighbourhood (market value in euros), the reported nominal currency is anomalous. This
simplified example illustrates the need to estimate a surrogate model with input instances that are similar to
the instance that is to be explained.

This need to have an explanatory method which is locally valid is one component of a more general frame-
work for instance-specific explanatory methods. Although there is no single agreed-upon definition of what
constitutes a good explanation, Table 11 summarises commonly used standards for valid local explanatory

models. 14

I3VERM is other equity, ANZAHL WP_ISIN denotes the number of ISIN-securities in the portfolio, VERBL_SONST is the amount of other
liabilities, UMLAUF gives the units outstanding, and DARLG are loans to property companies.
14For a broader discussion, see Alvarez-Melis and Jaakkola (2018), Antwarg et al. (2019), and Lundberg and Lee (2017)
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Table 11: Summary of common characteristics of a valid explanation
Local accuracy / | An explanation should be accurate within the local proximity of
faithfulness the instance in question
Missingness If a feature value is missing, it should receive a weight of zero in
the explanation model
Explicitness / in- | If a model changes, and the contribution of a feature in the new
telligibility model increase relative to the old model, the surrogate model’s
attribution to that feature should not decrease. In other words,
the explanation is consistent with human intuition.

There are only two (related) methods that satisfy at least two of these axioms. These methods two are

described below.

9.2.1 Local interpretable model-agnostic explanations (LIME)

Following up on the idea that a linear regression provides a good linear approximation, even for nonlinear re-
lationships in the data, LIME aims to estimate a regression in the local area around an instance to approximate
the contribution of input features to the output value for that instance. The idea is very similar to that of a
kernel regression.

For a given instance, LIME takes random samples of instances from the input space and perturbs them.
These perturbed instances are plugged into the model and a linear regression is estimated on the resulting
output. Importantly, the weight that each perturbed instance received in the regression is based on exponential
smoothing kernel.

The choice of kernel is a major drawback for LIME, as with tabular data with possibly many binary vari-
ables, different distance kernels can lead to very different explanations (see Molnar (2019)). This drawback is

addressed with the second method.

9.2.2 Shapley additive explanations (SHAP)

Directly picking up on drawbacks inherent in LIME’s weighting function, SHAP uses a concept from game
theory — Shapley values — to attribute to each feature their “fair” weight in local surrogate regression model.
Originally used to fairly attribute payoffs to players in a multiplayer game, Shapley values are a permutation-
based method repurposed to provide explanations that satisfy the conditions stated above. Briefly sum-
marised, Shapley values are the average marginal contribution of each player to the output in a multiplayer
game as they are present or absent in all possible coalitions with other players, therefore rendering its com-
putation expensive. Yet a sufficient estimation of Shapley values can be obtained by focusing on small and
large coalitions. SHAP uses this insight to create the SHAP Kernel, which uses the weights that each coalition
would receive in the Shapley value calculation to weight the perturbed instances for the local surrogate regres-
sion model. Thus, SHAP provides us with an explanation method with strong theoretical grounding and all

the desirable properties outlined in Table 11.

9.2.3 Applications of local explanations

Having local explanations of individual instances is useful in many parts of the machine learning pipeline.
Below we identify two use cases in which we found local explanations to be helpful.

Use case 1: Individual explanations for business experts and end users This is one of the most common uses
for individual explanations, and one we encountered often during the model validation phase. For example,
after we had a working model that was showing good results on the partially labelled data we had available,
we obtained predicted outliers on unlabelled validation data and wanted to have domain experts evaluate our

predictions. Given the large number of features in the data set, there are many ways in which a particular
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data point may be anomalous. We wanted to be able to provide guidance on what — in particular — our model
found anomalous with a particular instance. To this end, we applied SHAP to obtain instance-level feature
attribution for a sample of highly anomalous instances. Figure 10 shows the Shapley values for one particularly

anomalous instance.

Figure 10: SHAP explanations for a single instance
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Notes: The figure shows SHAP explanations for a single instance. On the x-axis are the SHAP values, and on the y-axis are
the input features into the original model. The figure shows how the features contribute (across all alternative “coalitions”
of feature values) to the outlier score of the instance. Thereby, SHAP allows us to interpret a single feature’s importance not
only in the relation to the realization of other features’ values that characterize the instance but also for alternative values
of the remainder of features.

Featura

The Shapley values clearly point to three features as contributing most to the outlieredness of the in-
stance: INITTAL_ MARKET_VALUE, INITIAL_.RAW_VALUE, and INITIAL_ NOMINAL_VALUE. After consult-
ing with business experts, this instance was indeed anomalous due to an incorrect reporting of the INI-
TIAL_ RAW _VALUE feature. This exercise also pointed out a limitation of the model: in so far as the input
features are correlated!®, as is the case with all three of these features, the SHAP and LIME will not be able to
distinguish between them.

Providing this additional information to domain experts is an improvement over a simple outlier-inlier
indicator, and additionally help researchers understand the behaviour and edges of their model.

Use case 2: Feature influence During the development of the model, it is often illuminating to understand
how the model’s output is influenced by certain input features. This in turns can help developers with further
tuning and feature engineering. Feature dependence plots on feature values and their corresponding Shapley
values from the model help to do this.

Figure 11 shows the SHAP explanations for two features in a model, and along with their respective feature
values. The left panel shows that the feature, VERWDP, is unimportant for this model’s predictions. The right
panel on the other hand indicates that this feature, VERM, is moderately important for the model, where
values of zero are also meaningful for some instances. Without these explanation methods, researchers are
often left to deduce which features are important by observing the models post-hoc performance with and
with a particular set of features. In the unsupervised setting, this is not possible and thus such explanations

are very useful for model comparison and diagnostics.

9.2.4 Evaluation

Although these methods are very useful additions to the unsupervised toolbox, they are both costly in terms
of computation time, and in the case of LIME as discussed above, considerable practical downsides when

working with tabular data.

ISMARKET_VALUE is the market value of the holdings; NOMINAL_VALUE is nominal or book value of the holdings; RAW_VALUE is
the originally reported book value of holdings (i.e. original currency, etc). The INITIAL means that this was the value of the first reporting
of the bank, which may have been subsequently changed. See Blaschke et al. (2020) for more details on the data.
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Figure 11: Individual model explanations and corresponding feature values

010
0125 ¢
0.08
0100 .
n0R [) >
N s » T .
-3 . N &
5 0.075 K4 8o oF
0.04 W - . R o % &
o o e ® L] ® a0 =2
z 3 g oo0s0 . e * s
5 o0 2 o _o% 1
T °® :‘ o a
a L ] ° : 5]
5 0025 0.? ° =
oo0{ @ se me o « ess s me . % oo
[ ] :’
° o
-0.02
* -0.025 .
-0.04
0 2 3 6 E w0 12  hgature value: VERWP 25 00 25 50 75 100 125 15 Geature value: VERM
VERW? VERM

Notes: The figure shows individual model explanations and corresponding feature values. Both figures show the SHAP
values on the y-axis and their corresponding feature values on the x-axis. On the left, the SHAP values are not meaningfully
different than zero, whereas for the subfigure on the right, larger values of the feature are associated with larger SHAP
values. Data source: IFS Jan-2019

In terms of runtime, Table 12 summarises an experiment computing local explanations for the top one
hundred instances of a data set by predicted outlier score using LIME and SHAP.

Table 12: Test runtimes for 100 individual local explanations
’ ‘ Method Runtime ‘ ‘

LIME 3m31s +/-13s
KernelSHAP 11m22 +/-44s

That KernelSHAP is computationally expensive is certainly an important consideration when deciding at
what point in the model development process such explanations warrant the time to compute them. For early
stages of model development, global surrogate models may suffice to give researchers rough intuition as to
feature importance. For later stages, such as interfacing with business experts or regulatory stakeholders,
SHAP and to a lesser extent LIME are a worthwhile tool to reach for.

9.3 Autoencoder neural network

In the last decades, neural-network-type models have shown a remarkable progress in various domains. How-
ever, understanding the decision making process of such complex models remains a challenging task for do-
main experts. In the following, we outline our approach to providing explanations for outliers that were
detected with an autoencoder.

The goal of the Autoencoder Neural Network is to perform a lossy compression of the data into a lower
dimensional space (encoder) and to reconstruct the data in its original dimensionality as accurately as possible
(decoder). Because reconstruction is imperfect, the deviation of the reconstructed data from the original data
— the reconstruction error — reflects the success of the model in reconstructing a sample. Because the recon-
struction error is tightly linked to how well a sample fits into the structure of the data that is preserved in the
lower-dimensional space, it provides us with a measure of the outlyingness of a sample. Consequently, we
can use the reconstruction error to separate inliers that follow a common pattern (low reconstruction error)
from outliers that deviate from the common structure of the data (high reconstruction error). One challenge of
this approach is that the reconstruction error — a single scalar — is not sufficient to answer the question why a

sample is flagged as an outlier. To provide an explanation why an observation was flagged as an outlier we
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study the reconstruction error and its properties in more detail. Instead of collecting the reconstruction errors
on the instance level we collect them on the attribute level. In particular, we unfold the reconstruction error of
an instance and study corresponding reconstruction errors per individual attribute. This way we are able to
identify whether a particular field was reconstructed or not. The subset of fields that were not reconstructed
trigger high reconstruction error of an instance. As a result this subset of entries are most likely contain struc-
turally unusual pattern. Figure 12 depicts a schematic overview of the reconstruction on the attribute level.
In this example two attributes (CURRENCY and INSTRUMENT) were reconstructed incorrectly. Moreover,
given the values of the other attributes the model predicts that the CURRENCY should be "EURO’ instead of
"GBP” and INSTRUMENT should be 'F_32" instead of 'F_52’. Therefore, there is a high chance that these two
fields contain an error and as a result have to be screened. Technically this is achieved by applying the softmax
function on the final/output layer of the decoder network per categorical attribute. Since we use the one-hot
encoded representation of a categorical attribute the result of the softmax provides the normalized scores for
all categories of an attribute which can be used as a probability estimates. Finally the element with the high-
est probability score is selected as the prediction category. If such category differs from the corresponding
category of the input instance then the field is flagged as incorrectly reconstructed. Such methodology also
provides an opportunity to the domain expert to order potential reporting errors correspondingly and start
the auditing process from such field(s) that most-likely contain the most severe error(s).

Figure 12: Correct and incorrect reconstructions
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Notes: The figure provides a schematic overview of the correct and incorrect reconstructions on attribute level of the
Autoencoder Neural Network. Each field is flagged correspondingly based on the reconstruction errors collected per
attribute field.

Such technique allows us to flag a set of attribute fields that affect the reconstruction quality of an instance
at most. In other words, the combination of attributes that were reconstructed incorrectly appears to become
an anomaly pattern. Most likely this set of attribute values is what makes the sample anomalous and as a
result some of these fields might contain an error. We believe that such features provide more detailed expla-
nation of a particular decision(s) made by the Autoencoder Neural Network and could serve as an important
supplement to the domain experts’ toolbox.

10 Conclusion

Steadily rising data volumes and an increasing complexity of statistical reporting of micro data led to a surge
in the interest of statistics departments to employ statistical learning methods from the fields of data science
and machine learning to provide data user with the highest possible data quality. Reducing the burden on the
reporting agents in the data quality management process and achieving an overall higher operational efficiency
of statistics departments with minimal (costly) human input are equally important goals when moving to data

science and machine learning methods.
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In this paper, we outlined the steps that we took to implement a prototype that is capable (i) to detect
outliers on an unsupervised basis (ii) to provide explanations of data points that seems suspicious, and (iii) to
incorporate the feedback of domain experts in the process. We apply our pipeline to data sets that are collected
by the Bundesbank and cover the structure and format of a wide range of financial data, including interest
rates, money market statistics, sectoral securities holdings, and investment fund holdings. In addition, since
we had information on previous reporting errors of all the aforementioned statistics, we were able to evaluate
the performance of the various unsupervised algorithms in detecting unusual data points.

We conclude that unsupervised learning algorithms, applied to granular financial data that was collected
by a central bank, are not only suitable to detect incorrect reporting and thereby improve the data quality, but,
in conjunction with explainable Al, can also provide explanations for what distinguishes outliers from inliers.
However, our work also stresses that a production pipeline that is largely automated and that provides the
possibility to actively incorporate (human) feedback is at least as important as a proper selection of algorithms.
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Restoration of omissions in the quarterly indicators of financial

statements for the Other Financial Institutions in the Bank of Russia

Piruza Alieva, Anna Borisenko, Petr Milyutin, Denis Koshelev
Abstract

Quarterly financial accounts and sectoral balance sheets’ statistics in the context of financial instruments
and sectors of the economy, formed on the basis of microdata, is a reliable information basis for a
comprehensive and deep macroeconomic analysis. Most organizations in the Financial Corporations sector
(S12) report on an annual and quarterly basis, but for some of them, including organizations of the Other
Financial Institutions subsector (S125), which perform non-licensed activities, data is only available on an
annual basis. On a quarterly basis, only a small part of these organizations’ reporting is available. Therefore,
to ensure the completeness of the range of companies in the formation of statistics of financial accounts
and sector balance sheets, it is necessary to restore gaps in the quarterly indicators of financial statements
of organizations. In this article the results of restoring omissions in the quarterly indicators of financial
statements for the Other Financial Institutions subsector (5125) in the Russian Federation, which perform
non-licensed activities, are presented. In particular, the results of the traditional methods (regression
analysis, individual growth rates, cluster analysis) and Machine learning-based methods, that can be
applicable to recover data, such as random forest and generative neural network.

Keywords: financial accounts and sectoral balance sheets’ statistics, Other Financial Institutions subsector in
the Russian Federation, restorations of omissions in the quarterly indicators, Machine learning-based
methods
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Introduction

In accordance with Clause 16.1 of Article 4 of Federal Law No. 86-FZ, dated 10 July 2002, 'On the
Central Bank of the Russian Federation (Bank of Russia)’, the Bank of Russia develops the methodology for
compiling the Russian Federation financial accounts in the System of National Accounts (SNA) and
organises the compilation of the Russian Federation financial accounts (hereinafter, SNA financial accounts).
The Bank of Russia’s obligations to form the measures of the financial accounts and financial balance sheets
of the SNA on a quarterly and annual basis are also stipulated in Recommendation No. 8 ‘Sectoral Accounts’
within the G20 Data Gaps Initiative (DGI-Il). The Bank of Russia has been publishing the financial accounts
and financial balance sheets, being part of the System of National Accounts of the Russian Federation, since
2015 on a quarterly and annual bases. The Bank of Russia relies on the System of National Accounts 2008
(2008 SNA)" manual as a conceptual and methodological framework for compiling financial accounts and
financial balance sheets.

Statistics provided in quarterly financial accounts and sectoral balance sheets, broken down by
financial instrument and economic sector, which are compiled based on microdata, expand the
opportunities for enhancing the efficiency and the depth of macroeconomic research. This in turn improve
the understanding of interconnections between the real sector and the financial industry of the country’s
economy.

A significant advantage of SNA financial accounts is the fact that they are an important source of
data used to analyse activity in the economic sectors failing to provide detailed information, e.g. in the
subsector ‘Other financial corporations’ (of the sector ‘Financial corporations’) comprising a large number
of organisations not reporting to the Bank of Russia.

The key challenge in compiling statistics on organisations in the subsector ‘Other financial
corporations’ is that, in contrast to the majority of organisations in the sector ‘Financial corporations’ (512)
regularly reporting to the Bank of Russia on a monthly, quarterly and annual basis, information on all
organisations in the subsector ‘Other financial corporations’ (5125) can be obtained only on an annual basis.
The main source of data for compiling statistics on the subsector ‘Other financial corporations’ is annual
accounting (financial) statements producing the main portion of processed statistics (whereas quarterly
statements are only submitted by a small number of these organisations).

In this regard, when quarterly SNA financial accounts are compiled, it is essential to have
comprehensive information as of quarterly dates when only a part of organisations submit their reporting,
as well as to ensure that annual and quarterly statistics are comparable. For this purpose, it is needed to

close data gaps in organisations’ accounting statements as of quarterly dates.

' System of National Accounts 2008 (European Commission, United Nations, Organisation for Economic Cooperation and
Development, International Monetary Fund, World Bank).
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This paper outlines statistical and machine learning methods which will be used to close data gaps
in the measures of accounting statements as of quarterly dates for the subsector ‘Other financial
corporations’ of the sector ‘Financial corporations’ (hereinafter, OFCs). In particular, the paper considers the
results of using the individual growth method and cluster analysis, and describes the currently applied
method for restoring missing data (the '1/4" and dynamics extension methods). Among machine learning
methods, the authors consider the random forest method for regression, gradient boosting model and the
generative adversarial network (GAN).

The authors explore the following balance sheet measures (Form No. 0710001) as the data to be
restored on the quarterly bases, because these measures are the key ones for compiling SNA financial
accounts:

e Loans (short- and long-term ones),
e Accounts receivable,
e Accounts payable,
e Equity and investment fund shares.
The methods employed were compared based on the following criteria.
1) Discrepancies between restored and actual values in an artificial sample as of 1 January 2017 and
1 January 2020.
2) Interpretable dynamics (identification of organisations accounting for a rise or a decline in a

particular measure).

Overview of methods for closing data gaps in quarterly measures of
accounting statements

There is a vast number of statistical methods generating quarterly data based on annual values.
Specifically, the quarterly financial accounts for the 1950s published by the Federal Reserve System were
obtained based on the interpolation method.? This method estimates quarterly values of various financial
measures in the form of a fixed weighted linear combination of annual values for the periods t-1, t and t+1.
Thus, interpolation determines unknown intermediate values in a time series as a linear combination of
bordering annual values.

To estimate unknown quarterly values of financial measures, the Federal Reserve System also applies
the ratio method.? Under this method, the first step is to calculate the ratio R, for each quarter using known

data, according to the formula:

R.. = Xt,h
t,h — 4
h=1xt,h

2Board of Governors of the Federal Reserve System, 2000.
3 Financial Accounts: History, Methods, the Case of Italy and International Comparisons, 2008, p. 118-122.
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where x, ; is the base time series with known quarterly values, h = 1, ...,4 is the order number of a quarter,
and t =1, ..., N is the order number of annual values.

The resulting ratio is then used to derive the unknown value of a particular measure for the relevant
quarter, according to the formula:

Yen = Rendt

where y,, t =1, ..., N is a series of annual values.

The above methods are easy to use and are in line with time aggregation limits. However, the
quarterly series generated by these methods omit possible dynamics of an unknown quarterly series.

Most central banks use the Chow-Lin method* to derive quarterly values from annual figures. This
method assumes that a time series of annual figures and the dynamics of quarterly values are strongly
correlated with each other and have the same order of integration equal one, which means that the above
time series are cointegrated. According to the Chow-Lin method, the coefficients of a linear regression
model are estimated with the autocorrelation of order 1 errors using the generalised least squares method.
Then, based on the estimated coefficients of the model, the quarterly values of variables are derived.

If the assumption of the correlation between the annual values of a particular measure and its
disaggregated values (quarterly values) is rejected, Fernandez's method® or Litterman’s method® is then
employed. Fernandez's method estimates the coefficients of a linear regression model with random errors.
Contrastingly, Litterman estimates a linear regression model with the autocorrelation of order 2 errors. It
should be noted that Litterman extended the method proposed by Fernandez with the autocorrelation
coefficient equalling zero.

To restore missing values in the measures of accounting statements as of quarterly dates, it is also
possible to apply machine learning methods. Specifically, the generative adversarial network (GAN) is one
of the most widespread methods used to close data gaps. The GAN is an algorithm of unsupervised machine
learning built on a combination of two neural networks. One of them (the generative network) generates
candidates (the generative model), whereas the other evaluates them (the discriminative network) trying to
distinguish generated candidates from true data (the discriminative model). Hence, the idea of this method
is to produce objects that would resemble true ones. This method is often applied to restore missing parts
in images. However, the technique of producing realistic objects can also be applied to generate the vectors
whose elements are balance sheet measures in accounting statements corresponding to companies’ actual
behaviour in the market. The Wasserstein GAN (WGAN), which is an extension to the conventional GAN

offering an alternative way to train the model, improves the approximation of the distribution of data

4 Chow, G. and Lin, A. Best Linear Unbiased Interpolation, Distribution, and Extrapolation of Time Series by Related Series. The Review
of Economics and Statistics 53, 1971, p. 372-375.

> Fernandez, R. A Methodological Note on the Estimation of Time Series. The Review of Economics and Statistics 63, 1981, p. 471-478.
6 Litterman, R. A Random Walk, Markov Model for the Distribution of Time Series. Journal of Business and Economic Statistics 1, 1983,
p. 169-173.



observed in the training sample. The benefit of the WGAN is that the training process is more stable and
less sensitive to the model architecture and the choice of hyperparameter configurations.”

It is also possible to find a direct functional dependence between balance sheet measures by using
ensemble trees algorithms to solve regression problem. Two of the most popular algorithms used: random
forest® and gradient boosting®. Both models are ensemble decision tree models. In random forest model
trees are built independently and final result is mean output of all decision trees. In gradient boosting every
new tree helps to correct errors made by previously trained tree, thus, final model is sequentially connected

trees. Gradient boosting often is more accurate but prone to overfitting. So, both models were used.

Description of data

Other financial corporations are financial institutions providing financial services, except credit
institutions, insurers, pension funds, and financial auxiliaries. OFCs comprise leasing companies, financial
holdings, factoring companies, investment companies, mortgage companies, mortgage agents, and other
organisations.

A part of OFCs perform activities supervised by the Bank of Russia. These OFCs include pawnshops,
microfinance organisations, consumer credit cooperatives and agricultural consumer credit cooperatives,
professional securities market participants, and housing savings cooperatives. However, the largest portion
of OFCs’ financial operations are performed by organisations that are not subject to the Bank of Russia's
supervision. This is the group of financial institutions that this paper deals with.

OFCs that are not subject to the Bank of Russia's supervision account for a rather significant
portion of information impacting the dynamics of released official statistics on SNA financial accounts. OFCs
carrying out activities not supervised by the Bank of Russia account for over 90% of the total balance of
OFCs (line 1600 in Form No. 0710001 ‘Balance sheet’ and make more than 70% of their overall number over

the entire period under review (Table 1).

" Martin Arjovsky, Soumith Chintal, Léon Bottou. Wasserstein GAN, 2017.
8 Leo Breiman. Random Forests, 2001
9 Jerome H Friedman. Greedy function approximation: a gradient boosting machine. Annals of statistics, 2001, p. 1189-1232
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Table 1. Portion of the total balance and number of OFCs, whose activities are beyond the scope of the Bank
of Russia’s supervision, in the total balance and number of all organisations classified as OFCs

Portion of unsupervised OFCs' total balance | Ratio of the number of unsupervised OFCs
in all OFCs' total balance to the overall number of OFCs
01.01.2015 97.34% 72.75%
01.01.2016 97.48% 76.97%
01.01.2017 96.07% 77.31%
01.01.2018 95.29% 83.45%
01.01.2019 99.28% 84.47%
01.01.2020 99.54% 85.52%

The main descriptive statistics for the measures of accounting statements as of annual dates (1

January 2016-1 January 2020) for OFCs not supervised by the Bank of Russia are presented in Table 2.

Table 2. Descriptive statistics for the main measures of accounting statements of the subsector of OFCs
not supervised by the Bank of Russia, as of annual dates, min of rubles

Maximum Mean value Standard deviation
Accounts receivable 360 629.53 60.44 2081.14
O
S Accounts payable 345 204.79 54.96 1948.86
N
e Loans 420 355.01 156.40 3898.93
o
Equity and investment fund 675510.8 153.52 434828
shares
Accounts receivable 713 452.34 69.66 3479.26
N~
S Accounts payable 724 855.60 66.87 3454.53
N
2 Loans 764 417.40 166.15 5484.51
o
Equity and investment fund 522 092.58 153.92 3760.17
shares
Accounts receivable 672 230.23 72.46 3618.33
[e0]
S Accounts payable 607 838.35 64.71 3413.29
(oV]
S Loans 784 792.92 200.77 7 029.77
o
Equity and investment fund 570 229.35 175.67 421196
shares
Accounts receivable 644 381.76 97.04 4 056.20
()]
S Accounts payable 645 739.15 90.86 3 934.06
N
i Loans 1079 909.35 274.70 8979.45
o
Equity and investment fund 1003 973.45 249.19 6820.11
shares




01.01.2020

shares

Accounts receivable 698 177.71 110.31 4 002.05
Accounts payable 684 351.64 96.69 3660.11
Loans 1022 043.26 325.50 9 538.12

Equity and investment fund 1163 698.12 297.53 8302.93

According to Table 2, organisations of the subsector of OFCs whose activities are beyond the scope

of the Bank of Russia’s supervision are rather heterogeneous over the entire period under review. This is

evident from the high values of variation indicators (variance, standard deviation, variation coefficient).

The main source of information for compiling quarterly SNA financial accounts of OFCs whose
activities are not supervised by the Bank of Russia is primary statistics submitted according to federal
statistical forms No. P-3 ‘Data on organisations’ financial standing’ (hereinafter, form No. P-3) and No. P-6
‘Data on financial investment and liabilities’ (hereinafter, form No. P-6). However, the coverage in the above

forms had been low during several years (see Table 3). Loans have the highest coverage ratio, while Equity

and Accounts payable — the lowest coverage ratios.

Table 3. Dynamics of the coverage according to forms No. P-3 and No. P-6 of the main
financial instruments for OFCs whose activities are not supervised by the Bank of Russia,
as of annual dates, %

01.01.2016 01.01.2017 01.01.2018 01.01.2019 01.01.2020
Accounts payable 4.77 18.60 11.46 10.74 13.38
Accounts receivable 16.67 17.90 14.91 22.67 29.02
Loans 30.76 36.36 31.90 56.60 58.79
Equity and
investment fund 3.37 15.60 16.16 12.98 24.31
shares

As regards OFCs whose activities are beyond the scope of the Bank of Russia’s supervision, data on
all these organisations are only available on an annual basis. As to quarterly reporting of these organisations,

only a small part of it is available. Chart 1 shows changes in the main financial measures of accounting

statements of OFCs whose activities are not supervised by the Bank of Russia.
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Chart 1. Changes in the main financial measures of accounting statements of OFCs not supervised

by the Bank of Russia, 01.01.2016-01.01.2021, min of rubles
Moreover, the number of OFCs submitting statements as of quarterly dates, including federal
statistical forms (forms No. P-3 and No. P-6), is considerably smaller than the number of organisations
submitting reporting on an annual basis (see Chart 2). These forms are submitted predominantly by large

organisations of the OFC subsector.

34829
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Chart 2. Changes in the number of statements submitted by OFCs not supervised by the Bank of

Russia, 01.01.2016-01.01.2020
Chart 2 evidences that OFCs mostly submit statements as of annual dates. According to the analysis
of changes in the main measures of accounting statements, the most widespread pattern of gaps over the
period from 1 January 2016 to 1 January 2020 is missing data only as of quarterly dates. Specifically, over
the period under review, 22.08% of OFCs provided data on Accounts receivable only as of annual dates,

22.04% — on Accounts payable, 20.58% — on Loans, and 27.66% — on Equity.
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Chart 3 shows the behaviour of stable organisations of the OFC subsector not supervised by the Bank
of Russia, that is, of the organisations that submitted data on the main measures of accounting statements
as of all quarterly dates over the period from 1 January 2016 to 1 January 2020. Stable organisations
primarily demonstrate bucket dynamics of the main financial measures over the considered period, with

declines as of quarterly dates.
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Chart 3. Changes in OFCs’ main financial measures, 01.01.2016-01.01.2020, mIn of rubles

Results of different methods used to close data gaps

The previous stage of the research made it clear that it is impossible to compile financial balance
sheets on a quarterly basis for the subsector of OFCs whose activities are not supervised by the Bank of
Russia relying solely on the data submitted to the Bank of Russia. Only a small part of reporting is available
on a quarterly basis. Therefore, to obtain comprehensive information on all companies when compiling
statistics on financial accounts and sectoral balance sheets, it is necessary to restore missing values in the
measures of organisations’ accounting statements as of quarterly dates. Below are the main results of
various statistical and machine learning methods employed to restore missing data in the measures of
accounting statements as of quarterly dates. It should be noted that the analysis encompassed all OFCs,
including those subject to the Bank of Russia’s supervision, in order to improve the quality of data

restoration.

Cluster analysis

As evident from the analysis of descriptive statistics for the main measures of accounting
statements, the subsector of OFCs whose activities are not supervised by the Bank of Russia is highly
heterogeneous. For this reason, k-means cluster analysis was carried out at the first stage. The scree test

formed 11 clusters (see Chart 4).
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Chart 4. Determining the optimal number of clusters

The variation coefficient for the measures of accounting statements for OFCs not supervised by the
Bank of Russia by cluster is presented in Table 4.

Table 4. Variation coefficient for clusters

# Accounts payable Accounts receivable Loans Equity and investment
fund shares
1 6.09 7.39 19.97 7.68
2 17.45 6.65 29.76 7.78
3 15.96 7.13 11.39 5.44
4 19.83 4.95 12.81 12.32
5 17.03 11.97 6.73 17.84
6 5.52 6.54 4.89 4.34
7 10.08 11.54 13.13 4.57
8 6.24 4.83 5.05 9.18
9 6.94 4.04 7.79 6.54
10 21.47 17.25 16.53 8.74
11 8.73 7.46 5.62 6.32

According to Table 4 cluster analysis doesn't solve the problem of heterogeneity, as the value of

variation coefficient for each financial instrument in each cluster remain high.

Individual growth rates

As demonstrated by the analysis of missing values in the dynamics of the main measures of
accounting statements, it is possible to apply interpolation. This method estimates quarterly values of

various financial measures in the form of a fixed weighted linear combination of bounding annual figures.
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Let us assume that the value as of the end of the third quarter (y;) is missing, whereas all other
values are known. In this case, the value of the unknown quarterly measure is calculated according to the

formula:

Y5 -y,
2 )

where y; is the value of the measure at the end of the third quarter, Y; is the value of the measure as of the

Y3 =Yy, +

end of the year, and y, is the value of the measure as of the second quarter. Other cases are considered in
a similar way.

The results of interpolation are presented in Chart 5. Changes in the resulting main financial
measures resemble the dynamics of measures in accounting statements submitted by stable companies of
the OFC subsector shown in Chart 3. The reason for this is that the coverage ratio as of quarterly dates is
very low, due to which the result of data restoration is very similar to stable companies’ behaviour. However,
there is no reason to believe that the behaviour of organisations not submitting statements on a quarterly
basis repeats the behaviour of large market participants that submit such reporting.
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Chart 5. Results of restoring the main financial measures using the individual growth method, min of
rubles

"1/4" and dynamics extension methods (current method)

Currently, the main method to restore missing values on a quarterly basis is the so-called '1/4'
method. It assumes that all quarterly dynamics of balance sheet measures in the OFC subsector are
proportionately equal to the annual dynamics of the same financial measures. In particular, the values of
unknown quarterly measures are calculated according to the formulas: y;; = 0,25(Y2,L-—Y1,i), Vai =
0,5(Ys; — Y1), ¥3; = 0,75(Y,; — Yy;), where v, ;,¥,;, 3, are unknown values of the measure as of the first,
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second, and third quarters, respectively, for the i organisation and Y;;,Y,; are known annual values as of
the beginning and the end of the year, respectively, for the i organisation. When the value as of the end of
the relevant year is unknown, the latest known value of a given measure over the year is taken as the
unknown quarterly value.

By attributing a proportionate change over the year to each quarter, it is possible to uniformly
distribute the annual growth or decline of a particular financial measure, thus smoothing the dynamics.
Furthermore, when the latest known values are attributed as of quarterly dates where there is no closing
annual date, the balances of the additionally calculated measure change only based on known data. We
thus avoid significant errors in the dynamics when data as of the next annual date are received. The results

of current method are presented in Chart 6.

25000 000
20000 000
15000 000
10000 000
5 000 000 f e —
0
© ] o o A A A A L) N N D O S 9 9 Q Q Q O "e
4 ’LQ\, ’\,Q'\/ ’\Q'\, ’LQ\ ’LQ\ ’Lé\ ,‘9\ "VQ\’ ,\9’\. ’LQ\ ’LQ'\’ N ’1’0\ ’\9\ ’\9’\' ’L@/ ’1,@, ’1’6\1 "9"1' ’»Q"l/
NI SR SR M SR G AT U S M S U SR T AN Y AR U
; N N N N 5 & N N N N N N N o N N N
Q'\" Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q \) Q Q Q
m— AccoUNts payable Accounts receivable Loans Equity and investment fund shares

Chart 6. Results of restoring the main financial measures using ‘1/4" and dynamics extension methods,
min of rubles

Random forest and gradient boosting

As an alternative to classic models we use machine learning algorithms for data recovery such as
random forest and gradient boosting. We assume that there is functional relationship between current value
of balance indicator and previous values of company's balance indicators. So the relationship for indicator
i in period t (yf) looks like this:

Ve = tn o Y Yoo 91

Small training sample and large variance in sizes and structures of balances lead to the fact, that

fitting this model doesn't give good results. Instead we use following relationship:

i~ Yio1 _ fi(yé_l il viee v, 5
St S Sy Semy T ST
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Where S, — aggregate balance of company. The dependence of the share of the increase in the
balance sheet indicator is estimated depending on the distribution of the shares of indicators in the two
previous periods. For each indicator, training sample contains companies, with this indicator filled in in the
current period, and all indicators filled in past and before last periods. Thus, part of the data recovered by
the algorithm before is not included in the learning process.

Random forest and gradient boosting models are used for estimation fi. To tune model
hyperparameters (number of trees, maximum tree depth, etc.), the assumption is used that the dependence
of the value of any indicator on the values of indicators in past dates has a similar structure to the
dependence of the annual value on past annual values. Thus, to select the hyperparameters for each
indicator, tests were made on the annual data which is fully completed.

The results of these methods are presented in Chart 7 and Chart 8 respectively.
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Chart 7. Results of data restoration using random forest, min of rubles

13



25000 000
20000 000
15000 000

10000 000

v W

© o o o A A A A N D N D ) 9 ] 2 (N} Q Q2 < "
N S & & N & N M 3 I\ N\ N ) I\ M & & &V v N v
v v v v v v N v v v v v v v v v v v v >
RN SR SN N AR N N SR N A SN N N RN N
[\ [\ [\ 3 [N N\ [\ 3 [\ S I\ 3 [N [\ 3 [\ [\ e 3 [\e [N
Accounts receivable Accounts payable Loans = Equity and investment fund shares

Chart 8. Results of data restoration using Gradient boosting model, min of rubles

Generative adversarial network

Each measure of financial statements is considered separately. The vector of values for each
company is a time series of 17 elements, each of which is a quarterly value of the measure.

The generative network should be trained using the maximum possible number of real companies
will all data filled in. However, the array of source data is very sparse as a large portion of companies'’
quarterly information is unavailable. To increase the number of companies in the training sample, it is usual
to also include companies with ‘almost all’ data filled in. In this case, these are companies having three
missing values at most. These missing values are filled in based on mean (quarterly) growth rates calculated
for all companies (except the outliers where a specific company’s quarterly growth rates are beyond the
range [0.7, 1.5]). This generates a training sample that is significantly larger than the original sample of all
filled-in data, which uses ‘almost all’ filled-in data with the minimal impact of growth rates.

After the GAN is trained, the noise generated by it as inputs transforms into the vector of financial
measures of a simulated company. To achieve a high accuracy, the input noise is changed iteratively using
the Adam optimiser so as to make inputs closer to the filled-in values of the vector. The generative network
thus simulates a company which is most similar to the one having data gaps. The generative network
outputs are used to close data gaps.

Missing data for all companies are restored sequentially for each financial measure. The results of

this method are presented in Chart 9.
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Chart 9. Results of data restoration by the GAN, mIn of rubles

Comparative analysis of the methods used to restore quarterly values of the
measures of accounting statements and conclusions

At the previous stage of the research, we presented the main results of the data restoration methods
employed. Below are the results of the comparison between the currently applied '1/4' and the dynamics
extension method, as well as machine learning methods, namely the Random Forest algorithm for
regression, gradient boosting model and the generative adversarial network (GAN).

To compare the results of the methods used to close data gaps for each of the reviewed measures
as of 1 January 2017 and 1 January 2020, we formed a sample of organisations from the ensemble of other
financial corporations carrying out unlicensed activities and made an additional calculation for this sample.
The sample for each financial measure included organisations that had not submitted their statements
according to federal statistical forms No. P-3 and No. P-6 as of the dates under review.

To compare the methods used, we calculated the ratio of the deviation of the restored values from
the actual ones to the total value of each financial measure. The results of closing data gaps in the main

financial measures are given in Table 5.
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Table 5. Comparison of the results of different methods used to close data gaps,
as of 1 January 2017 and 1 January 2020, %

01.01.2017 01.01.2018 01.01.2019 01.01.2020
Accounts receivable -7.13 6.80 -8.16 -2.90
% Accounts payable -11.01 848 -13.13 -9.84
% Loans -344 2.07 -10.50 -4.43
I
3 Equity and investment fund shares -9.93 -10.33 -16.05 -3.88
. [Accounts receivable -2.73 11.23 1.96 0.08
%
:]8_) Accounts payable -4.88 13.26 -1.81 5.25
.é Loans -3.95 7.27 -8.14 -0.83
o Equity and investment fund shares -0.06 -6.45 -13.33 -8.11
- Accounts receivable 346 10.30 7.77 2.74
E -é Accounts payable -6.63 6.65 2.88 23.44
S ()}
s % Loans -4.23 7.98 -8.11 244
8 Equity and investment fund shares 0.19 -5.14 -12.13 -8.25
Accounts receivable -18.32 -1.18 -5.19 11.03
- Accounts payable -14.27 -1.51 2.24 3.76
5 Loans 12.90 12.25 -8.97 -4.59
Equity and investment fund shares 8.94 39.72 -25.13 -8.00

Source: the authors' calculations.

As demonstrated by the analysis of the results presented in Table 5, we can't distinguish the best
approach to close data gaps. According to the Table 5 random forest was the best algorithm in many cases.
Contrastingly, generative adversarial network method showed the highest ratio of the deviation. This is so,
because, first of all, there are not enough points to fit on the GAN model. Secondly, the learning set is more
likely to have missed many maxima and minima of the loss function (that finds the weights of neural
network), i.e. points where the gradient is zero. This is occured when the domain of inputs is not dense, i.e.
the input values are not closely clustered (typical case for sparse data).

The main disadvantage of machine learning methods is their bad interpretive properties, whereas
the current method identify organisations accounting for a rise or a decline in a particular measure.
Unfortunately, it is hard to tell which method will be preferable for a particular indicator at a certain point
in time. Furthermore, there is a significant difference in the results of the calculations of each measure: on
average, the best results in data restoration can be achieved in Accounts receivable, whereas the worst
results — in Equity. This may be associated with both the low coverage as of quarterly dates, as compared

to annual dates, and high volatility of this indicator.
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Overview of the Other Financial Intermediaries in the Russian

Federation

Portion of unsupervised OFls’ total balance in all OFls’ total balance

Table 1. Unsupervised OFIs’ statistics

Ratio of the number of unsupervised OFIs number to the overall

number of OFls

01.01.2015 97,34% 72,75%
01.01.2016 97,48% 76,97%
01.01.2017 96,07% 77,31%
01.01.2018 95,29% 83,45%
01.01.2019 99,28% 84,47%
01.01.2020 99,54% 85,52%
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Figure 1. Dynamics of the main financial measures of accounting statements of unsupervised OFlIs’, 2016 — 2020, min of rubles
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Cluster analysis

Table 2. Variation coefficient for clusters

Equity and
Accounts Accounts investment
) Loans
8 " payable receivable fund
i % shares
3 1 6,09 7,39 19,97 7,68
o 2 17,45 6,65 29,76 7,78
o 3 15,96 7,13 11,39 5,44
% 4 19,83 4,95 12,81 12,32
5 17,03 11,97 6,73 17,84
. 8 6 5,52 6,54 4,89 4,34
=S i 7 10,08 11,54 13,13 4,57
e 8 6,24 4,83 5,05 9,18
-1|o <]> 1|o 2;) 3Io 4|o 9 6,94 4,04 7,79 6,54
Assets

10 21,47 17,25 16,53 8,74

Figure 2. Results of cluster analysis

11 8,73 7,46 5,62 6,32
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Current approach of the restoration of omissions in the quarterly
indicators
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Figure 3. Results of the restoration of omissions in the quarterly indicators (min of rubles)
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Individual growth rate method
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Figure 4. Results of the restoration of omissions in the quarterly indicators (min of rubles)
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Stable OFIs’ main financial measures
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Figure 5. Changes stable OFCs’ main financial measures, 01.01.2016-01.01.2020, min of rubles
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Random forest
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Figure 6. Results of the restoration of omissions in the quarterly indicators (min of rubles)
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Gradient boosting model
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Figure 7. Results of the restoration of omissions in the quarterly indicators (min of rubles)
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Generative adversarial networks (GAN)
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Figure 8. Results of the restoration of omissions in the quarterly indicators (min of rubles)
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Comparison of methods and conclusions

Table 3. Results of comparison of methods (deviation of estimated value from real number)

01.01.2017 01.01.2018 01.01.2019 01.01.2020
Accounts receivable -7,13% 6,80% -8,16% -2,90%
Accounts payable -11,01% 8,48% -13,13% -9,84%
Current method

Loans -3,44% 2,07% -10,50% -4,43%
Equity and investment fund shares -9,93% -10,33% -16,05% -3,88%

Accounts receivable -2,73% 11,23% 1,96% 0,08%

Accounts payable -4,88% 13,26% -1,81% 5,25%

Random forest

Loans -3,95% 7,27% -8,14% -0,83%

Equity and investment fund shares -0,06% -6,45% -13,33% -8,11%

Accounts receivable 3,46% 10,30% 7,77% 2,74%

Accounts payable -6,63% 6,65% 2,88% 23,44%

Gradient boosting model

Loans -4,23% 7,98% -8,11% 2,44%

Equity and investment fund shares 0,19% -5,14% -12,13% -8,25%

Accounts receivable -18,32% -1,18% -5,19% 11,03%

Accounts payable -14,27% -1,51% 2,24% 3,76%

Generative adversarial networks

Loans 12,90% 12,25% -8,97% -4,59%

Equity and investment fund shares 8,94% 39,72% -25,13% -8,00%
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Supervised machine learning for estimating the
institutional sectors of legal entities on a large scale

Francesca Benevolo, Thomas Gottron, llaria Febbo, Nicolo Pegoraro’

Abstract

The Register of Institutions and Affiliates Data (RIAD) is the European System of
Central Banks' (ESCB) shared register providing master data for more than 10 million
legal entities. One of the key RIAD features is the provision of institutional sector
classification according to the ESA 2010 methodology. The distinction between
different types of financial institutions, non-financial corporations and private versus
public sector is of high importance for several ESCB tasks. In fact, information on the
institutional sectors is mandatory for all entities in RIAD and is maintained on an on-
going basis by experts at National Central Banks and at the European Central Bank.
Though, the process of classifying entities by institutional sector is currently manual
and time consuming — as necessary to ensure the requested accuracy — and therefore
hardly applicable on a large scale, e.g. when a high number of entities need to be
imported from external registers.

To address this use case, we present an automated, high-quality approach for the
bulk classification of entities according to their (ESA) institutional sector. The
estimates produced serve as good preliminary information supporting the expert
assessment and the final entity classification. The approach is based on supervised
machine learning with a two-level-approach. It makes use of publicly available
information on legal entities, e.g. their name, residence, registration authority or legal
form. We use a hierarchical setup of ensemble methods tailored to suit the business
needs for the hierarchy of the ESA institutional sectors. Furthermore, we use deep
neural networks to create semantic embeddings for company names which have
shown to improve classification performance. The approach has been tested and
evaluated on a dataset of approximately 550,000 known entities and it was applied
to estimate the institutional sector for nearly 1 million entities not yet in RIAD.

Keywords: ESA 2010, institutional sector, Legal Entity Identifier, RIAD, machine
learning, estimation

JEL classification codes: C130

" Disclaimer: This paper should not be reported as representing the views of the European Central Bank
(ECB). The views expressed are those of the authors and do not necessarily reflect those of the ECB.
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Introduction

The European System of National and Regional Accounts (ESA 2010) is an
internationally compatible EU accounting framework for a systematic and detailed
description of an economy (Eurostat, 2013). At the European Central Bank (ECB), the
ESA sector classification is used in several business processes and databases.

The Register of Institutions and Affiliates Data (RIAD) is the ESCB's shared register
providing master data for more than 10 million legal entities such as banks, private
enterprises, and public institutions. One of the key RIAD features is the provision of
institutional sector classification according to the ESA 2010. The information about
ESA sectors in RIAD is mandatory for all entities and it is well maintained by experts
at National Central Banks (NCBs) and the ECB.

ESA sectors are used to distinguish between types of legal entities, e.g. non-
financial, deposit-taking corporations, insurance corporations or governmental
bodies. The ESA sector classification in RIAD comprises a code with prefix “S” followed
by a number with maximum three digits (cf. Table 1). The nine ESA sectors falling
under the financial sector start with “S12". The other seven ESA sectors not belonging
to the financial sector start with “S11”, “S13", “S14" and “S15".

The process of classifying RIAD entities (especially those residing outside EU) by
institutional sector is currently performed manually. The process is time consuming
because it needs to ensure a high level of accuracy. This approach is hardly applicable
on a large scale, e.g. when a high number of entities need to be imported from
external registers such as the Global Legal Entity Identifier Foundation (GLEIF). For
these use cases, automated approaches are necessary for providing a preliminary ESA
sector estimate. The motivation to work with ESA sector preliminary estimates is to
streamline experts’ work. In this way, ECB and NCBs experts can prioritise their work
and focus on entities of higher relevance for the central banking tasks, i.e. financial
entities.

In this paper we present an automated, machine learning based approach to
estimate the ESA sector of GLEIF entities based on publicly available reference data
(e.g. name, address, legal form, registration authority).

The approach leverages on the overlap between GLEIF and RIAD populations and
uses this overlap as labelled training data. The labelled data provides the basis for
training a two-level supervised machine learning model based on a Random Forest
classifier.

We make the following contributions in this paper:

e Weinvestigate the potential of using supervised machine learning for estimating
the legal entity ESA sectors solely based on entity reference data. To the best of
our knowledge there is little prior work dealing with ESA sector estimation and
no prior work performing this task only via reference data.

e We investigate methods for feature engineering of reference data (e.g. feature
selection, semantic embeddings, one-hot encoding).

e We systematically test and evaluate different supervised machine learning
methods and identify the best solution for the task.

e We demonstrate that the final solution is of high quality and can safely be
integrated in the RIAD production environment.



Table 1: ESA sector classification

ESA sector Description
S11 Non-financial corporations
S121 Central banks
S122 Deposit-taking corporations except the central bank
S123 Money Market Funds (MMFs)
S124 Non-MMF investment funds
S125 Financial corporations other than MFIs, non-MMF investment

funds, financial auxiliaries, captive financial institutions and
money lenders, insurance corporations and pension funds

S126 Financial auxiliaries

S127 Captive financial institutions and money lenders
S128 Insurance corporations

S129 Pension funds

S1311 Central government (excluding social security funds)
S1312 State government (excluding social security funds)
S1313 Local government (excluding social security funds)
S1314 Social security funds

S14 Households

S15 Non-profit institutions serving households

Related work

There is a wide range of research addressing the estimation of economic activity
codes or institutional sectors of business units. A recent investigation by ONS
(Noyvirt, 2021) looking into machine learning approaches to solve this task concluded
that achieving a high accuracy remains a challenge. Approaches for estimating the
economic activity or sector of an entity mainly differ in terms of input data, methods
and target codification schemes.

In the context of classifying counterparties in the EMIR dataset (Lenoci & Letizia,
2021) external sources were used to provide context. This context information helped
in identifying the type of activity of an entity, e.g. because its information was
obtained from the ECB's list of monetary financial institutions. The overall solution
then involved a knowledge-based classification system.

Many approaches leverage the availability of national codifications for economic
types of activity for assigning NACE codes (Eurostat, 2008) to entities. Different
machine learning techniques are used in settings where no one-to-one translation
between different codification systems is available. The techniques range from the
use of multi-level classification systems (Giudice, Massaro, & Vannini, 2020), matching
pre-processed textual descriptions (Colasanti, Macchia, & Vicari, 2009) tokenising
web texts and generating descriptive features (Kihnemann, van Delden, &
Windmeijer, 2020) or supervised solutions like Naive Bayes, Random Forest, Support
Vector Machines, k-Nearest Neighbours or voting ensemble methods (Roelands, van
Delden, & Windmeijer, 2018).

4 Supervised machine learning for estimating the institutional sectors of legal entities on a large scale



A general survey of how to model a probabilistic approach for capturing overlaps
of text tokens for coding the occupation sector of survey respondents is discussed in
(Gweon, Schonlau, Kaczmirek, Blohm, & Steiner, 2017).

The paper at hand presents an approach that is new in respect to the work
available in the literature. To the best of our knowledge there is little prior work
addressing the estimation of ESA sector classification. Our work offers a new method
of estimating the ESA sector classification, based on machine learning techniques
such as text analytics, neural networks, and random forests.

Methodology

A thorough analysis of the classification task and users’ needs led to specific
methodological choices, i.e. the use of a two-level supervised machine learning model
and semantic embeddings.

The reason for selecting a two-level supervised machine learning model derives
from the primary need to distinguish financial versus non-financial entities. The first
step identifies financial entities, i.e. S12 (independently from the ESA sector detail).
The second step estimates the full three-digit ESA sector code (5122, S123, etc.).

The aim of exploring semantic embeddings is to make entity legal name
information more manageable and valuable. The entity legal name constitutes the
most valuable resource for identifying an entity’s nature as well as the largest
challenge in processing it. To verify the statistical relevance of the legal name we
analysed the words frequency (to find the most explicative for ESA sectors) and
generated semantic embeddings using neural networks (with the scope of retrieving
hidden meaning from the legal names).

In this section we provide further insights into these two choices.

A supervised learning approach

We modelled the task as a supervised learning approach because we could leverage
on the existing overlap between GLEIF and RIAD, i.e. 548,464 legal entities belong to
both databases. The common entities were used to align GLEIF features with the
target RIAD variables. This aligned data was needed to train and test our models.

The main steps undertaken to build the model are illustrated in Figure 1 and can
be summarised as follows:

1. Building a first level model to classify observations into financial and non-
financial entities. This task is a binary classification problem aiming to predict if
an entity belongs to the financial class. Accordingly, the target variable was re-
shaped into a binary variable with a value of 1 if the ESA sector started with "S12"
(financial) and a value of 0 otherwise. The decision of this high-level distinction
was driven by the business need to primarily distinguish between financial and
non-financial entities. The use case of prioritising a further manual assessment
implied a conservative approach which is rather biased towards assigning
uncertain entities to the financial class. We addressed this requirement by using
weighted classes in the classification task. The weights reflected priorities in the



outcome and the corresponding preference for different types of errors in the
classification.

2. Building the two second level models which subsequently predict the
detailed ESA sector class. The second level consists of two sub-models. The first
sub-model aims to detail the financial entity class (i.e. distinguish among credit
institutions, money market funds, pension funds, central banks, etc.). The second
model aims to detail the different types of non-financial entities (e.g. non-
financial corporations, governments, households). The financial and non-
financial domains are quite heterogeneous. The advantage of having two
separate sub-models is to better fine-tune our algorithms and deal with such
heterogeneity.

Figure 1: Process design
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Legal name analysis

In this paragraph we discuss the impact of the entity legal names on our work, i.e. the
analysis of individual words used in legal names as well as the benefit of using
semantic embeddings.

We analysed the words frequency in the legal names. The most frequent words
were slightly different when considering only entities belonging to the S12 classes
(financial). Our assumption was that some words in the legal names were more likely
to be used by financial entities since the company name may include indicative hints
on the main business of an entity. Legal names containing terms like “bank”, “fund”
or “insurance” provide good evidence for a financial entity. Instead, if the name
contains terms like “manufacturing”, “travel” or “transport”, the entity probably
belongs to the non-financial sector. We decided to include the most frequent words
as features for our models, using one-hot encoding. We also included some
additional words that were defined as very relevant by the RIAD experts. The business
expertise on certain words being indicative for S12 or not S12 was a very good
motivation to consider individual words as features.

In the semantic embeddings work, the challenge lies in the text complexity of
company names. Information in text is encoded on the semantic level and involves a
deeper understanding of concepts and their relations expressed by words. While to a
certain extend this knowledge can be encoded in a rule-based static knowledge base
it is tedious to set up and maintain such a knowledge base. As an example, the
multilingual context was challenging in the sense that we had to deal with words such
"bank”, "banca” or "banque” that refer to the same concept. Semantic embeddings
are a technique to represent texts as high dimensional, numeric vectors, where similar
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vectors represent similar concepts or even meaning. It is a well established approach
for multiple use cases of text processing.

We computed semantic embeddings using a deep recurrent neural network. For
our use case we made good experiences using a relatively simple topology of a bi-
directional recurrent neural network composed of LSTM neurons neurons (Hochreiter
& Schmidhuber, 1997), following by a multi-layer dense network of ReLU nodes. The
network was trained on a large number of legal names taken from GLEIF. The values
observed in the last layer of the dense network served as the semantically rich
representation of the legal names. These embeddings were included as features in
the actual ESA sector classification task.

Data

Our analysis leverages two data sources: GLEIF and RIAD. GLEIF contains a rich feature
set for legal entities covering basic reference data. Among others, this feature set
contains information on the name, address, legal identifiers, registration authorities
or relations to parent companies and subsidiaries. Some GLEIF information items, like
the address information, are structured further, e.g. to distinguish between legal
address, headquarter address, other addresses, or transliterated addresses. All these
features are potential raw input variables for an ESA sector prediction model.

When we started our exercise, it was possible to establish a link between records
in RIAD and GLEIF via LEl for approximately 550,000 entities. The first step was to
partition the dataset into training, testing and validation data. We decided to take
20% out as blind holdout data before creating the models. The blind holdout data
provides the basis for a final evaluation of the machine learning model’s performance
after it has been trained and tested. It was not used to make decisions about which
model to use or for improving or tuning algorithms. The remaining 80% of the
labelled data was used to build, train, and test the models. We used a simple random
split for partitioning the data.

We started to analyse the data in an explorative phase to get a better
understanding of the task. As extensively discussed, this paper aims to estimate the
ESA sector for entities in GLEIF. The distribution of the ESA sector classes is
unbalanced in our dataset (cf. Table 2). The financial entities (starting with S12)
represent the 21.7% of the total.

The non-financial entities (S11, S13, S14, S15) represent the 78.3% of the overall
volume. Among those, the non-financial corporations (S11) play the main role: with
415,426 units, they cover 75% of the entities. We took these percentages as
benchmark of our model, at least for the binary problem of predicting if an entity was
financial or not. Our goal was to build a model that could estimate the ESA sector
significantly better that an approach based on flipping a coin with probability 0.783.



Table 2: ESA sector frequency in the data

ESA sector Count Frequency
S11 415,426 75.74%
S124 51,226 9.34%
S127 28,321 5.16%
S125 14,065 2.56%
S126 11,990 2.19%
S15 8,840 1.61%
S122 6,471 1.18%
S128 3,404 0.62%
S129 2,754 0.50%
S1313 2,463 0.45%
S14 1,381 0.25%
S1311 804 0.15%
S1314 481 0.09%
S$123 444 0.08%
S1312 31 0.06%
S121 83 0.02%

Experiments

First level model

The first level model was a Random Forest Classifier with 100 trees, optimised
parameters (from parameter search techniques) and weighted classes. The model was
trained and tested on a dataset of 438,771 records with cross validation methods. It
was finally validated on our blind holdout dataset of size 109,693. Being a binary
classifier, the first level model must deal with two types of errors: false positives and
false negatives. The RIAD experts wanted to reduce the error of classifying entities as
not financial when they were financial. We translated the business constraint by
reducing the false negatives.

Methodologically, we accepted higher false positive, while keeping as low as
possible the false negative, i.e. the error of predicting as "Not Financial” the entities
that were “Financial” in reality. Therefore, we included a higher weight for the class
“Financial”. After several experiments, we decided that a triple weight was a good
compromise among keeping the percentage of false negatives under 5% and having
an acceptable percentage of false positives (<30%).

The confusion matrix in Figure 2 shows the percentage of the real entity type
versus the prediction of being financial or not in the validation set. Among the entities
predicted as "Not Financial” (Predicted = 0), only 5% (5 480) were “Financial”
(Actual=1). The number of false negatives resulted to be quite low, as requested by
the RIAD experts. As consequence, we accepted a higher error for the false positives.
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In our data, 23% of the entities 79,863) predicted as “Financial” (Predicted = 1) were
“Not Financial” (Actual = 0) in reality.

Figure 2: Results on blind hold out data Weighted confusion matrix for first level model
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We used the accuracy metric to evaluate the models. The accuracy is the
proportion of correct predictions (both true positives and true negatives) among the
total number of cases examined. Accuracy is used as a statistical measure indicating
how well a binary classification test correctly identifies a condition.

We selected the Random Forest Classifier with triple weights on financial classes,
all variables, and semantic embeddings. The selected model was validated on the
blind holdout dataset with 109,693 labelled records, which was not used in the test
and training phase to guarantee the test integrity. The overall accuracy score of the
first level model was 90% on the blind holdout dataset. In other words, in 90% of the
cases the first level model could predict correctly if an entity was financial or not.
Please note that this value of accuracy must be taken with a grain of salt, as it also
reflects the bias of the model to declare entities as financial entities. This tendency of
reducing false negative results has a slightly negative impact on the overall accuracy
of the model.

Second level models

The second level model for financial entities aimed to assign the ESA sector to entities
that were estimated as “Financial” by the first level model. We trained this second
level model on entities that were predicted as S12 (financial) in the first level model.
The selected model for financial entities was a Random Forest Classifier for multi-
class target with 100 trees and selected parameters. We run some experiments
considering XGBoost. Like the first level model, we excluded the XGBoost classifier
due to an observed accuracy lower than 90%.



The selected model was validated on 24,350 records from the blind holdout
dataset that were predicted as “Financial” by the first level model.

In Figure 3, the number of well predicted “Financial” entities by the second level
model is 18,035 on the blind holdout dataset, corresponding to the 73% of the data.
This means that the three digits ESA classification was correctly predicted as financial
in 73% of the cases. The accuracy dropped significantly from the 90% of the first level
model. The reason is related to the business choice of reducing false negatives.
Among the 24,350 entities that were predicted as “Financial”, we have a 23% of
wrongly classified entities from first level model. This percentage is amplified in the
second level model, as the errors made earlier cannot be corrected by the second
level models.

Figure 3: Second-level model for financial entities - Results on blind hold out data

1 8,0 35 Second level model
prediction: number of

entities predicted as
First level model “Financial”
prediction: number of 24’350 C

entities predicted as
“Financial”

6,31 5 Second level model

prediction: number of

entities predicted as
“Not Financial”

The second level model for not financial entities aimed to assign the ESA sector
classification for entities that were predicted as "Not-Financial” by the 1st level model.
The input data includes 85,343 records. The experiments motivated us to select a
Random Forest Classifier with 100 trees and ad-hoc parameters. As in the previous
models, alternatives to the Random Forest Classifiers demonstrated inferior
performance.

The model was validated on records from the blind holdout dataset that were
predicted as “Not Financial” by the first level model. In Figure 4 the number of well
predicted "Not-Financial” entities by the second level model is 79,863 on the blind
holdout dataset, corresponding to the 93% of the data. This means that the three
digits ESA sector was correctly predicted as not financial in 93% of the cases.

Figure 4: Second-level model for not financial entities - Results on blind hold out data

First level model
prediction: "Not 85,343
Financial”

5,480 Second level model
prediction: “Financial”

79,363 Second level model

prediction: “Not

Financial”
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The model performance was measured by the accuracy scores on the blind
holdout dataset, that resulted to be in line with the accuracy scores of the test phase.
This means that the model's performance on new data was accurate as much as on
the test data.

Overall, we compared the accuracy scores calculated on the validation set with
those obtained in the testing phase. The results were very promising and made us
confident in the model generalising well. The accuracy scores on the test data were
very similar to those calculated on the blind holdout dataset, as shown in Table 3. Our
models were predicting the ESA sectors well, compared to the performance during
the test phase. The models did not show overfitting or underfitting problems.

Table 3: Accuracy score on test and blind data

Accuracy score

Model Test data Blind holdout dataset
First level: S12 vs not S12 0.9018 0.9018
Second level: S12 0.7326 0.7301
Second level: not S12 0.9874 0.9367

Conclusions

In this paper we estimated the institutional sector classification for legal entities
according to the ESA 2010, based on basic entity reference information publicly
available on the GLEIF website. The aim was to assign the correct institutional sector
to GLEIF entities, in view of their potential registration in RIAD.

The proposed solution was leveraging data on approx. 550,000 entities from
GLEIF which are already recorded in RIAD with their respective ESA sector
classification. Such data was used to build a gold standard for training, testing and
validating a supervised machine learning approach. The approach is composed of a
two-level design, with a first level model to distinguish between financial and non-
financial entities and two second level model to perform the fine-grained
classification into the final ESA sectors. We employed semantic embeddings methods,
feature engineering and selection, and random forest to address the task. The
solution was tested and evaluated on a blind holdout dataset. The evaluation showed
that the solution achieves high accuracy: 90% for the first-level model, 73% for the
second-level model on financial entities and 93% for the second-level model on not
financial entities. The adopted strategy also considered business-specific needs to
bias the first level classifier to ensure a high recall for identifying financial entities.

The resulting automated, high-quality process for the bulk classification of
entities according to their (ESA) institutional sector can be directly reused in the
future. The produced estimates will serve as high-quality preliminary information
supporting the expert assessment and the final entity classification. As a result, the
institutional sector of nearly one million entities from GLEIF have been made available
for the assessment of the RIAD experts before the potential recording in RIAD.
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RIAD: shared master dataset on legal entities

®* The Register of Institutions and Affiliates Data RlAD
(RIAD):

> is a shared master-dataset

> supports several clients and business processes
across the ESCB?!, SSM? and EBA3

> Has more than 12 Mn entities, more than 130

attributes

ESA Sectors are Demography

key RIAD feature

1 European System of Central Banks
2 Single Supervisory Mechanism

3 European Banking Authority
2 www.ecb.europa.eu ©



ESA 2010 sector classification

European System of Accounts
ESA sector Description (ESA) is internationally
S11 Non financial corporations compatible accounting
S121 Central banks framework for a systematic
S122 Deposit-taking corporations except the central bank and detailed description of a
S123 Money Market Funds (MMFs) total economy
S124 Non-MMF investment funds

Financial corporations other than MFls, non-MMF investment funds, financial auxiliaries,

Financial sector

iz captive financial institutions and money lenders, insurance corporations and pension funds
S126 Financial auxiliaries

S127 Captive financial institutions and money lenders
S128 Insurance corporations

S129 Pension funds

S1311 Central government (excluding social security funds)
S1312 State government (excluding social security funds)
S1313 Local government (excluding social security funds)
S1314 Social security funds

S14 Households

S15 Non profit institutions serving households

* As represented in RIAD K} www.ecb.europa.eu ©



GLEIF: Legal Entity Identifiers and reference data

® GLEIF is a non-profit organisation

®* GLEIF provides legal entity identifiers (LEI) for
corporations and other organisations

ENTITY Contains information on approx. 1,6 Mn entities
IDENTIFIER

VAN | &5 .
By L

® Entities involved in financial transactions need to
have an LEI

4 www.ecb.europa.eu ©



Attributes in GLEIF & RIAD

RIAD

4 Name
|dentifier(s)
g4 Address

) | E| &
I[JL.NI_IFILR
Name

LEI & national ID
Address

City
Postal code

g City
g Postal code

B

Country
Legal form (ISO 20275)

Legal form

797 ESA 2010 sector



Business case

Problem: Assigning ESA sectors to newly recorded RIAD entities is a
manual and time consuming process (esp. for non-EU).

Scope: Creating a model based on public GLEIF information able to
automatically estimate ESA sectors so to streamline RIAD experts’
work.

Question: How to estimate the ESA sector classification based only on
GLEIF data starting from a simple LEI code?

Solution: A supervised learning approach trained on RIAD data
applicable for present and future needs.

6 www.ecb.europa.eu ©



Supervised Learning Approach

545,541 entities in both GLEIF and RIAD

These entities have the
ESA sector available

GLEIF

d LEI .

RIAD

963,652 entities only in GLEIF

=) ESA sector to be
predicted for these entities

[ESA sector]

Training/Test data: entities in both databases. REAL DTy
Target variable: ESA sector.
Predictors: GLEIF attributes.

7 www.ecb.europa.eu ©



Process design

GLEIF data with
ESA sector in RIAD 109 108 | Blind holdout data (20%)

545 541

4306 433 | Training/Test data (80%)

Second level models

Focus on Financial entities ‘ Second level model S12

95 041

1 Focus on Not Financial # Second level model not S12
_ 341 392
First level model

8 www.ecb.europa.eu ©

Financial vs Not Financial

» Parameter tuning
 Cross validation
» Feature selection




Methodology

(FEATURE ENGINEERING ) (PARAMETERS TUNING )

Legal Name was encoded Comparison of Random

with semantic embedding to Forest input parameters to
Qmprove the predictions y Qind the best combination y
(CROSS VALIDATION A (BLIND HOLDOUT DATA A

The best model was Additional 100 000 entities

selected among 72 options used to confirm the quality

based on the accuracy. of the models in the end
\_ AN J

9 www.ecb.europa.eu ©




Two levels model : to find all Financial entities (S12)

- reduce false negative

First level model: Distribution of ESA sector in the data

Predict if an entity is financial (S12) or not. Frequency | Percentage
Second level models: Financial S12 118,554 22%
Predict ESA sector 3-digits code. i .

Not financial 426,987 78%

S12

First level model accuracy score: 90% Second level model accuracy score: 73%
Improvement from baseline (78%): Improvement from baseline (43%):
the first level model distinguishes the second level model predicts the 3-
financial and not-financial entities with digits ESA sector for financial entities
90% probability with 73% probability

10 www.ecb.europa.eu ©




Conclusions

« The application estimated the ESA sector for 963,652 GLEIF entities.
 The semantic analysis on legal names added value to the models.

» The parameters fine tuning and cross validation search helped to
find the best model.

» Benefits for the business areas (efficiency gain, prioritisation, data
availability)

* The innovative aspect of our work was to estimate missing data
using reference data only.

11 www.ecb.europa.eu ©




Appendix




Appendix: Embedded variables

The Legal Name was encoded with semantic embedding.

Results: 16 embedded variables were generated and used as models
predictors, improving the overall accuracy.

|nput sequence | hedge |%| securities |%| and ivestments |%| company |%| limited |
Coded sequence [ 707 B 2608 J»{ 2309 ][ 612 165 P 2110 B 0 B o ]
16 variables

13 www.ecb.europa.eu ©




Appendix: Embedded variables

Embedded variables: incorporate name information in the
classification task.

HEDGE SECURITIES AND INVESTMENTS COMPANY LIMITED

Traditional approach: Bag-of-words
»  Each word corresponds to an index number (using a dictionary)
»  Vector setting the index entry to 1 if the word is present.

2608 2309 612 2110
hedge securities | and | investme company limited

Drawback:
»  Space of words is of very high dimension and sparsely populated
»  Word order is lost in this representation

14 www.ecb.europa.eu ©




Appendix: Embedded variables

Input sequence | hedge |%| securities |%| and investments|%| company |%| limited | ]

Coded sequence [ 707 B 2608 > 2309 J[ 612 165 > 2110 B o B{ o ]

—{ LSTM P LSTM P LSTM P LSTM P LSTM F LSTM H{ LSTM » LSTM |

Bi-directional RNN

LSTM + LSTM + LSTM [+ LSTM L LSTM +{ LSTM +{ LSTM +{ LSTM +— |=
=
( ReI;"%J“T] (ReLU | | ReLU ] ReLU ] | ReLU ] @gLU ]
Dense network T - e e
(ReLU) [RelU) [ReLU) [ReLU)
Output classification ENZ

15 www.ecb.europa.eu ©




Appendix: Methodology

Top features used to predict the ESA sector:

« Category FUND

 Embedded variables from the semantic analysis of legal name

 Luxemburg as legal basis

* Legal form

* Presence of words HOLDING, INVEST, BANK, FUND in the
legal name

* Registration authority

16 www.ecb.europa.eu ©




AUC score

Methodology: Parameters fine tuning

Random Forest parameters: N estimators, tree depth, minimum sample
leaf, min sample split, max features.

0.836 4 08 ~ ——
0.80
0.834 4
0.75
0.832 "
E 0.70
0.830 1 g 065
<
0.828 4 0.60 -
0826 — Train AUC 055 — Train AUC
- Test AUC 1 — Test AUC
0.824 4 T T T T T T T T T 050 T T T T T T
0 25 50 = 100 125 150 175 200 0 20 40 &0 80 100

n_estimators Tree depth
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Methodology: Cross validation

Random Forest parameters grid with 3 folds for 24 combinations,
totalling 72 fits

from sklearn.mocdel selecticon import GridSearchCvV
# Create the parameter grid based on the results of random search

Best model from
Grid Search CV

param grid = |

'bootstrap': [True],
'max depth': [40, &0],
"'max features': [10, 20],
#¥'min samples lsaf': [3, 4, 5], {"bootastrap': True,
'min_;am;les;;plit' [10, 20, 30], 'max depth': 40,
'n estimators’ [10, 100] 'max:features': 20,
} 'min samples split': 20,
'n_estimateors': 100}

1stantiate the grid search mod

rf = RandomForestClassifier (random state = 42)
grid search = GridSearchCV(estimator = rf, param grid = param grid,
cv = 3, n_jobs = -1, werbose = 2)

www.ecb.europa.eu ©

18




Methodology: Blind holdout dataset

The models were evaluated on a blind holdout dataset to verify the
accuracy.

Result: The accuracy scores on the blind holdout dataset were very
close to the accuracy scores on test data.

‘ The models are stable

19 www.ecb.europa.eu ©
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Data science opportunities with non-cash transactional payments’
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European Central Bank

1

This presentation was prepared for the Workshop. The views expressed are those of the authors and do not necessarily reflect the views of the Bank of Italy, the BIS, the IFC or the central banks
and other institutions represented at the event.
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Overview

Fintech & data science - Data never sleeps

Data science pilots - Data mania versus phobia

Discovery - Partnership - insights for tool-kits

2 www.ech.europa.eu ©



Data never sleeps — Alternative sources

J. Powell (July 29, 2020): “Non-standard, high frequency data has become a very important thing”

2020
erery

O

- (o]
PESenTED Y pOM

Source: 2020: What Happens In An Internet Minute, Lori Lewis, domo.com

Pandemic triggering (daily, weekly)

* Increase in use of digital platforms
(online shopping, social media, music and film streaming,
booking & trading platforms)

* Digital data economy — tracking
e Consumer’s spending & savings
e Credit and debit cards
* Booking platforms (restaurants, air, housing)

A borderless market for digital data
European Data Strategy

* Data service act — Governance

* Cloud services

* Atrtificial Intelligence

* Machine readable digital formats

* Identifiers (entities, instruments, transactions)

* General regulation on data protection

* Public, academia, Private data exploration for knowledge

www.ech.europa.eu ©
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Fintech — A paradigm of borderless records

R\

E- trading  Clearing & Payment Credit cards  Mobile pay Price scans S-media

systems

Cior

*DLT, Block chain )

« Crypto-currency *Kickstarter & Indiegogo °AI|bal?a,

«Digital assets *Lending & financing *Ant Finance

«S-contracts *Peer to peer lending *Ant Fortune

«Token trading *Robo advisors * Zhima scores
* Alipay

*Supply chain management
* Ecosystem management

Data Science lab

* Credit pay
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Systematic acquire, Statistical algorithm, pattern Linking insights for new services &
Structure, Process, detections, Machine learning, Al competitive advantages

Source: Data Science in Economics and Finance for Decision Makers, Riskbooks.com 2021, Per Nymand-Andersen ’



The paradigm shift following the financial crisis

Micro-level statistics
» Security-by-security issuance/price
* Holdings of individual securities
* Interbank lending and holdings
e Banks individual loans to corporates
* l|dentifiers of Financial Institutions

* Individual bank supervisory data

Macro-level statistics
e Linking to sector analysis

e Securities issues & Banks interest rates

¢ Government finance & financial accounts

Data science analytics

www.ech.europa.eu ©
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Data Science Analytics — Engage with your data

Advanced analytics — 30 experimental pilots

Q’E

g O O <

Ny

* Fable Data

N
-

FACTIVA

Prices,
volumes

Taxonomy of
search terms

Consumer
transactions

Dow Jones
newswires

Prices of
goods

¢

euro area yield curves (Government bonds
& all euro area updated daily

Now casting macro-economics indicators
Households’ consumption expenditures,
leading indictors of economic activities

Now casting macro-economics indicators
households’ expenditure for consumption

Now casting economic activities

Volatility and resilience analysis
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FinTech and partnerships
Case stuolies

None-cash consumer spending using credit card transactions
partnership with alternative data sources

Real-time Europe: ansab on data tracking merchant
performance, market\dynamics and‘¢onsumer behaviour

Picture: conns.com 7



Non-cash transactional payments

Euro area card payments double in a decade
Share of total number of non-cash payments per payment method

Card Card

payments payments

Other Credit Card payments Credit
el transfers o Germany: 23.4 % v transfers
Portugal: 70.5 %
® Euro area: 45.7 %

E- Direct E- Direct
money debits money debits

Cheques Cheques

Today, Europeans are most likely to reach for a card when they want to make a payment
without using cash. While the number of card transactions in the euro area has more than
doubled in the last decade, the average value of each transaction has fallen



Non-cash transactional payments

Fable data sample: May 2021 - credit card transactions (1 million observations)

Total Amount spent per day

Standard
deviation

Average

Standard
deviation

Value (in million €)

4 Sundays and holidays

O Sundays and holidays
- mEan
- mean r- std

0 = - = 5 Days within month

31

This is work in progress and suggestions are welcome !



Non-cash transactional payments

Average/high/low expenditures/transaction in sector classification (Fable categories)

Expenditure (€)
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Non-cash transactional payments

Average daily spending per week per sector in May 2021

10 -

million €

Week 1
Week 2
Week 3
Week 4

ATM and Cashback
Bills and Utilities
Food and Beverage
General Merchandise
Grocernies

Health and Beauty
Leisure
Miscellaneous

Other

Travel



Non-cash transactional payments

Expenditure by age and income group (high, medium, low)
25 — median — 75" percentile

25th Percentile Median 75th Percentile

&0
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mm HGH
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Non-cash transactional payments

€ EURO AREA STATISTICS £l = n ‘ E‘J:'.-'u:‘f:H‘

Demo zoom in on regional distributional expenditure (average, total, perhabitant)
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Data science tools to answer research questions!

Timely Weekly Activities Index (WAI) calculated by Deutsche Bundesbank

At the current end

+

1 +
o 00 O A N OO N OB O O O

|
—

JASONDJFMAMIJ JASOND
2020 2021

— Weekly activity index
B GDP (quarter-on-quarter change)

The WAL is a weekly index designed to measure real
economic activity in Germany in a timely manner

Similar to the index published by the Federal Reserve
Bank of New York (Lewis et al., 2020).

Based on a |0 high-frequency alternative data sources
available covering various economic sectors

- Credit card data & Google search data, consumer
confidence, electricity consumptions, toll index
(trucks)....

Source: Eraslan, S. and T. Gotz (2020),
An unconventional weekly economic activity index

for Germany, Deutsche Bundesbank Technical Paper,
02/2020. www.ech.europa.eu ©



Data science tools to answer research questions!

Time series analysis of household expenditures for monetary policy,
financial stability, system risks analysis, banking supervision,

(« Creating indexes of
economics
activities

Composite
indicators
combined with
other macro-
economic
signals

Age, income,

sectors

Competitive
dynamics of
household
expenditures

Modelling as
explanatory
variables

across outlets

www.ech.europa.eu ©



Data Science analytics — Engage with your data !

One misperception of big data is that we do not need to worry about sample bias and representativeness,
as large volumes of information supersede standard sampling theory, since big data provide census-type information

Share of
credit cards

Household vs.
corporate

E> $ expenditures

Other credit
card firms

Not people - Credit
measurement Number of transactions el AR

3 Event driven Volume changes may not necessary refer to changes in demand
(more credit card payments during lock-down/covid-19?)

www.ech.europa.eu ©




Data Science and partnerships

Three takeaways

Moving from
experimenting
to tool-kits

Valuable source
Progress lies in for economic
experimenting activities

Leveraging on
Fintech
partnerships for
excellence

Amara’s law Data Science
labs

17 www.ech.europa.eu ©



Questions and (hopefully) answers

EUROPEAN CEMNTRAL BANK
EUROSYSTEM

ECB STATISTICS PAPER SERIES

Gaining insights - Growing understanding — Spreading knowledge

FACTS COUNT

The ECB Statistics Paper Series (SPS) is a
channel for statisticians, economists, researchers
and other professionals to publish innovative work
undertaken in the area of stalistics and related
methodologies of interest to central banks.

k gouy‘ talk
ou walk

Fact-chet
pefove Y

o WHAT ABOUTYOU WRITING?
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Using Twitter Data to Measure Inflation Perception

A working paper

Julien Denes Ariane Lestrade Lou Richardet

Banque de France

Abstract

Anchoring inflation expectations and measuring the current and future impact of prices evolution is a
crucial issue for central banks. With the current rise of social networks, a new source of information has
appeared to measure inflation perception. In this study, we propose an indicator of inflation perception
based on Twitter data, focusing on the specific community of users who retweeted posts of the Banque
de France account. Despite the bias induced, this strategy allows to efficiently extract information from
an expert community on economic and financial subjects, capturing a potentially more relevant signal.
We combine supervised machine learning and natural language processing methods with dictionary-
based filters to classify all tweets posted by these retweeters, by first detecting whether they relate to
prices issues, and then assessing which of the selected tweets mention inflation, deflation or is off-topic.
Finally, we create a Twitter indicator of inflation perception, which is the difference between the number
of tweets about inflation and the number of tweets about deflation. The resulting Twitter indicator is
consistent with monthly household surveys on inflation expectations and perception, and is highly
correlated with the inflation rate. We also show that it has a strong anticipatory power of the future
inflation. These results suggest that it is both possible and relevant to use Twitter data to construct a
daily measure of inflation perceptions.

JEL Classification: E31, C53, C55, D84, E58.

Keywords: inflation, inflation perceptions, inflation expectations, Twitter data, text mining, machine
learning, big data, real-time data, high-frequency data.

This working paper describes preliminary results of ongoing research. It is made available to the public
solely to elicit discussion and comments. Views expressed in the paper are those of the authors and do not
reflect the position of the Banque de France.

Authors’ email address: julien.denes@banque-france.fr.




1. Introduction

Maintaining price stability over the medium term is one of the most essential task of central banks
as it highly influences the trust economic agents have on the future. This raises the key question of how
to measure inflation, but most importantly how to measure the inflation expectations of the population
in order to anticipate their behavior. Formally, inflation is defined by the French National Institute for
Statistics (INSEE) as the loss of the purchasing power of money, which translates into a general and
sustainable increase in prices.” To measure this phenomenon on the long run, the Harmonized Index of
Consumer Prices (HICP) is the most used tool, in particular because it was designed to allow for
international comparison. Calculated monthly, it makes it possible to estimate, between two given
periods, the average change in the prices of products consumed by households. The methodology is
harmonized within the European Union to allow for comparisons between each member state national
Consumer Prices Index (CPI).

The most crucial question however is rather how economic actors perceive, anticipate, and react to
inflation. To measure this perception of inflation, several sources can be used. First, some indicators are
constructed using surveys. For instance, the European Central Bank (ECB) produces the Survey of
Professional Forecasters, who are asked to forecast inflation rate among many other macroeconomic
values. Likewise, the Consensus Economics survey and the Eurozone Barometer are both published every
month. Some surveys focus specifically on inflation, such as the Atlanta Fed Business Inflation
Expectations, in which participants provide their estimations of future inflation as values, or assign
probabilities that inflation is within predefined ranges. Some other indicators rather survey the
perception of non-professional individuals within the general population. For instance, INSEE's Monthly
Household Survey includes a few questions about perceived past inflation and expected future inflation
rate.

Second, indicators can also be extracted from financial markets, for instance using "break-even”
inflation rates and inflation swap markets. Break-even inflation rate is the difference between the yield
of a nominal bond and an inflation-linked bond of the same maturity. A swap is a product that converts
an inflation-indexed loan (or borrowing) into a fixed-rate loan (or borrowing). Unlike surveys, these
indicators are available at a high frequency and react more quickly about changes in the economy.

However, both those sets of indicators have some limits. For instance, if respondents to the ECB
Survey of Professional Forecasters are convinced of the Bank's credibility, their answers will reflect this
opinion rather than their true inflation expectations. Market indicators also have their limits, since
observed prices incorporate risk and liquidity premia and may carry a seasonality bias, which can be
problematic for extracting information on inflation expectations. The best way to obtain an unbiased
measure of inflation is therefore to have as much indicators as possible, taking into account the
limitations of each of them.

It is it this perspective that this study is inscribed. Our goal is to provide an alternative measure of
inflation perception, by exploiting information made available by social networks. The current boom in
social networks indeed provides a new source of information to find out how individuals feel about price
trends. Twitter in particular allows relatively open access to its massive data, with millions of tweets being
published each month, just in French. In order to keep the amount of data collected and analyzed within
a reasonable range, this study focuses on a specific subset of users, namely the retweeters of the Banque
de France Tweeter account. This community has been the subject of a previous internal study of Banque
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de France (Kintzler, 2018), which highlights among others the following characteristics: most retweeters
are French, located in Paris and work in the banking, finance or economic sector. They seem therefore
to be well informed about price evolution than the general population, and make them a population of
interest to survey. Some bias may of course arise in comparison with data obtained from the general
population, but we hypothesize that the opinion of informed experts on the topic are of higher value to
estimate the general perception of inflation.

Recent studies have explored the contribution of indicators that measure sentiment perception
about macroeconomic issues based on social media or newspaper data. For instance, Bertoli, Combes
and Renault (2017) have calculated a media sentiment indicator for short-term employment forecasting.
Thorsrud (2016) uses the content published by some Norwegian media to obtain a leading indicator of
activity in Norway. Finally, Baker, Bloom and Davis (2016) create an economic policy uncertainty (EPU)
index based on newspaper coverage frequency and demonstrate it proxies well for movements in policy-
related economic uncertainty. Altig et al. (2020) then generalize it by successfully applying their
methodology to Twitter, creating a high frequency uncertainty index. Despite this quite rich literature,
very few studies focus on analyzing social media data regarding inflation problematics.

Angelico et al (2021) from Banca d'ltalia published one of the pioneering studies in the use of
Twitter data for measuring inflation perception. The authors first collect all tweets in Italian related to
prices, and then filtered appropriate ones using topic models to reduce noise. They then identify tweets
related to increase of inflation and decrease of inflation using keywords, and finally combine create an
indicator of perceived inflation.

Inspired by these results, we propose a novel approach than also combines the two approaches,
namely keywords and natural language processing methods. Our final objective is to improve the
performance of the final indicator, in particular by using modern state-of-the art supervised machine
learning techniques rather than unsupervised topic models. Our methodology is conducted in three
steps, focusing on the case of France. First, we collect all tweets published by all accounts that have
retweeted a tweet from the Banque de France account. Second, we keep only those related to prices by
classifying them using word2vec embeddings and random forests. Third, we classify each tweet in one
of three categories: inflation, deflation, or other. Finally, we construct our indicator as the difference in
the number of tweets related to inflation minus those related to deflation. We finally show that our
indicator is highly correlated to more traditional survey-based metrics for the perception of inflation.

The remainder of the paper is structured as follows. We first describe the Twitter data used to create
the indicator of price perception. Then, we will explain our methodology and its consecutive steps.
Finally, we present the results and show their predictive power of the general perception of inflation.

2. Twitter data

In this study, we use Twitter data, which are increasingly used in economic news reporting. Twitter
is a social network where users can publish short posts called tweets. Each day, millions of tweets are
posted in French. From preliminary experiments, we even measured that thousands of tweets are posted
each day that mention the simple keyword “prix” (which translates to both “price” and “prices” in French).

For the purpose of this study, in order to keep the amount of tweets reasonable, this study focuses
on a specific subset of users, namely those who retweeted at least one post of the official Banque de
France Twitter account. A previous internal research paper from Banque de France (Kintzler, 2018)
collected this list of users and analyzed its population. It appears to be mostly French, located in Paris,



and working in the banking, finance or economic sector, as almost half of them have keywords related
to finance or economy in their account description. Appendix 7.4.3 presents the methodology used for
this analysis. Even though these users are not representative of the general population, extracting signals
from their tweets could be insightful because of their interest in economic matters. In future works, we
will endeavor to generalize our methodology to a much larger and more representative subset of Twitter
users, and if allowed to the whole population.

In order to not be limited by the restricted number of tweets imposed by the official Twitter AP,
we used the open-source tool Twint? to construct our database. Using our list of Banque de France
retweeters, we collected for each of them the whole history of their public post, referred to as “timelines”,
with the only condition that the detected language of the tweet must be French. In total, the list of
retweeters is composed of 3,548 accounts. We collected tweets from January 2008 to June 2021,
although further filtering in applied on the following steps. In total, the number of all posts in all 3,548
timelines amounts to 10,382,847 tweets.

The information available at the tweet level is very rich: the text of the tweet, the date of creation,
the geolocation, the language (in our case only French), the number of times it was shared or
bookmarked, etc. A twitter account is also characterized by several variables: the date of creation of the
profile, the short biography provided by the user, the number of accounts followed, the number of
followers, and so on.

3. Methodology

The biggest challenge of this study relies on succeeding to detect the tweets related to prices
among all possible topics discussed. Preliminary experiments showed us that using only is insufficient,
because the targeted theme is not precise enough to avoid the problematic of linguistic polysemy of
the French language. A very concrete example is the word “prix”, which means both “price” (both singular
and plural), and “award” or “prize”. Therefore, using a list of keywords that is too large will lead to
selecting too many tweets not related to inflation (“false positives”). On the other hand, a very restrictive
list of keywords may lead to filter out many relevant posts (“false negatives”). Using machine learning,
which is a much more flexible and precise tool, arises as a promising alternative. However, filtering the
whole database of Tweets could be much too expensive in terms of computing power and time, since
machine learning models rely on complex calculation, whereas keywords identification are extremely
simple and fast.

To leverage both tools as efficiently and as precisely as possible, we use multi-level filtering, in
which we combine keywords filters and machine learning filters to detect tweets relevant for the analysis.
The methodology consists of four steps filtering and classifying tweets. First, a dictionary-based filter is
applied to keep only tweets containing specific keywords related to the topic of prices. Second, a
supervised Machine Learning model is trained on a random sample of 800 manually labelled tweets, and
is used to the rest of the tweets in order to clean the residual noise of the first filter and retaining only
tweets related to prices matter. Third, a keywords-based method is used to classify the direction of prices

evolution mentioned in the tweets between “inflation”, “deflation”, or “other”. Fourth, tweets mentioning
foreign prices are excluded from the analysis since the study focuses on French prices.

The following sections detail each of these four steps, and present evaluations of the performance
of each of the filter used when applicable.

2 https://github.com/twintproject/twint




3.1.

First step: retrieve tweets related to the lexical field of inflation

This selection process relies on a dictionary-based filter build on six types of lexical fields related

to prices problematics. If a tweet contains one of the keywords belonging to one of these lexical fields,
it is selected. Otherwise, it is removed from the database.

As collected tweets are in French, most of the keywords are in French. However, since the

language specified by Tweeter is automatically detected, some tweets might be in English. Moreover,

some users may also use English expressions within tweets mostly written in French. For both reasons, a

small set of keywords in English has also been defined. Table 1 displays the six lexical fields defined. It

can be noted that the filter has been intentionally set broad to avoid missing any relevant tweet.

Lexical Field

Keywords originally used (French)

Keywords translated in English

Lexical field of
inflation with
economical terms

Inflation, déflation, stagflation,
désinflation, inflationniste,
déflationniste, antiinflationniste,
antidéflationniste, IPC, IPCH

Inflation, deflation, stagflation,
disinflation, inflationary,
deflationary, anti-inflationary,
anti-deflationary, IPC, IPCH

Onéreusx, cher, prohibitif, couteux,
élevé, exorbitant, inabordable,
conséquent, inaccessible, excessif,

Expensive, expensive, prohibitive,
costly, high, exorbitant,
unaffordable, consequential,

clopinette, abordable, raisonnable,
compétitif, accessible, acceptable,
normaux, moyen, équitable, intéressant,
convenable, négligeable.

Lexical Field of being . . inaccessible, excessive, abnormal,
. anormal, dispendieux, arnaque, . . . i
expensive . . expensive, rip-off, rip-off, ruinous,
arnaquer, ruineux, faramineux, hors de
, . outrageous, out of reach,
portée, rondelette, inconcevable, ) i
Y L ee roundabout, inconceivable,
rédhibitoire o
prohibitive
Faible, modique, avantageux, brader, Low, modest, advantageous,
imbattable, dérisoire, alléchant, réduit, | discounted, unbeatable, derisory,
occase, occasion, défiant toute attractive, bargain, bargain price,
L field of b concurrence, aubaine, modeste attractive, bargain, affordable,
Lexical field of bein ) ! o ' .
. g clopinettes, bon prix, attrayant, reasonable, competitive,
cheap

accessible, acceptable, normal,
fair, interesting, suitable,
negligible

Lexical field of prices
and costs

Prix, tarif, montant, co(t, loyer, vente,
achat, location, frais, abonnement,
facture, coCter, facturer, payer, tarifer,
vendre, devis, paiement, rabais,
tarifaire, croissance, promotion, remise,
ristourne

Price, tariff, amount, cost, rent,
sale, purchase, lease, fee,
subscription, bill, cost, charge,
pay, rate, sell, quote, payment,
discount, tariff, growth,
promotion, rebate, rebate

Lexical field of
statistical institutions
related to the
inflation’s measure

BCE, banque centrale, banque central,
Banque de France, INSEE, FED, taux
directeur, taux intérét

ECB, central bank, central bank,
Banque de France, INSEE, FED, key
rate, interest rate




Additional keywords | Price, prices, cost, costs, rent, rents, bill,
in English bills

Table 1: List and content of lexical fields used to detect tweets related to prices matters

After this filtering procedure is applied, only 5% of the tweets remains, that is precisely 504,664
tweets. This lazy procedure needs not to be completed by a more demanding filtering, which will allow
to remove the residual noise. Given the relatively small amount of remaining tweet, it is now possible to
train a use a tailored supervised machine learning algorithm.

3.2. Second step: detect tweets related to prices

A supervised machine learning model is a model that provided numerical or categorical features
of a tweet, will output a predicted label. It is called supervised because in the first place, it needs to be
trained with a set of correct examples, i.e. of features associated with the correct label. In our case, this
label is a binary value, which is set to 1 if the tweet is related to prices and 0 otherwise. In what follows,
we explain the various components of our model: how the features of each tweet are constructed, what
type of model is used and how it works, its performance, as well as how we manually labeled the training
sample to train the model.

3.2.1. Explanatory variables: 200 word2vec variables

The goal of word embedding models, also called language models, is to create numerical vectors
from textual data. Multiple word embedding models are available, and this study make use of the
word2vec model (Mikolov et al, 2013b), a probabilistic representation of words that take advantage of
neural networks. In this model, the word is represented as a vector in the Euclidean space. Two words
that appear frequently next to each other in the text will be close to each other in the Euclidean space.
This proximity between the vectors can be measured using cosine similarity. In Appendix 7.1.3, we
illustrate for instance what are the closest words from “price”, “inflation” and “deflation” according to a
word2vec model. Word2vec is a very popular and easy to use language model thanks to numerous

implementations and an easy training that required no human labeling.

Many works have trained and used word2vec models, and consequently many pre-trained
models are available online. It is relevant to use them when the data at hand is not sufficient to train
correctly one’s own word2vec algorithm. However, it can be interesting to train a word2vec model one's
specific data when the database is large enough as in our case. In fact, most of the time, pre-trained
models are trained on a huge amount of generic text data, such as Wikipedia articles or crawled websites.
If the data at hand is specific to a topic or to a writing style, using such pre-trained models as is will
result in poor performances. In this situation, training a new model better tailored to the data is often
much better as it enables to capture the semantic specificities of the topic and style. In our study, the
data at hand is specific because Twitter data is composed of short sentences about economics, hence
with a specific style and vocabulary.

Therefore, we trained our own word2vec model on tweets. To make sure the model is trained
on enough data, we use it on the full collected dataset of more than 10 million tweets.
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Figure 1 - Reading note: the diagram illustrates how the tweet "Inflation is rising" can be transformed into a vector
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with 200 coordinates. The three words "inflation", “is” and "rising" are transformed into a 200-coordinate vector. These
coordinates characterize the word in question. For example, high values on coordinate 2 may indicate the presence of
a price lexical field (orange color), and high values on coordinate 199 may indicate the presence of the increase lexical
field (green color). The tweet can be represented as a matrix with 3 rows and 200 columns. To simplify this
representation, we average over the rows: the tweet is simply characterized by 200 coordinates. Repeating this process
for all tweets, each of them is characterized by 200 word2vec variables, representing as many lexical field signals more
or less relevant for our analysis. (Values are given for explanatory purposes only).

In a word2vec representation, each word in the tweets is represented as a vector with K
coordinates, as illustrated in Figure 1. The number of coordinates is a parameter of the model that needs
to be chosen. This parameter is fixed by choosing the number of neurons that compose the hidden layer
of the model. In our study, this number K was set to 200, as it is the case in most word2vec applications.
Since the explanatory variable is to be computed at the tweet level, which are composed on several
words, an aggregation method of each word's embedding must be applied. We chose to compute the
average of the word2vec representations of each words in the tweet, along each dimension, resulting in
a new 200 dimensions tweet embedding.

3.2.2. Explanatory variables: 38 additional dictionary-based variables

It is unclear, however, which of those 200 dimensions will (or will not) be related to the lexical
field of price evolution. In order to add interpretability in the features used to characterize a tweet, we
add 38 additional variables to each feature vector, which indicate the presence of 38 relevant lexical
fields. For each tweet t, each indicator variable X, ; is set to 1 is the tweet contains a keyword belonging
to the lexical field j, and 0 otherwise.

These lexical fields were built to detect a more precise notion among the topic of prices present
in a tweet. They indicate the presence of characteristics in the tweet that can be grouped into five
categories: the presence of words related to price topics or statistical institutions; the presence of words
related to directional evolutions of price; the presence of words related to the lexical field of “cheap” or
"expensive”; the presence of degree adverbs and adjective or negation terms; and the presence of words
to be excluded (false friends of keywords that belong to the lexical field of prices).



The majority of the variables rely on French keywords whereas seven variables rely on English
ones. In further developments, we could create more variables based on the English vocabulary. The
variables also distinguish between verb and noun in order to integrate grammatical features into the
model. In Appendix 7.5, we detail further the keywords used for each variable.

3.2.3. The labelling process

To train the model, we manually labelled a random sample of 800 tweets. As a recall, label 1 was
assigned if the tweet is related to prices and 0 otherwise. This quite straightforward task required no
specific knowledge, but if was however realized by trained economists to ensure consistency. Table 3
shows a typical example of the obtained labeled dataset. In a second step, which will be explained
further, we tagged each tweet identified as “about price” according to one of the five following
categories depending on its precise content: “deflation”, “inflation”, “disinflation”, “price stability” or
"unspecified”. The "unspecified” label is important because most of the tweets mentioning prices actually
do not mention any price evolution or perception of such evolution. For more information about the

labelling process, please refer to Appendix 7.3.

Original text (French) Translated text (for paper purpose) Label
L'OPEP veut voir les prix du pétrole | OPEC wants to see oil prices return to a 1
revenir a un niveau « raisonnable » “reasonable” level

Prix d'excellence Alassane Ouattara 2018 | Alassane Ouattara Excellence Award 2018 0

Table 2: Typical result of the labelling process (without categories)
3.2.4. The model: random forest

Using the resulting 238 obtained features computed for each tweet, we train a random forest
model to detect tweets whether a tweet is related to prices matter. This type of model architecture is
well tailored for classification and is particularly relevant with high dimensional data. Its specificity lies in
combining a multitude of decision trees, and outputs the class obtained from a majority vote of all
decision trees. This methodology has also the advantage to produce little overfitting. Appendix 7.2 offers
additional information about random forests and its functioning.

To optimize a random forest, two key parameters need to be tuned: the number of decision
trees generated to include in the random forest, also called ntree, and the number of explanatory
variables that will be considered at each tree split, also called mtry (see Kern, 2019). In general, the
number of trees is set to 500 and the number of variable to consider at each split at the square root of
the number of explanatory variables used in the random forest. However, these values are only starting
points and they need to be calibrated in function of the data at hand and the problem we need to model.
A large set of values for these parameters — between 50 and 2500 for ntree and between 0 and 30 for
mtry — have been tested using cross-validation.

Figure 2 reports the result of this hyper-parameters optimization. After a certain point, increasing
ntree or mtry does not improve significantly the performance, according to both accuracy and kappa
metrics. In the case of ntree, a value greater of equal to 500 seems to stabilize the performance, but
increasing this value also increase the computation time of the algorithm. After analyzing these results,
we decide to set mtry to 30 and ntree to 500. Appendix 7.6.2 offers more information about these
evaluation metrics.
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Figure 2: Optimizing the random forest with ntree and mtry
3.2.5. Setting the probability threshold

The raw output of such random forest is a predicted probability that a tweet is related to prices.
To classify a tweet based on this probability, it is necessary to set a threshold that will act as a frontier:
tweets with a probability above this threshold will be considered as talking about prices, otherwise they
are considered as off-topic. To determine the optimal threshold, we compute the false positive rate and
the false negative rate for different threshold value. A higher threshold value has two opposite effects
on these rates (Figure 3). First, the false positive rate decreases, since the probability to belong to the
"on topic” class predicted by the model has to be higher and higher so that only the "most certain” ones
remain; and second, the false negative rate increases, since the model is more selective and misses more
tweets related to prices matters.

100 -
75-
Training set
___ False positive rate
50-
False negative rate
25-
O -
0.00 0.25 0.50 0.75 1.00

Probability threshold

Figure 3: Setting the probability threshold

We chose to select the threshold in such a way as to obtain as many false positives as false
negatives. For our study, these two types of error have a priori the same importance and are both to be
minimized. We do not want to decrease one at the risk of increasing the other. The probability threshold
is therefore set to 0.3, since is exactly the point where the false positive rate equals to the false negative



rate in our training data as seen in Figure 3. In other words, it means that the model classifies all the
tweets with a probability greater than 30% in the category "related to price matters", and to the “off-
topic” category otherwise.

3.2.6. Variable importance

One key advantage of random forests is that is makes it possible to identify which features
contribute the most to the predictions by computing the variable importance as the average decrease
in Gini metric. Each node that composes a decision tree in the random forest is a condition based on a
single predictor that split the data in two datasets (for instance, split observations into those having
feature k > 0.5, and those having k < 0.5). The “Gini impurity” is the most often used metric to get this
optimal (local) condition. It is possible to calculate afterwards by how much each variable decreases the
average "impurity" of the tree in total. In the case of a random forest, the importance of each predictor
is obtained by averaging the impurity in each tree of the forest.
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Figure 4: Gini feature importance

Figure 4 displays the obtained feature importance analysis four our model. Both word2vec and
dictionary-based features seem to contribute significantly to predictions. Using these two kind of
variables was justified as it provides relevant information. However, these results should be interpreted
cautiously: other variables may also be important and still not appear on the figure because of
multicolinearity between variables.

3.2.7. Performance evaluation

The performance of the random forest can be assessed using the area under the ROC curve
(AUC) metric on train (560 tweets, 70% of the labeled data) and test set (240 tweets, 30% of the data).
An AUC metric much higher on the test set than on the train test could be a sign of overfitting. As
displayed on Figure 5, our model shows little overfitting as the ROC curve for train and test sets are
similar. Overall, the model performs very well: the values for the AUC metrics are very high for the train
and test set.
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Other evaluation metrics, displayed in Table 5, also demonstrate performance of the model. We
computed the metric both on the training set and on the test set, using standard evaluation metrics.
Please refer to Appendix 7.6.2 for more information about their definitions. Obtained values are close to
each other, which indicates little overfitting. To assess the quality of the model, it is necessary to consider
and compare multiple metrics because the response variable is significantly imbalanced. This imbalanced
data increases artificially the AUC or the accuracy. We rather use precision, recall and F-score, which are
better tailored to handle such situation. These two indicators are indeed slightly lower but still high
enough to warrant a good performance of the model.

Metrics Training sample Test sample
Accuracy 0.912 0.879
F1-score 0.819 0.739
Precision 0.817 0.732
Recall 0.822 0.746

Table 3: Evaluation metrics of the model

3.3. Third step: identify the direction of price mentioned

In previous steps, we identified tweets related to prices in general using keywords and machine
learning methods. In this last step, our goal is to go one-step further and categorize what opinion about
price evolution each tweet conveys. We define four categories (or topics) of interest in which each tweet
could fall: inflation, deflation, disinflation and prices stability. However, a preliminary analysis shows that
even among tweets related to prices, almost half of them do not match any type. We therefore add an
additional "Other” category, in which fall all tweets not mentioning any of the four topics of interest.
Table 3 displays an example of tweet (translated in English) for each type of content.

11



Tweet text (translated for paper purpose) Category

Fukushima: electricity prices increase lead to 10 times more deaths than the

Inflation

accident itself.
Another one bites the dust... #retailapocalypse #diesel #realestate #lifestyle )

. . . Deflation
#disruption #deflation
Euro Area inflation expectations keep dropping Disinflation
So one of the euro’s concrete objectives, to control inflation, has been Stabilit

ility

achieved.

Are you broke? Your banker is rubbing his hands. Cost per client: 58.91

Other (out of topic)
euros.

Table 4: lllustration of the classification of the tweets regarding prices evolution

As mentioned earlier, we annotated a sample of 800 tweets, both with a binary label to identify
whether they are related to prices, but also according to one of our five topics if they were. However,
our initial ambition to train another supervised machine learning model to automatically recognize the
topic mentioned cannot be achieved with our annotated database. In fact, with only 168 tweets being
tagged as related to prices, and then about a few dozen of them falling into the "Other” category, there
remains less than a dozen example for each category of interest. Labelling more tweets to get
significantly more training data would be necessary to train such a classifier. Further development will
undertake this task.

For this reason, we chose to use a keywords-based method to identify the direction of prices
mentioned in the tweets. Appendix 7.4.2 presents the combination of lexical fields used, which focused
on the hard task to disentangle the thin differences of some of our four topics of interest. We make the
hypothesis that, at this point, using keywords related to the increase, decrease, and stability’s lexical
fields could be enough to identify whether a tweet is talking about inflation, deflation, disinflation or
prices stability, as most of the noise has already been ruled out. Further development will focus on
improving the reliability of this last task.

3.4. Last step: excluding tweets mentioning foreign prices

Despite our focus on French perception of inflation and thus tweets about French prices, a few
tweets explicitly concerning prices of foreign countries remain in our database. In the labelled dataset,
only 3% (24 tweets) of the tweets were concerned, yet we decided to exclude such tweets from our
general database using simple rules. First, we remove tweets that mention a country name, in French or
English, other than France. Second, we remove tweets that mention a nationality name, also in French
or English, other than “French”. Note that we excluded tweets that mention global or European prices,
as we attempt to keep a certain purity in the index despite the probable correlation between European
and French prices evolution.

3.5. Review of the quality of this four-step methodology

It is possible to estimate the overall quality and the performance of our methodology. The aim
is to estimate the quality of the detection of the tweets falling in our four categories of interest, obtained
by a two-step classification with machine learning followed by a keywords-based method. We compute
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the metrics using our database of 800 labeled tweets despite the little counts in each category. Table 5
displays those metrics.

Category Precision Recall F-score
Inflation 0.64 0.56 0.60
Deflation 0.78 0.97 0.86
Disinflation 0.00 0.00 0.00
Stabilization 0.56 0.71 0.63
Other 0.78 0.86 0.82

Table 5: Overall model evaluation

Results can be read as followed, in the case of the inflation topic. Among tweets returned as
“about inflation”, 64% are indeed about inflation (recall) and 36% are false positive. On the other hand,
when considering all tweets truly about inflation, 56% are identified as such by our methodology, and
hence 44% mentioned are missed and not classified as “about inflation” (recall). All results read the same
for each category, with the notable case of disinflation where all scores as set to zero. This can be
explained by the fact that only 16 examples are labeled as such in our training dataset, and therefore it
is hard to obtain statistically significant results.

Overall, metrics show that our methodology has satisfying success when it comes to identify
tweets according to their topical content; yet the score greatly depends on the category. The
methodology for instance succeeds in detecting tweets related to deflation and those falling in the out-
of-topic category, but encounters more difficulties to detect tweets about inflation, disinflation or prices
stability. This highlights the limit of using just keywords in the last step of our methodology. Once again,
this highlights the necessity to improve this last step in future works.

4. Results

4.1. Twitter indicator of perceived inflation

The methodology detailed in the previous section enables us to identify tweets mentioning the
problematic of price, and then to detect tweets related to inflation, deflation, and other minor topics.
The indicator we propose builds on this methodology with a simple computation. We simply count, for
each given period (day, week, or month) the number of tweets mentioning inflation, and the number of
tweets mentioning deflation. Figure 6 displays both those counts at a monthly scale. Inspired by the
work of Angelico et al (2021), the indicator if the number of tweets about inflation minus the number
of tweets about deflation. Note that we do not take into account tweets mentioning disinflation or price
stability, mainly because the quality of the detection for those categories lack precision. We also
compute a smoothed version of the indicator, using a backward-looking exponential weighted moving
average with parameter o set to 0.35.

It can be noticed that from the huge volume of collected data, with more than 10 million tweets,
only a minority pass all filters and end up will contributing to the construction of the Twitter indicator.
Each month, about 13,000 tweets are published on average by Banque de France retweeters, but only
58 relate to inflation and 27 to deflation.
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Figure 6: Comparing the number of tweets mentioning deflation or inflation over time

The Twitter indicator and its smoothed transformation appear on Figure 7. The indicator is

negative just at the beginning of the period, due to the spike of tweets talking about deflation at the
beginning of the year of 2015 as seen in Figure 6(a). To assess further the quality of the inde, it is also
necessary to compare it with other measures of perceived inflation, as well as the true inflation rate.

Twitter indicator scale

1001 Perceived inflation indicator
—— Perceived inflation indicator smoothed
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Figure 7: Twitter indicator

4.2. Twitter indicator consistency with households surveys

The French National Institute for Statistics (INSEE) produces its household survey each month,

whereby it questions a sample of French households about their opinion on their economic
environment.> Among other subjects, respondents are asked about their perceptions of inflation and
their anticipations on its evolution. Respondents are asked to choose between “increase” and "decrease”
on the two following questions: “how do you think prices have evolved over the past 12 months?” and:

3 Data are available at: https://www.insee.fr/fr/statistiques/series/102414547?INDICATEUR=2874666%2B2874667
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"how do you think prices will evolve over the next 12 months?”. INSEE constructs two indicators from
those answers: a past evolution indicator, which is the percentage of households that think prices have
increased over the past 12 months, and a future evolution indicator, as the percentage of households
that think prices will increase in the next 12 months. Both can be used as reference indicators as the
overall French population’s perception of inflation.

g 0 0 & = & o = o e #* o o e o o

Figure 8: Households’ perceived evolution of past prices (left) and future prices (right) compared to Twitter indicator

Our findings show that the Twitter indicator is correlated with both INSEE indicators (past and
future), using both the Pearson and Spearman correlation coefficients, as shown in Table 4 (see Appendix
7.6.1 for more details about both metrics). The correlation is notably stronger when the Twitter indicator
has been smoothed. In Figure 8, we display both INSEE indicators along with our Twitter index. We see
that in both cases, curves seem to follow the same trends, but also peak at the same time. Our index
therefore seems consistent with those reference indicators. An interrogation arises on whether the
Twitter indicator measures anticipation of future inflation, or the perception of past inflation. Since
correlation coefficients are always higher with the past evolution INSEE indicator than with the future
evolution one, we can hypothesize that it is rather related to anticipation of future inflation.

Correlation between... Pearson Spearman
Past evolution perception and Twitter indicator 0.213 0.219
Past evolution perception and smoothed Twitter indicator 0.305 0.329
Future evolution perception and Twitter indicator 0.460 0.487
Future evolution perception and smoothed Twitter indicator 0.505 0.558

Table 7: Correlation summary Table of the INSEE statistics and the Twitter indicator

4.3. Twitter indicator consistency with the inflation rate

INSEE also publishes the Consumer Price Index (CPI), which is the base for the calculation of the
inflation rate as the evolution of the variation over month of the CPI.# Table 8 shows that the Twitter
indicator is strongly correlated to the inflation rate, and Figure 9 displays the two series together. Pearson
and Spearman correlation metrics are indeed high and always between 0.6 and 0.8. The correlation is
once again stronger when the Twitter indicator is smoothed.

Correlation between... Pearson Spearman

Inflation rate and Twitter indicator 0.642 0.664

4 Data are available at: https://www.insee fr/fr/statistiques/serie/001763852
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Inflation rate and smoothed Twitter indicator
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Table 8: Correlation summary Table of the inflation rate and the Twitter indicator
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Figure 9: Twitter indicator and true inflation measured with CPI change
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One interesting question if also to investigate whether our indicator can be anticipatory of the
future inflation rate, or rather that it reflects past inflation rate. To do so, we analyze the time-lagged
correlations between the inflation rate and the Twitter indicator. Figure 10 displays the Pearson and
Spearman correlations’ variations when the Twitter indicator is compared to the inflation rate in a range
from 12 months earlier to 12 months later. Here is how to read the leftmost point: the Pearson correlation
between the Twitter indicator at month m and the inflation rate at month m-12 (a year before) is about

0.195. The rightmost point reads similarly: the Spearman correlation between the Twitter indicator at

month m and the inflation rate at month m+12 (a year later) is about 0.580.
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Figure 10: Time-lagged correlations between the smoothed Twitter indicator and the inflation rate

A clear conclusion appears from this plot: the Twitter indicator is much more correlated to the

future inflation rate than to the past inflation rate. Interestingly, inflation rate 12 months in the past has

a low correlation coefficient of 0.195, but inflation rate 12 months in the future keeps a high correlation

coefficient, between 0.5 and 0.6. More interestingly, the indicator is more highly correlated to the
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inflation rates of month m+1 and month m+2 than it is with the one of month m. This clearly indicates
that our Twitter indicator is a forward-looking measure, which provides indications about perceptions of
future of inflation (i.e. anticipations) rather than perceptions of past inflation.

4.4. Twitter indicator and Covid-19

A robustness check of our indicator can be conducted by studying its behavior during the
beginning of the Covid-19 economic crisis. Interestingly, the indicator is quite stable during this period.
In fact, 30% more tweets have been posted during the French lockdown period (March to May 2020)
than before March 2020, and a significant amount of them concerns the pandemic: 16% of the tweets
posted between March and May 2020 are related to the Covid-19 disease®. It also had an effect on the
number of tweets concerning inflation or deflation matters, which increased by 28% during the first
French lockdown compared to the previous period.

Period Number of tweets Number of tweets Number of tweets about
(monthly) about Covid-19 deflation or inflation
Before the lockdown of 13 450 80 92
March 2020
During the lockdown
17 296 2 781 125
(March to May 2020)

Table 6: Comparing tweets volume before and during the French lockdown of March 2020

Interestingly, it seems from Figure 6 that tweets related to inflation and those related to deflation
counterbalance each other, resulting in a stability of the Twitter indicator during that period (see Figure
6). This behavior is coherent with the behavior of the true inflation rate, which has increased in some
sectors (food prices for instance), and decreased in other sectors (e.g. energy), resulting in a global
inflation rate remained globally stable during this period (see INSEE, 2020).

4.5. How do people talk about prices?

Word clouds enable us to visualize words that appear most often in the tweets and thus
contribute the most to the Twitter indicator. Then, particular topics can be highlighted. Figure 11 displays
the word cloud on the subset of the tweets related to either deflation or inflation topics.

non nou

Naturally, words like “prices”, "price”, "inflation”, “costs”, “bill", or "prix" (French word for "price”
and "prices”) are the most represented. They belong to the set of keywords used in the first place to
filter tweets. What has more value is to analyze words that do not belong to the lexical field of price
evolution. Some sectors come up more often than others do. In particular, the oil (“oil” or the French

7]

word “pétrole”), the housing (“housing” or the French word “logement”, “rents” or the French word
"loyer”, "immobilier” which means “real estate” in French), and the energy (“energy”) sectors. It could be
interesting to isolate these tweets to build an indicator measuring prices on these particular sectors. The
area of Paris is also more mentioned that others. Some major events that are likely to impact prices such

as "Brexit” or "Covid-19" pandemic are also present in the word cloud.

> Keywords used are to detect them are “covid”, “coronavirus”, “pandemic”, and “epidemic”, both in English and
French.
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Figure 11: Word cloud of the tweets behind the Twitter indicator

5. Conclusion and future works

Finding the tools to classify and evaluate the methodology was one of the main challenges of the
study. Combining machine learning methods and keywords filtering was a good way to fulfill those tasks
and provided good results. The performance metrics of the classifier are high and the resulting Twitter
indicator seems to provide useful information. The indicator is indeed consistent with the monthly
household surveys on inflation expectations and is highly correlated with the inflation rate. Overall, our
study demonstrates that it is both possible and relevant to use Twitter data to measure inflation
perceptions. The results provide reassurance about the bias in the data, restricted to the Banque de
France retweeters. Measuring the perception of specific users proved to be an appropriate approach. In
addition to enable profile characterization, restricting the study to expert profiles gives relevant result
because their perception seems to be more accurate of the reality by being based on scientific grounds.

Of course, there are still open questions that remain and motivate further developments. First and
above all, the data is restricted to a small panel of users who post rarely about prices matters despite
their expert profile. It would be most useful to expand the initial data at hand by extending the number
of expert profiles analyzed. Three main approaches for instance be explored: following a social
community approach by integrating the contacts of users used in this version of the indicator, including
the retweeters of the European Central Bank, or even use the list of predetermined economists who have
a Twitter account. Of course, the most complete approach would be to include all tweets mentioning
prices in French, irrespective of the users, as to obtain a fuller picture. This raises of course the question
of the volume of the data that would be collected, and would require computing tools accordingly.

The quality of the various classification and filtering steps could be improved by extending the
labelled database, which would exempt us from using keywords to categorize the content of the tweets
regarding prices evolution. This would make it possible to train a supervised machine learning model to
classify the content directly and not just detecting tweets related to prices matters as in this study.
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Finally, no normalization is actually involved in the Twitter indicator. This was a choice driven by the
idea that an increase of tweets about inflation was still an interesting signal to measure even though the
total number of posts also increased. However, testing several types of normalizations to capture
additional information would be relevant. For instance, one could think of normalizing by the sum of
number of tweets talking about inflation, deflation or off-topic, as this would have the merit of taking
into account “off-topic” (or rather, “neutral”) tweets. Another idea could be to normalize by the total
number of number of tweets that mention economic topics, not just inflation. This normalization would
make it possible to measure the relative importance of inflation within economic topics, but would
require properly defining what an economic topic is.

Finally, a crucial flaw in this work is that we do not yet make the distinction between tweets
expressing a personal opinion about inflation and those that merely reflect official announcements of
statistical institutions about inflation. This "sounding board" effect is interesting to study, particularly
with regard to the impact of institutional communication, but it may also introduce biases to the
measurement. It should therefore be more clearly investigated and the two effects should be separated.
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7. Appendix

7.1. Word2vec model
7.1.1. How it works

The Word2vec model is a word embedding method based on a probabilistic representation of
words and on neural networks. It has made it possible to rethink the concept of word embeddings by
representing words in a vector space where words used in similar contexts are represented close to each
other. The Word2vec representation of a word depends indeed on its "context", it means it depends on
the words surrounding the term considered in the sentences of interest. The similarity between two
word-vectors can be measured with the cosine similarity metric, a little further.

The word2vec model relies on a two-layer neural network. Two types of neural architectures can
be used. In the Continuous Bag of Words (CBOW) architecture, the neural network tries to predict a word
according to its context. In the Skip-Gram architecture, the neural network tries to predict the context
according to the given word. In both cases, the neural network takes unstructured text as input, and
modifies its neural weights using unsupervised learning to reduce the prediction error of the algorithm.
It is possible to fix the number of word-vector coordinates obtained by the model by choosing the
number of neurons number of the hidden layer.

The word2vec model has multiple advantages. For its training, word2vec only needs raw text
data that do not require to be labelled. Therefore, a large corpus of unstructured set is enough to
estimate a model with good performance. Finally, the algorithm is efficient and can be run on a huge
volume of data in a minimum of time. This is mainly due to its simple neural network structure.

7.1.2. Optimization of hyper parameters

Many hyper-parameters can be tuned to improve the model performance. We highlight three
of them. The dimension of the vector space it is the number of numerical predictors used to describe the
words (between 100 and 1000 in general), in other words the number of coordinates characterizing the
vector representation of a word. The architecture of the neural network is a second parameter. It must
be chosen between Continuous Bag of Words (CBOW) and Skip-Gram. Finally, the size of the context is
alast crucial parameter. It refers to the number of terms surrounding the word in the sentence. According
to the creators of word2vec, it is recommended to use contexts of size 10 with the Skip-Gram
architecture and 5 with the CBOW architecture (see Mikolov et al., 2013a).

7.1.3. Application in this study

As explained on the paper, many pre-trained word2vec models are freely available online. They
is even more useful when the volume of data at hand is not sufficient to train correctly the Word2vec
model. Most of the time, pre-trained models rely on a huge volume of generic data. Therefore, the
resulting word-vector representations are also generic. In the case of specific data, training the model
on this data can be judicious as it allows capturing semantic relations specific to the field of study. With
its short sentences, Twitter data is atypical and fits in this kind of use case.

Training a Word2vec model on one’s own data can be done under Python with the Gensim
package or under R with the wordVectors package. In our study, we trained a word2vec model on tweets
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using Python and thus Gensim. To train it on enough data, all tweets collected were used for the training,
before any filtering was applied. In the end, the Word2vec model has been trained on more than 200
million French and English words. The hyper-parameters chosen are listed in Table 7.

Parameter Value
Dimension of the vector space 200
Context size window 5
Number of times to process the entire corpus for training 100
Type of neural architecture CBOW
Minimum times a word must appear in all tweets to be 5

included in the training process

Table 7: Hyper-parameters for the word2vec model of the study

After training, to check if the Word2vec representation is coherent, it is possible to look at the
10 words that are the closest to terms specific for our analysis. In Table 8, we do so for words “prix”

("prices” and "price” in English), “inflation”, and "deflation”. We provide words in French along with their

English translation when needed.

Rank “Prix” “Inflation” “Deflation”
1 croissance (growth) fed deflationniste (deflationist)
2 achat (purchase) recession inflation
3 tarif (rate) infl recession
4 cout (cost) insee fed
P moyen (means, probably for | hicp easing (probably for
means of payment) quantitative easing)
6 loyer (rent) eurozone spiral
7 cher (expensive) contraction bulle (bubble)
8 frais (fees) ipc (cpi) ge (for quantitative easing)
9 occasion (second-hand) evaporation deflationnaire (deflationary)

70 vendre (sell)

draghi

eclatement (bursting)

Table 8: Closest words to relevant terms for the study

This example demonstrates that the word2vec representation has indeed captured the context

of terms that usually go along with a word: the closest words belong indeed to the lexical field of

inflation, prices and deflation context of words.

7.2. Random forest

The random forest model is appropriate for categorical (so-called "classification" problem) or

numerical outcome variables (so-called "regression" problem). Input predictors (or features) can be both

categorical and numerical variables. This methodological appendix concerns the case where the

response variable is categorical (and even binary, as in this study).
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Random forests are the result of combining a multitude of decision trees from the CART
algorithm. A decision tree creates multiple partitions of data using a set of rules to predict the class of
each observation. Decision trees are intuitive and interpretable algorithms but they also tend to overfit
data. Random forests solve this issue. The bagging approach is used to generate the trees. Sub-samples
are generated using a random sampling without replacement. Then a CART-type algorithm is applied
on each sub-sample to build a decision tree. Not all variables are input of the algorithm but a random
sample without replacement. These samplings enable to build independent decision trees being trained
with different observations and different variables. That is why random forests tend to present less
overfitting and are better generalized on new data.

7.2.1. Hyper-parameters optimization

To optimize random forest, two key parameters have to be considered: the number of decision
trees (ntree) and the number of explanatory variables that each decision node will take as input (mtry).
In general, ntree is set at 500 and mtry is set at the square root of the number of predictors used in the
random forest. However, these values are only starting points and they need to be calibrated in function
of the data at hand and the problem we need to model. In the case of ntree, increasing this value also
increase the computation time of the algorithm. That is why we rather keep this value not too high.

7.2.2. Random forests output

A random forest produces for each observation a prediction. For a classification problem, each
tree computed by the random forest gives a prediction - in our study, it would be “the tweet is related
to prices matters” or “the tweet is not related to prices matters”. The final prediction is computed as the
most frequent prediction among all predictions produced by all trees.

A random forest can also produce the probability for an observation to belong to a class. This is
what is used in our study. The computation of probabilities actually depends on the implementation of
the random forest algorithm. In our study, we used the scikit-learn package on Python, which provides
the proportion of decision trees classifying a tweet as related to prices matters.

7.2.3. Variables importance

Inspecting the importance of the variables is crucial to determine which predictors have the
most contributed to the predictions. In this perspective, two measures are possible in the classification
case. First, Mean Decrease Accuracy, which is constructed by swapping the values of a given predictor
and look at the impact produced by calculating the decrease of accuracy. The more important predictors
are, the more significantly the accuracy of the model decreases.

Second, Mean Decrease Gini. In a decision tree, each node that composes a decision tree is a
condition based on a single predictor. To get an optimal (local) condition, the metric often used is the
"Gini impurity". When training a tree, it is possible to calculate the impact of each variable on the average
“impurity" of the tree. At the scale of a random forest, it is possible to calculate the importance of each
predictor by averaging the "impurity" obtained for each tree of the forest.

Inspecting the importance of the variables is crucial to understand the relationships between
the explanatory variables and the response variable. By being an interpretable model, the random forest
provides a descriptive analysis of the data. However, a prerequisite to a good analysis is the absence of
collinearity between variables. This issue is not a real concern in a predictive approach but it prevents
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from analyzing causal links. Indeed, when two (or more) variables are strongly collinear, only one of the
variables is more likely to capture all the importance. The importance of the other variables is somehow
"hidden" by the one capturing all the importance. For this reason, we have not done a deep analysis of
the variables importance in our study. The variables importance mostly gives information about the
forest construction and does not really enable us to deduce any causal links. To do such causal analysis,
a more in-depth study on collinearity links within the predictors would have been necessary. This could
be a line of research for further developments

7.3. Description of the human labelling process

To train a machine learning model able to detect when tweets relate to prices matters, we
randomly selected a sample of 800 tweets among the tweets containing at least one of the keywords
related to the lexical field of prices. Then, we labelled this sample to train a supervised machine learning
model to detect tweets related to prices. The manual annotation process consisted in creating four
variables by reading the text of the tweet. Not all of them are used in the project, but may be useful in
future developments.

Variable “is_inf" asked the question: “is the tweet related to prices matters?”. It is a binary
variable, which is assigned to 1 if the answer is yes, 0 otherwise. This variable enables us to detect tweets
related to our problematic. Despite having used a preliminary dictionary-based filter, only 21% of the
tweets are found to concern prices in our training dataset.

Variable “what_info" answered to the following question, if a tweet was first labeled as being
related to prices: “what is its content?”. Possible answers were one of our five categories of interest

described in the paper: “inflation”, “disinflation”, "deflation”, "prices stability”, or “other” (out of topic).
The variable helps to describe the content of the tweet regarding the prices problematic.

Variable “what_prices” asked, “if the tweet is related to prices matters, what kind of prices are
mentioned?”. Two answers were anticipated either “global prices” or “prices concerning particular
sectors”. This variable allows determining if a significant part of the tweets concerns particular sectors.
Almost half of the tweets classified as talking about prices matters concern indeed particular sectors.

Variable "what_loc” was finally concerned with the following question: “if the tweet is related to
prices matters, what geographical localization is it referring to?". The goal was to filter tweets that
explicitly mentioned something else than France, rather than having a precise location. Its possible values
are "Global/French prices” or “prices concerning explicitly another country”. Around 15% of the tweets
related to prices matters concern explicitly prices from another country. These later tweets were removed
from our database.

Finally, Figures 12 to 15 describe the counts of each modality for our four variables in our labelled
database of 800 tweets.

7.4. Dictionary-based filters

In this study, we used several kind of filters relying on keywords. The tables below explain the
lexical fields used and their corresponding keywords. The lexical fields and dictionary-based filters have
been set with an expert perspective and by confronting multiple examples of tweets.
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7.4.1. Detecting tweets related to prices problematics

To detect tweets related to prices matters, the study relies on a dictionary-based filter build on
six types of lexical fields related to prices problematics. If a tweet contains one of the keywords belonging
to one of these lexical fields, it is selected (first step of the methodology detailed in the main of this
paper). The keywords are mainly in French, but some English words have also been included. The filter
has been intentionally set broad to avoid missing any relevant tweet. However, it also captures a lot of
noise that will be removed in the next steps of the methodology.

Lexical Field Keywords

Lexical field of inflation with | inflation, déflation, stagflation, désinflation, inflationniste,
economical terms déflationniste, antiinflationniste, antidéflationniste, ipc, ipch

Lexical Field of being expensive | onéreux, cher, prohibitif, couteux, élevé, exorbitant, inabordable,
conséquent, inaccessible, excessif, anormal, dispendieux, arnaque,
arnaquer, ruineux, faramineux, hors de portée, rondelette,
inconcevable, rédhibitoire
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Lexical field of being cheap faible, modique, avantageux, brader, imbattable, dérisoire,
alléchant, réduit, occase, occasion, défiant toute concurrence,
aubaine, modeste, clopinettes, bon prix, attrayant, clopinette,
abordable, raisonnable, compétitif, accessible, acceptable,
normaux, moyen, équitable, intéressant, convenable, négligeable.

prix, tarif, montant, colt, loyer, vente, achat, location, frais,
Lexical field of prices and costs abonnement, facture, colter, facturer, payer, tarifer, vendre, devis,
paiement, rabais, tarifaire, croissance, promotion, remise, ristourne.

Lexical field of statistical | bce, banque centrale, banque central, banque de France, insee, fed,
institutions taux directeur, taux intérét

Additional keywords in English price, prices, cost, costs, rent, rents, bill, bills.

Table 9: List and content of lexical fields used to detect tweets related to prices matters
7.4.2. Detecting tweets content towards prices evolutions

In this section, we aim to specify the content of the tweet towards prices evolutions — inflation,
deflation, disinflation, and prices stability — using keywords in French and in English from Table 9. For
instance, if a tweet contains one of the words of the lexical field of inflation, it is classified as related to
inflation. If a tweet does not contain any of the keywords included in the listed lexical fields, it is classified
as “other” (out of topic). In Table 10, we summarize the heuristic rules applied, which combined lexical
fields of Table 9 in this fashion.

Category Heuristic rule
. [Lexical field of acceleration OR Lexical field of increase]
Inflation . ) .
EXCLUDING Lexical field of deflation.
Deflation Lexical field of decrease OR Lexical field of deflation

[Lexical field of decrease OR Lexical field of slowdown OR

Disinflati
isinflation “disinflation”] EXCLUDING Lexical field of deflation

Prices stability Lexical field of prices AND lexical field of stabilization

Table 10: List of the keywords to specify the tweet's content. Reading Note: a tweet is classified as talking about
“inflation”, if it contains one of the keywords of the lexical field “acceleration” or one of the keywords of the lexical field
“increase”, but does not contain any words belonging to the lexical field of “deflation”.

7.4.3. Keywords list to target economists and finance experts among retweeters

Each user has completed the sidebar "Description” where they describe their Twitter account
content and profile. This information is available in our data and enables us to identify the users’ profile.
We lists the keywords used to target the community of economists and finance experts among the
Banque de France retweeters with the information available in this variable “description”, in French:
banque, actuaire, bancaire, banque, bank, assurance, finance, marche, market, investissement, bourse,
business, economi, economy, credit, monnaie, entreprise, pme, tpe, eti, monetary. If any of those words
appears in their biography, then a user is considered as an economist or finance professional.
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7.5. List of additional explanatory variables

This appendix describes the additional explanatory dictionary-based variables used in the

Random Forest that predicts whether tweets are related to prices matters. For each tweet, each variable
checks whether at least one word of a precise lexical field is found. For instance, the variable

“acceleration” is set to 1 if one of the keywords related to the lexical field of acceleration is found. The
variables have been built in an expert way to better characterize tweets regarding the prices problematic,
according to five dimensions:

- Variables to check the presence of words related to prices matters or statistical institutions involved

with the inflation problematic;

- Variables to check the presence of words related to directional evolutions to specify the prices

evolution;

- Variables to check the presence of words related to the “cheap” or “expensive” lexical field to specify

the perception of prices levels;
- Variables to check the presence of degree adverbs/adjective, negation terms;
- Variables to check the presence of words to be excluded (fake friends of keywords that belong to
the lexical field of prices).

Most of the variables are in French, but seven variables are based on English keywords. In further

developments, more variables based on English words could be added. The variables also distinguish

between verb and noun in order to integrate grammatical logics into the model. Table 11 lists the

additional dictionary-based variables, by describing what they attempt to capture, as well as the
language and the grammatical type of their keywords. Those keywords themselves are not displayed in
this paper for concision purposes.

Variable Variable lexical field Language Grammatical type

1 acceleration French Noun

2 to accelerate French Verb

3 increase French Noun

4 to increase French Verb

5 decrease French Noun

6 to decrease French Verb

7 slowdown French Noun

8 to slow down French Verb

9 stabilization French Noun

10 to stabilize French Verb

11 stagnation French Noun

12 to stagnate French Verb

13 change French Noun

14 to change French Verb

15 stative verbs French Verb

16 expensive French Noun/Adjective
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17 cheap French Noun/Adjective
18 affordable French Noun/Adjective
19 prices French Noun

20 discount French Noun

21 inflation (economical words) French Noun

22 negation terms French Adverb

23 little French Degree Adverb
24 much French Degree Adverb
25 little French Degree adjective
26 much French Degree adjective
27 terms to exclude French (no difference)
28 prices (very restrictive list) French (no difference)
29 prices (restrictive list) French (no difference)
30 prices (large list) French (no difference)
31 statistical institutions French Names

32 increase English Noun

33 to increase English Verb

34 decrease English Noun

35 to decrease English Verb

36 stabilization English Noun

37 to stabilize English Verb

38 prices English Noun

Table 11: List of additional dictionary-based explanatory variables

7.6. Definition of the metrics
7.6.1. Pearson and Spearman correlations coefficients

Pearson and Spearman correlation coefficients are indicators used to assess how well two
variables are correlated.

The Pearson coefficient is used to measure the linear correlation between two variables. It is
defined as the covariance of the two variables divided by the product of their standard deviations. It has
a value between +1 and -1. A value of +1 means a positive collinearity, 0 means no linear correlation,
and -1 means a negative collinearity.

Spearman'’s rank correlation coefficient is a nonparametric measure of rank correlation
(statistical dependence between the rankings of two variables). It is defined as the Pearson correlation
between the rank values of those two variables. While Pearson correlation assesses linear relationships,
Spearman correlation assesses monotonic relationships not necessary linear. With no repeated data
values, a Spearman correlation of +1 or =1 occurs when one variable is exactly a monotonic function of
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the other. The Spearman correlation between two variables will be high when the observations of two
variables have a similar rank, and low otherwise. Spearman coefficient is appropriate for both continuous
and discrete ordinal variables.

7.6.2. Metrics for model evaluation

Our study aims to predict the value of a binary variable Y as a function of a number of
explanatory variables X. More precisely, if a tweet concerns prices matters (Y=1) or not (Y=0). Supervised
machine learning methods rather produce a probability than a classification. The idea is then to set a
probability threshold to classify a tweet in a category. This is a classification rule and model evaluation
consists in comparing predicted and true outcome values by varying this threshold. Different metrics
can be used to evaluate the quality of a classification.

Confusion matrix

A classification can be qualified by a confusion matrix. It provides more insight into the
performance of a predictive model by describing which classes are predicted correctly, and what types
of errors are being made. In the case of a two-class classification problem, the confusion matrix is:

Positive prediction Negative prediction
Positive class Count of True Positive (TP) Count of False Negative (FN)
Negative class Count of False Positive (FP) Count of True Negative (TN)

Table 13: Confusion matrix

True positive is when the actual value is 1, and the predicted value is 1. For instance, the tweet
concerns prices matters, and the model predicted it would. True negative is when the actual value is 0
and the predicted value is 0. For instance, the tweet does not concern prices matters, and the model
predicted it would not. False positive is when the actual value is 0 and the predicted value is 1. For
instance, the tweet does not concern prices matters, and the model predicted it would. False negative is
when the actual value is 1 and the predicted value is 0. For instance, the tweet concerns prices matters,
and the model predicted it would not.

Evaluation metrics given a probability threshold

From the confusion matrix, it is possible to calculate the following metrics to evaluate the quality
of predictions by combining each of the four classes. Table 14 summarizes them, with a short explanation
of their meaning.

Name Computation Meaning
TP + TN What proportion of the observations are
Accuracy -
TP + TN + FP + FN correctly classified?
. TP Among actually relevant observations,
Precision — L . .
TP + FP what proportion is correctly identified?
Recall TP + TN Among what is identified as relevant, what
eca
TP + TN + FP + FN proportion actually is?
precision X recall A harmonic combination of precision and
F-score X —
precision + recall recall

Table 14: Most standard model evaluation metrics
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The most common metric used is the accuracy, because it is the most straightforward to
understand. However, it can overestimate the performance of a model in the case of imbalanced data.
Then, the recall and precision metrics become handy and need to be closely analyzed.

Receiver Operating Characteristic curve and Area Under the Curve

The ROC curve (or Receiver Operating Characteristic curve) is a plot that summarizes the
performance of a binary classification model. Each point indicates the False Positive Rate and the True
Positive Rate, for a given threshold. At (0, 0), the classifier assigns to all the observations the prediction
of Y=0: there are no false positives, but also no true positives. At (1, 1), the classifier assigns to all the
observations the prediction of Y=1: there are no true negatives, but also no false negatives. At (0, 1), the
classifier predicts no false positives and no false negatives, and is therefore perfectly accurate. At (1, 0)
the classifier has no true negatives nor true positives, and is therefore always being wrong. Simply
reversing its predictions allow getting a perfectly accurate classifier. A random classifier draws a line from
(0, 0) to (1, 1). The ROC curve makes it easy to compare the prediction quality of several models by
simply comparing their respective ROC curves. The closer a ROC curve is from the top left corner, better
is the model.

The Area Under the Curve (AUC) is an indicator of the quality of a model. The AUC values range
between 0 and 1 (1 for a perfect model, 0.5 for a random model, 0 for a model always wrong). It is a
great tool for model evaluation but it is not well tailored for imbalanced data because it tends to
overestimate the quality of the model.
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Introduction

Why measuring inflation?

« ensuring price stability is a key role of central banks

« observing past inflation is easy, but much less interesting than future inflation

« what truly matters is how people anticipate future inflation, as they will act
accordingly

Why using Twitter?

« granular data as a complement to household surveys thanks to the rich
available information about the user and the tweet

 real time, high frequency data

 accessible in nearly open data and free

EUROSYSTEME



Introduction

1. Presentation of the pipeline

2. Detailed methodology of each step

3. Resulting indicators

4. Improvements and future works
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Presentation of the pipeline

What do people think about the evolution of prices?

Predefined Collection of tweets Database of Cleaning and Database of
keywords matching keywords raw tweets preparation embedded tweets

Step 1: data collection Step 2: cleaning and preparation

Yes
Discard C—— Irrelevant tweets

Is it about

price?

Tweets about prices

Step 3: filtering tweets about price

Tweets mentioning inflation
Number of inflation tweets

Twitter-based
indicator of inflation

Number of deflation tweets

What price

Tweets mentioning deflation

Step 4: classifying price direction Step 5: indicator computation

direction?




Detailed methodology

Step 1: Data collection

Keywords matching

« collecting any tweet matching a broad set of keywords, from economical
terms to price-related terms and expert inflation vocabulary (=100 words)

Additional filtering

« from January 2008 to June 2021, and only in French
» only a subset of users: retweeters of Banque de France’s tweets (3,500 users)

Resulting amount of data

e more than 500,000 tweets
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Detailed methodology

Step 2: Data cleaning and preparation

A standard cleaning

* removing stop words
« applying lemmatization (using only words roots) and stemming (splitting)

Text transformation using embeddings

« embedding is a representation of a text (here a tweet) as a numerical vector
* we combine word2vec embeddings and keywords-based indicators

Why two types of embeddings

« word2vec provides general contextual information about the words used
» keywords indicators target the presence of specific lexical fields

EUROSYSTEME 6



Detailed methodology

Step 2: Data cleaning and preparation

An example of tweet full preparation

1 2 200 201 202 238
“Prices have increased” ~-—-—-—-—-—-—-—---- et L L TR T > 0.32 0.50 0.42 0 1 0
embedding (numerical representation)
A
Lemmatization +
stemming s

o S 7 2 200

o jn

ny )

= o 0.32 0.50 042

2 3

3 g

3 5

o

Concatenation

increase

38 indicators:
is any of the word in keywords list i?




Detailed methodology

Step 3: Filtering tweets about price

Aim of the step

 input: a database of tweets, with their embeddings
« output: the subset of tweets that relate to price (i.e. relevant in a broad way)

Chosen model

» arandom forest made of 500 trees
* major pros: fast to train and infer, light, and interpretable

Dataset used for training

» 800 tweets labelled binary as either "about price” (1) or not (0)
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Detailed methodology

Step 3: Filtering tweets about price

Performance of the model Feature importance

) ) filtre_keywords_inf
Metrics Value on testing sample

filtre_chp_lex_inflation_restreint
filtre_prices

Accuracy 90.00
V187
filtre_prix

F1-score 88.69
V129
V161

Precision 91.27
V162
V183

Recall 87.22
V58

0.00 0.02 0.04 0.06 0.08 0.10
Average decrease in Gini impurity
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Detailed methodology

Step 4: Classifying according to price direction

Aim of the step

* input: a database of tweets about price, with their embeddings
« output: each tweet is tagged as mentioning prices going up, down, or
anything else

Chosen model

« arandom forest made of 500 trees (again)

Dataset used for training

* 1,100 tweets labelled as either “up”, “down”, or “other” (multi-label task)

EUROSYSTEME 10



Detailed methodology

Step 4: Classifying according to price direction

Performance of the model Feature importance

. . filtre_augmenter

Metrics Value on testing sample
filtre_baisse
filtre_baisser

Accuracy 85.58
filtre_augmentation
V195
F1-score 84.53 Vs
V193
Precision 84.64 .
filtre_keywords_inf
Recall 8443 filtre_chp_lex_inflation_large
D.&]D 0.&)1 0.62 0.63 0.(IJ4 0.65
Average decrease in Gini impurity
BANQUEDEFRANCE
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Detailed methodology

Step 5: Computing the indicator

Aim of the step

» input: a database of tweets tagged as “prices going up”, “prices going down”,
or anything else
« output: an indicator of inflation as perceived by Twitter

Chosen method

» for each period of time (e.g. day, week, month), the value of the indicator is
the difference between the number of tweets mentioning prices going up and
those mentioning prices going down

 voluntarily simple and naive as to mimic a balance of respondents opinion in
household surveys (where answers are binary)

EUROSYSTEME 12



Results

Twitter indicator of perceived inflation

200 1 o T
Perceived inflation indicator

—— Perceived inflation indicator smoothed
150

100 ~

50 1

Twitter indicator scale
o

-50 1

-100 A

-150 1

S S S° S oW oV N S
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Results

Consistency with households surveys: past evolution

200 YT
Perceived inflation indicator (L)
—— Perceived inflation indicator smoothed (L) =10
1504 —— Survey on past prices evolution (R)
100 ~ -20
c
.9
£
&
5 ] 2
g -30 8
= 5
£ 0- o
£ :
B 5
-50 -40 g
gL
@
-100 A
- =50
-150 A
SN B W o S oV oL S
BANQUEBE FRANCE
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Results

Consistency with households surveys: future evolution

200 ~ TS T
Perceived inflation indicator (L)
Perceived inflation indicator smoothed (L) - 10
1504 —— Survey on future prices evolution (R)
-0
100 -
=
i)
=
Q.
L _ (o]
§ 50 10 42
2 z
=
S 0- 2
g (20§
& s
—50 4 §
=305
=100 -
- 40
-150
T T T T T T T T 3 _50
S BV ©° o S sV S S
BANQUEBE FRANCE

EUROSYSTEME 15



Results

Consistency with true inflation rate

200 + o T
Perceived inflation indicator (L) - 2.0
—— Perceived inflation indicator smoothed (L)
1501 —— CPlinflation rate (year-on-year)
- 1.5
100 ~
:c:) 50 I
S \’// T B
° c
S 0] g
kZ =
= [l
g —_—
= - 0.5
_50 i
-100 A
- 0.0
-150 A
T T T T T T T T - _05
B SV S\° N SV S¥ N A
BANQUE DE FRANCE
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Results

Consistency: correlation coefficients

Correlation between... Pearson Spearman
Past evolution perception and Twitter indicator 0.213 0.219
Past evolution perception and smoothed Twitter indicator 0.305 0.329
Future evolution perception and Twitter indicator 0.460 0.487
Future evolution perception and smoothed Twitter indicator 0.505 0.558
Inflation rate and Twitter indicator 0.642 0.664
Inflation rate and smoothed Twitter indicator 0.735 0.792
BANQ Sf:_;_g:f:f ANCE
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Improvements and future works

Refining data collection

« lifting the restriction on Twitter users whose tweets are collected
« potential issue: huge increase of the volume of data

Distinguishing perception and anticipation

 the true goal is to capture how people anticipate future inflation
* requires an additional step to distinguish between past/present and future

Declining topics mentioned

« eliciting what topics are mentioned, to construct sectorial indicators:
consumption prices, transportation, housing, raw material, etc.

osvst 18
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Appendix

Predefined keywords for tweets collection

Lexical field Keyword

inflation,  déflation, stagflation, désinflation, inflationniste, déflationniste,
antiinflationniste, antidéflationniste, ipc, ipch

Inflation (economic vocabulary)

onéreux, cher, prohibitif, couteux, élevé, exorbitant, inabordable, conséquent,
Expensive inaccessible, excessif, anormal, dispendieux, arnaque, arnaquer, ruineux,
faramineux, hors de portée, rondelette, inconcevable, rédhibitoire

faible, modique, avantageux, brader, imbattable, dérisoire, alléchant, réduit, occase,
occasion, défiant toute concurrence, aubaine, modeste, clopinettes, bon prix,
attrayant, clopinette, abordable, raisonnable, compétitif, accessible, acceptable,
normaux, moyen, équitable, intéressant, convenable, négligeable

Cheap

prix, tarif, montant, colt, loyer, vente, achat, location, frais, abonnement, facture,
Prices and costs colter, facturer, payer, tarifer, vendre, devis, paiement, rabais, tarifaire, croissance,
promotion, remise, ristourne

bce, banque centrale, banque central, banque de france, insee, fed, taux directeur,

Statistical institutions A
taux Interet

EUROSYSTEME 20



Appendix

Lexical fields used for embeddings indicators

VELEL]S Variable lexical field Language Grammatical type

1 acceleration French Noun

2 to accelerate French Verb

3 increase French Noun

4 to increase French Verb

5 decrease French Noun

6 to decrease French Verb

7 slowdown French Noun

8 to slow down French Verb

9 stabilization French Noun

10 to stabilize French Verb

11 stagnation French Noun

12 to stagnate French Verb

13 change French Noun

14 to change French Verb

15 stative verbs French Verb

16 expensive French Noun/Adjective
17 cheap French Noun/Adjective
18 affordable French Noun/Adjective
19 prices French Noun
20 discount French Noun
21 inflation (economical words) French Noun
22 negation terms French Adverb
23 little French Degree Adverb
24 much French Degree Adverb
25 little French Degree adjective
26 much French Degree adjective
27 terms to exclude French (no difference)
28 prices (very restrictive list) French (no difference)
29 prices (restrictive list) French (no difference)
30 prices (large list) French (no difference)
31 statistical institutions French Names
32 increase English Noun
33 to increase English Verb
34 decrease English Noun
35 to decrease English Verb
36 stabilization English Noun
37 to stabilize English Verb
38 prices English Noun




Appendix

Focus on word2vec: how it works

“l think that prices have increased quite fast this year” . .
P q % (prices, increased))

(have increased)
I think that prices have increased quite fast this year” — (quite, increased))

W (fast, increased)
O
=S

AT

] 2
| "3\?
° O

Input as one-hot-encoding Model: one layer of 200 neurons Output to predict

——  /creased



Appendix

Focus on word2vec: properties

woman girl
\\ father Q . slow
o king gueen boy
dog mother &‘
\ cats daughter fast
dogs France
& / England
Paris / Italy \ 5he long
London
himself
Rome herself

slower
faster slowest
longer
fastest
longest

EUROSYSTEME
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Appendix

Focus on random forests: decision tree

Will a person get a loan from their bank?

age income nb of loans

person oo > 35 35K 0

features

<65 > 65
income income
= > 30K < 50K > 50K
no
<7 > 17 <0 >0 <70 >70
BANQL%?ANCE yes no yes no yes o
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Appendix

Focus on random forests: forests

Will a person get a loan from their bank?

age income nb of loans

35 35K 1

|
! ! |

Decision Tree 1
Decision Tree 2
Decision Tree 3

! l !

Majority voting

yes
EUROSYSTEME
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Appendix

Sources and references

Seminal work of Banca d’ltalia

* Angelico C.,, Marcucci J., Miccoli M. and Quarta F. (2021). Can we measure
inflation expectations using Twitter? Temi di discussione n° 1318.

INSEE monthly household surveys

 Series on opinions about prices evolution.

INSEE consumption price index, base 2015

 Series and documentation. Inflation rate is computed by us as the 12-month
relative difference.

EUROSYSTEME 26



EUROSYSTEME

This presentation describes preliminary results of ongoing research. It is made
available to the public solely to elicit discussion and comments. Views expressed in

the presentation are those of the authors and do not reflect the position of the
Banque de France.



Irving Fisher Committeeon  gw B | S
Central Bank Statistics e

IFC-Bank of Italy Workshop on “Machine learning in central banking”

19-22 October 2021, Rome / virtual event

Fostering European SMEs' internationalization using big data:
the BIZMAP application’

Jean-Noel Kien, Etienne Kintzler and Theo Nicolas,
Bank of France

1

This presentation was prepared for the Workshop. The views expressed are those of the authors and do not necessarily reflect the views of the Bank of Italy, the BIS, the IFC or the central banks
and other institutions represented at the event.

11
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Abstract

This paper proposes a decision-making tool (BIZMAP) that enables European small and
medium-sized enterprises (SMEs) to visualize the most economically attractive European
regions for the internationalization of their business activities. Building on more than 80
variables coming from seven different open access databases, we take advantage of big data
and machine learning methods to include the most relevant ones in a standard gravity model
of trade. In the end, we implement an interactive data visualization tool inside our BIZMAP
application. Depending on the sector and the home country, we provide SMEs with a ranking
of most promising European countries. Importantly, BIZMAP not only enables SMEs to
understand what are the main drivers of this score but also offers the possibility to compare the
281 European regions with each other. Hence, by reducing information uncertainty abroad,
BIZMAP is likely to improve the SMEs’ analysis of new markets through the visualization
of harmonized territorial attractiveness indicators.

Keywords: SMEs, Trade, FDI, Big Data.
JEL codes: F14, F17, F15, F31, F21.
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Non-technical summary

The internationalisation of economic activities opens up news opportunities for SMEs.
However, some obstacles to their exploitation remain. Among them, the information deficit
turns out to be one of the most salient. To tackle this issue, the BIZMAP application offers
a decision-making tool that enables SMEs to identify the most economically attractive EU
countries or regions for their internationalisation (exports or foreign direct investments —
FDI).

The principle of the application is straightforward: after filling out all the necessary fields
(sector, home country and type of internationalisation), BIZMAP first provides the SME
manager with an interactive visualisation of the most promising national markets ranked by
scores. The latter are based on a wide range of criteria aggregated into a five-dimension
indicator: economic perspectives, standard of living, infrastructure, financial conditions and
institutional environment. Then the application goes even further in the analysis by zooming
on the 281 EU regions. In this regard, BIZMAP does not provide one unique solution but
encourages the SME manager to explore and compare the different areas and criteria used to
compute the scores. This user-friendly visualisation is particularly addressed to practitioners
and can be understood without technical background.

The application builds on 7 different open access databases: Eurostat, OECD, World
Bank, European Central Bank, European Investment Bank, European Commission, CEPII.
After harmonization, we take advantage of machine learning methods to select the best pre-
dictors of bilateral flows of imports and FDI. In this model, the distance between the two
countries as well as their gross domestic products are crucial for both types of flows. In ad-
dition, the legal framework regarding insolvency and the cost associated with border compli-
ance and domestic transport play a significant role in bilateral flows of imports. Concerning
FDI flows, taxes on goods and services as well as air freight are the most important factors.

By reducing informational uncertainty abroad, BIZMAP enhances traditional evaluation

of commercial opportunities and enables SMEs to target some EU markets before launching



more accurate research. Hence, we enjoin the entrepreneur to use BIZMAP in complement
with information coming from governmental agencies or sectoral market studies that could
provide him more qualitative data.

This working paper aims at presenting in detail the methodology used in the applica-
tion. It allows comments, suggestions and reactions to be collected from practitioners and
researchers. In particular, one way to improve significantly the model would consist in using
products classification, combined with countries, to model bilateral trade flows. Thus, the
SME manager would be able to choose in the application not only the sector but also the
product. Ultimately, BIZMAP is intended to be shared and used among SMEs which are

seeking for new opportunities abroad.

Figure 1: Zoom on regional scores for a Portuguese SME in the construction sector
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1. Introduction

In the post-1950 period, the global increase in the flows of trade, capital and information
has helped push the world economy into a state of globalization, in which most of economies
are highly interconnected (Masson, 2001). In this context, the firm-level internationalization
refers to the expansion of international business operations such as exports, international
partnerships or foreign direct investment (FDI). By fostering innovation and facilitating spill-
overs of technology, this participation in global markets may create opportunities to enhance
productivity and can therefore be an important driver of employment growth (Wagner, 2012).

However, engaging in such activities can be expensive and usually only the most produc-
tive firms can afford to do so (Melitz, 2003; Helpman et al., 2004; Bernard et al., 2007). For
instance, the entry into foreign markets implies transaction costs or fixed costs that can gen-
erate significant barriers (Eden & Miller, 2004). Given their small size, small and medium-
sized enterprises (SMEs) suffer from typical obstacles which affect their ability to increase
their activity abroad (Hollenstein, 2005; Paul et al., 2017). The latter can be classified as
either internal, such as lack of internal resources, or external, such as uncertain institutional
environments.

Hence, despite their importance in terms of activity and employment, SMEs only account
for a small share of exports (OECD, 2015). In most OECD countries, for instance, SMEs
represent more than 95% of all enterprises, about two-thirds of total employment and more
than half of the value added of the business sector. Yet, their contribution to overall exports
stands between 20% and 40% for most OECD economies (see figure 2).

Thus, although the fragmentation and specialization of global economic activity opens
up a number of opportunities for SMEs, some obstacles to their exploitation remain. Among
them, the lack of information is one of the most salient for example when it comes to selling
goods and services on foreign markets (Lloyd-Reason et al., 2009). This patchy knowledge
limits their ability to choose the geographical areas most suited to their business.

To overcome these difficulties, this paper combines many economic and financial data



in open access to determine a multidimensional indicator of the attractiveness of European
territories. The latter makes it possible to evaluate, according to SMEs’ activity, which are
the most promising markets based on a wide range of criteria. By reducing information
uncertainty abroad, the BIZMAP application enables SMEs to improve their analysis of new
markets through the use of an harmonized territorial attractiveness indicator.

To capture the protean nature of attractiveness at local level, the application builds on
7 different open access databases coming from Eurostat, the European Central Bank (ECB),
the Organisation for Economic Cooperation and Development (OECD) , the European Invest-
ment Bank (EIB), the European commission (AMECO), the World Bank and the Research
and Expertise on the world economy (CEPII) which is a French institution specialized in
international trade. Based on our expert judgment, we end up with an unified database en-
compassing more than 80 preselected variables for the 28 members of the European Union
over the period 2015-2021.2

Our approach relies on big data methods. First, we aggregate the time series and impute
missing values with either random forest techniques or Kalman filters. Second, given the
high dimensionality of our dataset, the most relevant variables are selected according to Lasso
(Least Absolute Shrinkage Selection Operator) regressions applied to a gravity model of trade
using either imports or FDI as dependent variable.

In the end, we obtain the contribution of each variable to exports or FDI in order to weight
the variables we use to compute the indicators of geographical attractiveness and we propose
a data visualization of our results inside our BIZMAP application. The principle is straight-
forward: after filling out all the necessary fields on the application (sector and home country),

BIZMAP provides the SME with an European ranking based on an interactive visualization

2 Note that, for some variables, our dataset both incorporates the 3-year economic forecast of the European

Commission and our own forecasts based on Kalman filter or random forest methods. See section 3 for
more details.



which indicates what are the most attractive European countries for its specific activity.> Im-
portantly, BIZMAP also enables SMEs to understand what are the main drivers of this score
by presenting the contributions of the most important variables. Finally, BIZMAP offers the
possibility to compare the 281 European regions with each other using the Eurostat NUTS 2
classification*. Looking at countries heterogeneity, SMEs are therefore able to have a clearer
picture of the most attractive European areas.

Our paper relates to the literature focusing on the firm decision to engage in international
activity. While the traditional trade theories discuss the importance of differences in technol-
ogy (David, 1817) and factor endowments (Heckscher & Ohlin, 1933) across economies to
highlight comparative advantages, the New Trade Theory developed a model of monopolistic
competition in which only the most productive firms internationalize their business (Melitz,
2003; Helpman et al., 2004). In contrast, we focus on the determinants of internationaliza-
tion based on the economic potential of foreign markets. In particular, BIZMAP aims to
reinforce the European economic integration which is likely to increase the growth potential
of its members through higher regional trade (Vamvakidis, 1998).

The challenge of selecting the main drivers of the external performance among a wide
range of possible variables was discussed in the economic growth literature under the so-
called issue of "openendedness of theories" (Brock & Durlauf, 2001). In this case, one faces
both the traditional problem of estimation uncertainty and the additional one of model un-
certainty related to the choice of covariates. We tackle this issue by implementing Lasso
methods, which provide a formal treatment of model uncertainty by considering all possible

sets of variables.

The determinants of attractiveness are studied according to the Statistical classification of economic activ-
ities in the European Community (NACE Rev.2).

4 The current NUTS 2016 classification is valid from 1 January 2018 onwards and lists 104 regions at NUTS
1, 281 regions at NUTS 2 and 1348 regions at NUTS 3 level. The NUTS classification (Nomenclature of
territorial units for statistics) is a hierarchical system for dividing up the economic territory of the EU for
the purpose of socio-economic analyses of the regions. More information are available in the following
page https://ec.europa.eu/eurostat/en/web/nuts/background



The remainder of the paper is structured as follows. Section 2 presents the preselected
potential drivers of internationalization. Section 3 deals with the empirical strategy. Section

4 discusses the results. Section 5 exhibits the BIZMAP application. Section 6 concludes.

2. Potential drivers of internationalization

The potential drivers of internationalization are numerous and incorporate among other
aspects growth prospects, demography, education, quality of institutions, access to finance.
Consequently, the latter can be searched in very wide areas of economics.

The first conceptual step consists in choosing the dependent variables which captures the
economic potential of a foreign market. Here we focus on the balance of payments defining
either flows of imports or FDI as measures of a country’s commercial dynamism. More
precisely, we look at bilateral flows in order to evaluate trade potential of each European
country with respect to a given country. Coming from the Eurostat database, bilateral flows
of imports and FDI are timely and harmonized across European countries.

While constructing the set of potential drivers of internationalization, we considered the
following themes: (i) economic prospects; (ii) infrastructure; (iii) institutional environment;
(iv) financial conditions ; and (v) demography and standard of living. The final dataset com-
prises 82 explanatory variables coming from 7 different open access databases over the period
2015-2021°. The main categories of potential drivers of internationalization are discussed
below (see Table 1 and Table 2 for names of variables, sources and the granularity of data

available).

2.1. Trade related variables

This block of variables refers to various statistics that are informative for bilateral trade

outcomes based on the detailed trade data of the French center of Research and Expertise on

> Note that, for some variables, our dataset both incorporates the 3-year economic forecast of the European

Commission and our own forecasts based on Kalman filter or random forest methods. See section ??for
more details.



the world economy (CEPII). Regarding the trade distance, we use the distance measures made
available by the CEPII which hinge on city-level data to assess the geographic distribution of
population (in 2004) inside each nation. The basic idea is to calculate distance between two
countries based on bilateral distances between the biggest cities of those two countries, those
inter-city distances being weighted by the share of the city in the overall country’s population.
® We also add two dummies: while the dummy trade contiguity takes the value 1 whether
two countries are adjacent or O otherwise, the Common official language one takes the value
1 whether two countries share a common official language. In our case, we assume that a
lower distance, a common language and a neighbouring country increase the probability of

trading.

2.2. Economic prospects variables

To assess the economic potential of European countries, we rely on macroeconomic vari-
ables which describe the structure of the economy. Stemming from 4 different providers
(the European commission, Eurostat, ECB, EIB), theses variables are available with different
levels of granularity: country, macro-sector, NUTS 2 region, and NACE Rev. 2 activity.

As regards the database of the macro-economic database of the European Commission
(AMECO), we select the gross value added at 2010 price, the harmonised consumer price
index, the unemployment rate, the private final consumption expenditure and the gross fixed
capital formation to account for productive capacity and growth prospects at the country-
level. We also include the ECU-EUR exchange rates to take into account the effect of ex-
change rate volatility on countries attractiveness within the European Union.

Drawing on Eurostat, we complement these measures by the GDP and the unemployment
growth rate at the regional level. We also use sector-specific variable such as labour costs or
sentiment indicators. The latter are made up of five sectoral confidence indicators : industrial

confidence indicator, services confidence indicator, consumer confidence indicator, construc-

6 See (Head & Mayer, 2002) for more details on distance measures)



tion confidence indicator and retail trade confidence indicator. At the NACE Rev 2 level, we
include the amount of firm turnover, the wage adjusted labour productivity, the average per-
sonnel costs, the growth rate of employment, the gross operating surplus and the investment
rate. In addition, we add the house price index as well as the amount of R&D expenditures at
the national level.

Turning to financial variables we consider that foreign credit cycles may drive external
demand. Thus, using the ECB database, the outstanding amounts of household and corporate
credit are incorporated into the dataset. Finally, to capture the business cycle, we make use of
the annual EIB Group Survey on Investment and Investment Finance (EIBIS). Encompassing
all EU countries, this survey gathers qualitative and quantitative information on investment
activities by small and medium-sized businesses and larger corporations, their financing re-
quirements and the difficulties they face. It thus provides a wealth of unique firm-level infor-
mation about investment decisions and investment finance choices. Restricting the survey to
SME:s, we retain questions that focus on the expected investment, the share of companies that
invest, the demand for products or services and the uncertainty about the future. Importantly,

the EIBIS allows to gather the answers according to macro-sectors.’

2.3. Institutional environment

The institutional environment of a given country plays a crucial role in attracting foreign
firms. To proxy the quality of institutions and the rule of law which encourages interna-
tional trade we make use of three different databases coming from the World Bank and the
OECD. First we rely on the Worldwide Governance Indicators (WGI) which aggregate gov-
ernance indicators for over 200 countries over the period 19962018, for six dimensions of
governance: voice and Accountability, political Stability and absence of violence, govern-
ment effectiveness, regulatory quality, rule of law, control of corruption. These aggregate

indicators combine the views of a large number of enterprises, citizens and expert survey re-

7 Note that in this paper macro-sectors refer to four different macro-sectors: industry, services, construction

and retail



spondents in industrial and developing countries. They are based on over 30 individual data
sources produced by a variety of survey institutes, think tanks, non-governmental organiza-
tions, international organizations, and private sector firms.

Second, we choose the Doing Business indicators of the World Bank which provide ob-
jective measures of business regulations and their enforcement across 190 economies on the
following topic: trading across borders, time to import, starting a business, resolving in-
solvency, regulatory quality, registering property, protecting minority investors and paying
taxes.

Finally, we gather information about the tax environment of all European countries using
the OECD tax database which provides comparative information on a range of tax statistics
- tax revenues, personal income taxes, non-tax compulsory payments, corporate and capital

income taxes and taxes on consumption - that are levied in the 35 OECD member countries.

2.4. Infrastructure

The quality of infrastructure is also of major importance in order to facilitate delivering
freight from a given country to every country of the European Union. To proxy the beneficial
effect of infrastructure, we add 8 more variables stemming from the World Bank, Eurostat and
the EIB. While we select the variable Getting electricity of the Doing Business projet we also
include transport network information available at the NUTS2 level in the Eurostat database
such as the motorway network, the railway network, the air freight and the ocean freight.
Then, exploiting the EIB’s survey on investment, we select questions dealing with energy

costs, access to digital infrastructure and availability of adequate transport infrastructure.

2.5. Financial conditions

Since the onset of the crisis, financial variables have gained prominence in explaining the
performance of both firms and countries. Based on Eurostat, the ECB database and the EIB’s
survey on investment, we consider measures characterizing financing conditions including

the debt of households, non-financial corporations and governments. In addition, we look at
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the effect of financial stability measures such as non-performing loans, the country-level core
tier one ratio of European banks or the financial stress indicator of the ECB ®. Besides we
add measures of SMEs access to finance using answers of the EIB survey about the amount

of credit obtained, the cost of the external finance obtained and even the collateral required.

2.6. Demography and standard of living

The trade attractiveness of a country is tightly connected with the demography and the
standard of living. In particular, we include the Eurostat share of labour force with secondary
and tertiary education, as well as answers about availability of staff with the right skills pro-
vided by the EIB survey to capture the skill endowment of the labour force. Besides, the
total population or the level of inequality or poverty may also play an important role in deter-
mining the volume and the nature of the external demand. Finally, we complete the database
with Eurostat information on environmental policies of the EU countries such as the share of

renewable energy or the level of gas emissions.

3. Methodology

Building on this large amount of information, we take advantage of big data techniques to
assess the relative importance of potential drivers of internationalization. To obtain an unified
database, we first deal with the imputation of missing data for the 28 EU members. Depend-
ing on the nature of these data (partially or completely missing), two different algorithms are
implemented. On the one hand, series where a year observation is missing are imputed using
time series technique such as Kalman filtering (section 3.1.1). On the other hand, if the data
are unavailable for a given geographical area (country or region) then multivariate imputation

methods such as missForest are implemented to make use of the observed link between the

The Country Level Index of Financial Stress (CLIFS) includes six, mainly market-based, financial stress
measures that capture three financial market segments: equity markets, bond markets and foreign exchange
markets. In addition, when aggregating the sub-indices, the CLIFS takes the co-movement across market
segments into account. See Duprey et al. (2017)for more details.
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missing variable and the others in the areas where all data are available (section 3.1.2). From
there, we model bilateral flows of imports and FDI through a gravity model of trade using a

post-lasso OLS which consists in running an OLS on variables selected using a Lasso model.

3.1. Missing values imputation

As explained previously, our data are available at 4 different levels of aggregation: coun-
try, macro-sector, sector and region (see Figure 3). On each of the four levels, some data
are missing. The first need is thus to impute these missing data. The Figure 4 show the
average percentage of missing data for each year and each geographical area. For a given
variable and a given geographical area (national or regional), the data can be either partially
or totally missing. We address the first case using time serie techniques, while we rely on
multivariate imputations for the second one. As a result, for each level, the missing data are
imputed according to a specific algorithm (see Algorithm 1). The Figure 5 gives the count of

the available observations and the imputed values according to the different techniques.

Algorithm 1 Impute missing values for this level of granularity
for serie in this level do
for area (nutsO or nuts2) where some data is available do
if enough observations (n > 3) and non null variance then
Impute using Kalman over the period 2015-2021
else
Impute using the mean value
end if
end for
for area without available data do
Impute using missForest with observations of the region with non missing values
end for
end for

3.1.1. Kalman filtering
In this step, we complete missing values of time series taken individually. To do so, we

model time series as state-space models based on a decomposition of the series into a number
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of components (Harvey, 1990). The estimation of such state-space models is then done by a
Kalman filtering algorithm. The Figure 6 shows the output of such this algorithm for various
level of missingness.

More specifically, in our study, time series are modelled by a state-space model named

local linear model. This model is defined as follow:

X = +6, &~N(@O,0?) (1)
st =+ + &4 ft’“N(O,O'é) (2)
N1 =M+ s & ~ N(O, 0’?) 3)

where x; are the observations defined as the sum of a time-varying slope p, (unobserved)
and a noise ¢ of variance o2. The time-varying slope is made of a random walk of variance 0'?
which models the trend with and an additional random walk 7, of variance 0'2 which models
the fact that the trend can vary over time. ¢ is called the noise of the observations whereas &,
and ¢; are called the noise of the model or the noise of the system. The Kalman algorithm is
used to estimate the variance of the three parameters €, & and ;. Once these variances have

been estimated, the equation system of the state-space model enables us to complete missing

data in the time series.

3.1.2. missForest algorithm

Afterwards, we focus on the imputation of missing data where no observation is available
for a given geographical area (or a macro-sector/sector). For this purpose, we implement the
algorithm missForest (Stekhoven & Biihlmann, 2011), which is based on a random forest
predictor (Breiman, 2001). The benefits of using this classifier are numerous such as allowing
for interactive and non-linear effect, not relying on strong statistical hypothesis on the data,

providing prediction even though data are missing in its inputs (contrary to linear models for
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instance), gracefully handling mixed data (such as categorical). Importantly, the absence of
a-priori statistical hypotheses on the data is a desirable feature of missForest. Furthermore,
one should note thatmissForest outperforms others standard approach with a decrease of
imputation error of 50% in some cases(Stekhoven & Biihlmann, 2011).

This multivariate method consists in predicting the missing values using a random forest
trained on the observed parts of the dataset. In other words, it makes use of all the other
variables to predict the variable with missing values. At the first iteration of the imputation
process, the missing data are imputed to their mean. The process stops as soon as the dif-
ference between the newly imputed data matrix and the previous one increases for the first

time.

3.2. Trade flow modelling

3.2.1. A machine learning selection using Lasso

For now, we have preselected 82 variables based on our expert judgment. However, we
still have an issue for the estimation of imports and FDI. Indeed, in situations where the
dimensionality of the data may exceed the length of the sample size, overfitting concerns arise
(Hawkins, 2004). In our database, variables are typically available at an annual frequency
and available only for few years. In this case, least squares estimation cannot yield unique
coeflicient estimates and it is necessary to reduce the number of covariates included in the
model. Consequently, before plugging all these variables in any model, we decide to go for a
variable selection procedure.

Among the different existing methods, we implement Lasso (Least Absolute Shrinkage
Selection Operator) regressions to set to zero covariates for which the absolute value of their
estimates is lower than a level A (Tibshirani, 1996). The difference between a Least Squares
regression and Lasso regression lies in the optimization problem solved. In fact, the Lasso

regression adds a penalty term to the least squares term as follows:
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where y; is the i observation of the independent variable, x; denotes the covariates of
the i”* observation, 6 corresponds to the estimates, ||. ||, is the L, norm, and A is the penalty
parameter. The penalty parameter helps reducing the number of the covariates included in
the model. The optimal A is determined by cross-validation. The latter refers to a resampling
technique which helps to find a parameter value that ensures a proper balance between bias
and variance (or flexibility and interpretability).

The cross-validation used is the so-called K-fold cross-validation method that divides the
dataset randomly into K different subsets. One subset is kept for validation while the model
is estimated over the remaining K-1 subsets. This procedure is repeated for each subset and
each A. The best penalty parameter value is the one yielding the lowest K-fold estimate. In
our study, we chose a K-fold cross-validation with K=10 which is the default value for K-fold
cross-validation.

Since the Lasso biases the coefficients towards zero, the estimates might not be consistent.
This is even more true in presence of highly correlated covariates. Besides, Belloni et al.
(2013) have shown that the post-Lasso OLS performs at least as well as the Lasso under mild
additional assumptions. We therefore decide to use a two-step estimation procedure in which

we regress our variables of interest on the subset of covariates chosen by the Lasso.

3.2.2. Gravity model equation

Once we have selected the most relevant variables according to the Lasso criteria, we
then are able to incorporate those variables into a gravity model of trade. The gravity equa-
tion in international trade is one of the most robust empirical finding in economics (Chaney,
2018): bilateral trade between two countries is proportional to their respective sizes, mea-
sured by their GDP, and inversely proportional to the geographic distance between them. The

traditional gravity model applied to bilateral trade flows is the following:
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Where the trade flow X; ; is explained by Y; and Y; that are the masses of the exporting
and importing country (e.g. the GDP) and D;; that is the distance between the countries. A
logarithmic operator can be applied to form a log-linear model, which yields the following

equation’:

log X;; =Bo +PBilogY:+BslogY; + Bslog D;; + €; (6)

Additional bilateral variables such as contiguity (the fact that two countries share the same

border), common language or regional trade agreement!'®

are often include in the equation. In
the case of our dataset which includes more information, we estimate two different equations

which are the following:

logM;; = Bo + BilogY; + BslogY; + Bslog D;; + BsVij + BeZ; + € (7

IOgFDIl'j :ﬁo +ﬁ1 lOg Yi +ﬁ3 lOg Yj +ﬁ4lOgDij +ﬁ5Vij +ﬂ6Z,~ + €ij (8)

where the dependent variable is either M;; and refers to the bilateral flow of imports of coun-
try i coming from country j or FDI;; and represents the bilateral flow of FDI of country i
coming from country j. Besides, in both equations, Z; is the matrix of potential drivers of
attractiveness related to country i and V;; is the matrix of bilateral variables between country

i and j such as contiguity and common language.

o Note that constant G becomes part of the 8y. Also for easier interpretation we decide not to invert the log

of the distance, contrary to what would be implied by taking logarithm of Equation 5.

10" Since the countries under interest are in the Eurozone, this variable is de facto excluded.
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3.2.3. Using different level of granularity

Finally, one last step of data processing is necessary before being able to run regressions.
Indeed, since the explained variables are available at the country level only, the explanatory
variable available at a more disaggregated level (i.e. macro-sector, sector or NUTS 2) must
be aggregated to a country level. To this end, two ways of aggregating values are used:
summation and product. The summation is used for the value that are absolute (i.e. not
in percentage) whereas the product is used when the value is in percentage.!! In addition,
for a prediction made at a more disaggregated level than the national level, only a subset of
covariates are available for this level. Hence, for the variables not available at this level, we
take the values of these variables at a more aggregated level. For instance, if the prediction
is made at the sector level, the values we use for the variables not available at the sector level
are the ones of the corresponding macro-sector. Similarly, if some variables are not available

at the macro-sector level, then the values at the national level are retained.

4. Empirical results

4.1. Selected variable by Lasso

The gravity equations 7 and 8 are first estimated using Lasso regression. The selection
process for the import equation retains 10 different variables, including the core variables of
gravity models such as distance, the contiguity, the common language, the GDPs of the ex-
porting and importing countries and their total population. With regards to the FDI equation,
the Lasso regression selects 9 variables, and includes as well the core variables of the gravity
model. In those two sets of selected variables, there are 5 common variables. Thus, even
though some variables can explain both phenomena (imports and FDI flows), we still have
some variables that do not overlap which means that some factors explaining each process

are specific.

' Since the product is not weighted, note that we assume that each of the sector/macro-sector/region have

the same weight.
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4.2. Estimates from gravity models

The estimates of the variables selected in the Lasso are shown in Table 3 and Figure 7. In
the latter, note that the explanatory variables are all standardized to allow direct comparison of
the magnitudes of the effects. Regarding the bilateral FDI estimation in column (1) of Table 3,
the three variables with the biggest effects are the GDPs of both countries, the logarithm of the
distance and the importance of the air freight of the country attracting FDI. These effects are
consistent and significant at the 1% level. An increase in the GDP of the investing country,
as well as a decrease in the distance between the two countries lead to higher FDI. Also,
better air transports in the receiving country are associated with higher FDI. Unsurprisingly,
the coeflicients of the GDP and the corporate credit of the country attracting FDI are both
positive and significant. Indeed, these are overall demand factors that directly influence the
investors decision to invest in a foreign country . In addition, from an investor perspective,
higher level of taxation directly reduce financial profitability and thus has negative effect on
investment volume. Hence, higher receiving country’s taxes on good and services have a
negative effect on FDI. Conversely, sharing a common language has a positive impact on
those inflows.

Regarding the estimations of imports flows, column (2) shows the same prominence of
the core variables of the gravity model (GDPs of both countries and distance) that are all
significant at the 1% level. Similarly, the coefficient related to air transports is still positive
and significant. Yet, sharing a common language is no more significant while the contiguity
variable turns out to increase the global volume of imports. Indeed, importing from a country
might require less cultural proximity than investing in the long run through FDI. Instead, trad-
ing with a neighbouring country is of major importance even after controlling for the effect of
the distance. Other variables related to institutions quality such as solvency rules or reduced
time and costs associated with the logistical process of importing goods have also a positive
and significant effect on these inflows. Furthermore, the share of corporate non-performing

loans, which captures financial fragility, has a negative and significant effect on imports but its
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magnitude is lower than the previous variables. Finally, turning to the demographic factors,

the higher the population of the importing country, the higher the imports.

5. Implementation in BIZMAP

5.1. Software and hardware used

BIZMAP is a web application built within the shiny framework in R. Regarding the user
interface, the core package shiny combines shinydashboard and shinydashboardPlus
to enhance the user experience. In order to guide the user, a tutorial has been created with the
package rintrojs. The latter is available on the menu Help of the application. Furthermore,
some custom CSS and JS scripts have been developed to enhanced style and dynamics of
the application. Turning to the web infrastructure, the application has been deployed on an
Amazone EC2 instance with the following configuration: variable ECU, 2 vCPU, 2.3 GHz,
Intel Broadwell E5-2686v4, 8 Go memory, EBS only. A shiny server has also been installed

and configured on the AWS instance to receive the application locally developed.

5.2. Operating instructions

When an user opens the app, he has access to a left menu where he is asked to fill in some
information. First, the user has to determine whether he wants to export or make a Foreign
Direct Investment for his business as described in Figure 8. Depending on whether the user
is interested in current indicators or predictions, he has to choose the period he is interested
in within the 2015-2021 period (see Figure 9). Then, the user has to select the country where
his company is located as shown in Figure 10. In fact, our indicators rely on geographical
distances between this localization and all other EU countries. Finally, the user has to fill
in the macro-sector and the sector of his company to obtain results tailored to his business
(see Figure 11). All in all, it is possible to choose among a total of 21 macro-sectors and 88
sectors.

Once the left menu is completed, models are running and indicators for each countries

and each regions are computed. The application is buffering layers based on the value of the
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indicators. Values are scaled between 0 and 100 (see Figure 12) and the higher the value, the
better the user has interest to export or make a Foreign Direct Investment. Graphically, the
most attractive European territories are represented with the warmest colors.

For example, consider the case of a Portuguese SME specialized in the retail of Por-
tuguese wine that intend to export its production in Europe. The firm wants to know where
are the best opportunities in Europe for its products so it fills in the information needed in
the left menu presented in Figure 13. From there, the application provides the user with a
ranking of the Top 10 best countries to export (see Figure 14). The application also enables
to have a global view of the scores of all the countries of the European Union (see Figure 15).
In our example, the SME should export to France (100), Spain (97.9) and United Kingdom
(89.6). Importantly, it is possible to display the score of any country by hovering the mouse
over it. In addition, by clicking on a country, the user has access to an in-depth analysis that
explains the scores obtained through the visualization of the contribution of each theme to
the score (see Figure 16). In the case of our Portuguese entrepreneur, the SME has interest
in exporting to France mainly because of a better demography, a higher standard of living, a
well developed infrastructure and a strong institutional environment.

The user has also access to even deeper analysis with the Analytics menu on top of the
app. First, the number of best countries can be selected from 1 to 10 in order to display the
ranking of the top countries (see Figure 17). Second, each country score can be broken down
into our five different themes (see Figure 18) or the top 8 most impacting variables (see Fig-
ure 19). Figure 17 displays the same information available in the table exhibiting the ranking.
However, a dashed line is added to represent the average score of all EU countries in order
to enable a cross-country comparison between the different scores. Figure 18 displays the
same information available on the map by clicking on a country but here, the information is
displayed for the top countries all together making any comparison easier. A point for each
theme is added to represent the mean contribution of a theme across all countries in order to

have a better idea of the significance of the difference between the values. Besides, Figure 19
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presents some new analytics. For each country, the contribution of the 8 most impacting vari-
ables is presented with the mean contribution of each variables across all countries. Again,
this reference point enables to have a better evaluation of any value.

Finally, the application allows to obtain all the previous result at the regional level. The
user only has to go back to the map and scroll up to zoom. Then, BIZMAP updates all the
predictions to compute the score of territorial attractiveness at the regional level. Returning
to our Portuguese example, Figure 20 presents the new ranking at the regional level, while
Figure 21 exhibits the scores of all the EU regions. Once again, the user can go to the

Analytics part to explore the results at the regional level.

6. Conclusion

In this paper, we have built a web application (BIZMAP) that enables SMEs to improve
their analysis of foreign markets through the use of an harmonized territorial attractiveness
indicator. Many challenges arise from the construction of such application. As a matter of
fact, starting from the collection and manipulation of big data provided by 7 different open
access databases, we deal with missing values and aggregation issues. From there we start
using machine learning methods such as random forest and Kalman filtering. Then, we used
a two-steps estimation procedure by combining Lasso regression to select the most relevant
variables and a gravity model of trade to determine the most attractive region of Europe. Last
but not least, we end up with a synthetic indicator easily readable by SMEs to help them in
their decision-making process.

Our datascience pipeline enables us to build a flexible application that covers all the 28
members of the European Union at both a national and regional level, thus providing an in-
dicator about the territorial attractiveness concerning 21 macro-sectors and 88 sectors from
2015 to 2021. Hence, by reducing information uncertainty abroad, BIZMAP is likely to im-
prove the SMEs’ analysis of new markets through the visualization of harmonized territorial

attractiveness indicators.
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This project can still be improved in many ways. More data available at a NUTS 2
level concerning sectors will reduce the number of artificial completions that we made, thus
making our models more reliable. Moreover, data more related to the core business of the
SMEs would be more useful for them. So, it might be interesting to make an analysis at
a deeper sectoral level. Another way to improve the application is to explore the residuals
of the gravity models in order to understand which factors are missing. Finally, we plan to

extend the application to a wider range of countries, for instance the members of the OECD.
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Figure 2: Economic importance of SMEs as compared to their contribution in global trade

SME export activity, value added and employment shares. as a percentage, 2013

B % of exports 1 % of value added € % of business employment
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Source: OECD Structural and Demographic Business Statistics and Trade by Enterprise Characteristics databases.

Figure 3: The various levels of granularity
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Geographical area

Figure 4: Percentage of missing value as function of year and country
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Figure 6: Kalman filtering examples
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Explanation: The graph show the output of the Kalman filtering for different levels of missing values (from 9.1% to 57.1%). The
solid black lines show the original series and the grey dotted line the Kalman filtering extrapolations
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Table 3: Estimations of the gravity model of imports and FDI

FDI Imports
Model
@ @)
Trade
Contiguity 0.134 0.132%**
(0.092) (0.021)
Log weighted distance -0.501%%*%  -(0.824%%%*
(0.089) (0.023)
Common official language 0.151%*

(0.075)

Economic prospects
Origin: GDP 1.048%x% ] 183%%*
(0.069) (0.017)

Destination: GDP 0.347* 0.377%:**
(0.194) (0.081)

Consumer sentiment indicators 0.123
(0.078)
Institutional environment
Resolving insolvency 0.099%#**
(0.025)
Taxes on good and services -0.224%*
(0.093)
Trading across borders 0.133%#%**
(0.032)
Infrastrucrure
Air Freight 0.562%***  (.238***
(0.183) (0.047)
Railway network 0.038
(0.035)
Financial conditions
Corporate NPL -0.054%**
(0.027)
Corporate credit 0.370%**
(0.103)
Demography and standard of living
Destination: total population 0.443%**
(0.079)
Observations 896 1,486
Countries 28 28
R? 0.441 0.900
Adjusted R? 0.435 0.899

Notes: The table shows the results of equation 7 and 8. All variable defini-
tions are presented in Table 1 and 2.*, ** and *** indicate significance levels
at 10%, 5% and 1% respectively.
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Figure 7: Normalized gravity model estimations
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Notes: The figure shows the results of equation 7 and 8.*, ** and *** indicate significance levels at 10%, 5% and 1% respectively. All explanatory variables are
normalized using standardization (i.e variables are centered and reduced) to allow direct comparison of the effects.
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Figure 8: Choice between exportation and Foreign Direct Investment
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Figure 9: Choice of the period
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Figure 10: Choice of the country
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Figure 11: Choice of the macro-sector and sector
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Figure 12: Scale of the indicator displayed on the application
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Figure 13: Informations filled by a Portuguese specialized in the retail of Portuguese wine willing to export
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Figure 14: Top 10 best countries to export for the Portuguese company
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Figure 15: Scores of all the countries of the European Union
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Figure 16: Contribution of each theme to the score
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Figure 17: Ranking of the top countries
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Figure 18: Contribution of each theme to the score
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Figure 19: Contribution of each 8 most impacting variables
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Figure 20: Top 20 best regions to export for the Portuguese company
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Figure 21: Scores of all the regions of the European Union
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1. INTRODUCTION

BANQUE DE FRANCE

EUROSYSTEME

Birth: 2019 EU Datathon of the European Commission - 3rd prize

gr
it
i

Ambition: to help companies to export (in particular SMEs)

Economic weight of SMEs (95% of companies, 50% of employment)

— Obstacle to export: lack of resources, especially information (30% of exports)

Solution: identify the attractiveness for exports of European territories

Use cases :

Visualize a model

Help a French company to define an export strategy
Demonstrate France's attractiveness abroad
Provide quantitative data to experts

Advise public authorities

::::::

.| Rank Score

ST AURTEL

1 I italy 100.0
2 Bl Romania 954
3 == German y 851
4 I NFrance 86.0
5 = Moland 822
8 S United Kingdom 57-1
7 = Hungary 629
& = spain 627
9 = Austria 53.3

10 = Neatherlands 578
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9 open access data providers

2. OVERVIEW — ey "' o

eurostat CUROPEA Investment

N CENTRAL BANK Bank

THE WORLD BANK ‘“" >> OECD (3 CEP '

IBRD « IDA | WORLD BANK GROUP

Multidimensional Hybrid predictive model of Index of attractiveness of
harmonised database international economics European territories
and machine learning

80 variables divided into 6 themes Model Index of attractiveness
* Institutional environment * Gravity model * Multidimensional, sectoral thanks to the
* Economic perspectives * Augmented with ML: lasso database
* Infrastructure * Predictive * Possibility to look at future attractiveness
* Standard of living * Calibrated on export flows through the model
* Financial conditions * Provides attractiveness scores
* Geographical and cultural distance Visualisations of the indicator
* Dynamics
3 dimensions  Ranking of territories
* Time (years) * Map with zoom on regions
* Spatial (countries, regions) * Contribution of the variables to the indicator
* Sectoral

Need for interpretability and pedagogy

Imputation of missing values
missForest + Kallman filters Allows a company to determine a custom

BANQUEDE F export strategy

EUROSYSTEME
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1. Completion between countries with missForest* bE
ES missForest
FR
IT
NL
2015 2016 2017 2018 2019 2020
AT Kalman filtering Kalman filtering
2. (For each country) completion through time BE Kalmanfitteing | Kalman filering
with Kalman filters DE Keimanfiltering. | Kalman fitering
ES Kalman filtering Kalman filtering
FR Kalman filtering Kalman filtering
IT Kalman filtering Kalman filtering
NL Kalman filtering | Kalman filtering

MissForest = nonparametric missing value

imputation using random forest 7
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3. METHODOLOGY
ESTIMATED EQUATION

= Standard gravity model augmented with economic variables

Y/ = By +ZG‘7 + GDP; + GDP; +ZX]-"‘

\ y \
Y

Xj" - Economic variables

Y;; 1 exports Gijp & GDP;or Yarlables of for country j and sector k
from the standard gravity model (if available)

country i to = geographical, Dbilateral and = |nstitutional environment
country j for cultural variables = Economic outlook

sector k :

economic mass of countries = Infrastructure

= |ife standards

quugﬁe'mmcs = Financial conditions

EUROSYSTEME



& 3. METHODOLOGY
\  ESTIMATION OLS POST-LASSO BY SECTORS

Gravity model variables (G) + 80 economic variables (X) selected by experts

For each
sector k

G1 G2 G3 X1 X2 X3 X4 Xp-1 Xp
l 1. Variable selection with LASSO

G1 G2 G3 X1 X2 X3 X4 Xp-1 Xp
l 2. OLS regression on all severity variables + selected economic variables

G1 G2 G3 X1 X2 X3 X4 Xp-1 Xp

— Different economics variables are
selected for different sectors

—> Gravity variables are
always selected

Reference: Least squares after model selection in high-dimensional sparse model (BELLONI and CHERNOZHUKOQV, 2013)

BANQUE-DE FRANCE

https://www.jstor.org/stable/23525734?seq=1

EUROSYSTEME



4. Results
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4. RESULTS
COEFFICIENTS PER SECTOR

= The manufacturing sector is the
biggest macrosector, it includes many
subsectors (food, beverage, wood,
iron...): many variables are selected

= The arts and sciences are smaller and
more specific sectors: fewer variables
are selected

= The severity variables are robust

BANQUE DE FRANCE

EUROSYSTEME

INSTI - Time to impart (days)

NS 11 - Social secunty contnbutions (% of GOF)

INSTI Resolving insohency

INSTI - Palitical Stability and Absence of Violenee/Terrorisme Fstimate
INSTI - Payroll taxes (% of GDP)

INS 11 - Labour market requlabions - Major obstacle

INSTI Gelling credil

INSTI - Corporate income tax (% of GO

INSTI - Business regulations (e g. licences, permits) and taxation - Major obstacle
INFRA - Railway network

INFRA - Ocean Freight

INFRA - Highway notwork

INFRA - Air Freight

INFRA  Access o digilal inhastruclure - Major obslacle

FIN - The cost of the extemal Inance you oblained - Dis-salisfied
FIM - The amount you abtained - Nis-satisfied

FIM - Pubhic debt (% of GLF)

FIN - NFC debl (% of GDP)

FIN - Household debt (% of GDP)

FIM - Financial stress indicator

FIN - Core tier one ratio

FIN - Availability of finance  Major obslacle

FC.O - Wage adjusted lahour productivity

LCO - Unemployment rate

ECO - Uncertainty about the future - Major obstacle

ECQ - Sentiment indicators

ECO - Investment rate (investmentivalue added at factors cost)
ECO - Indice des colts du travail

ECO Household credil

FCO - Gross nperating surplustumover (gross operating rate)
LCO - GDP growth rate

ECO - Expected investment in the current inancial year compared to the previous : Increase

ECO  Awverage peisonngl cosls (peisonmel cosls per employee)  lhousand euro
r "ECO - Ongine GOP
CCO - Destination: GDP
DIST - Log weighted distance
DIST - Contiguity

DIST - Comman official language

1 LIS - Common colonizer after 1945

DEMO  Share ol renewable energy in energy consurmplion
DEMO - Position held by women in senior management pasitions
DEMO - Household income

DEMO - Greenhouse gases

DEMO - Availability of stall with the nghl skills - Major obslacie

Arts & entertainment

ol

=

=

Manufacturing

Sclentific activitles

...

estimate ols

L

0n
oo

- h

‘-IIZI

Standard gravity

model
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1.
MACHINE LEARNING IMPROVES PERFORMANCE

RESULTS

value

Distribution of performances among sectors

RMSE

madel

£ Random forest
E3 Current model (OLS post-lasso)
[ Standard gravity model

BANQUE DE FRANCE

EUROSYSTEME

» Performance: random forest (RF) >> hybrid
model > standard gravity model

= Machine learning (RF) is more accurate but
more difficult to interpret:

— Trade-off between performance and
interpretability

— Specific methods can be used: feature
importance, partial dependence plot,
shapley value

= Other models can be tested: Gradient
boosting (XGBoost, Catboost, etc.)

12



5. Perspectives
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( PROSPECTS

Recently completed project
— Automate the update of data

Current work

— Take into account the effects of the health crisis (adapt the model)
— Testing other ML models

— Facilitating the interpretation of attractiveness scores
— Adding information and visualisations to the application
— Exchange with companies and international trade experts to improve the application

Possible developments

— Looking at the attractiveness of French regions to each other
— Create indicators of market potential / business survival

BANQUE DE FRANCE

EUROSYSTEME



ANNEX : APP
DEMO

BANQUE DE FRANCE

EUROSYSTEME
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IFC-Bank of Italy Workshop on “Machine learning in central banking”

19-22 October 2021, Rome / virtual event

Applications of variational inference in the Bank of Russia’

Sergei Seleznev and Ramis Khabibullin,
Central Bank of the Russian Federation

1

This presentation was prepared for the Workshop. The views expressed are those of the authors and do not necessarily reflect the views of the Bank of Italy, the BIS, the IFC or the central banks
and other institutions represented at the event.
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APPLICATIONS OF VARIATIONAL INFERENCE
IN THE BANK OF RUSSIA

Ramis Khabibullin
Bank of Russia,* HSE

Sergei Seleznev
Bank of Russia*

19 October 2021

IFC and Bank of Italy Workshop ‘Data Science in Central Banking’
Part 1: Machine Learning Techniques

*The views expressed in the presentation are solely those of the authors and do not necessarily represent the official position of the Bank of Russia. The Bank of Russia is not
responsible for the contents of the presentation.



@ Bank of Russia Introduction 2

Bayesian estimation of macro models

Vector Autoregressions

« Litterman (1980), Doan, Litterman and Sims (1984), Sims (1993), Villani (2009), Banbura, Giannone and
Reichlin (2010), Koop and Korobilis (2010), Giannone, Lenza and Primiceri (2015).

Dynamic Factor Models

« Otrok and Whiteman (1998), Kim and Nelson (1998), Aguilar and West (2000), Blake and Mumtaz (2012).
Dynamic Stochastic General Equilibrium Models

« Smets and Wouters (2003, 2007), Fernandez-Villaverde and Rubio-Ramirez (2007), Justiniano and Primiceri
(2008), Herbst and Schorfheide (2015).

Agent Based Models
» Grazzini, Richardi and Tsionas (2017), Gatti and Grazzini (2018), Lux (2018).



@ Bank of Russia Introduction

Bayesian techniques for intractable posterior

Sampling (asymptotically sample from exact posterior)

* Gibbs Sampling (Casella and Goerge (1992));

* Importance Sampling (Owen (2013));

» Metropolis-Hastings (Chib and Greenberg (1995));

» Hamiltonian Monte Carlo (Neal (2011));

* No-U-Turn Sampling (Hoffman and Gelman (2014));

« Sequential Monte Carlo (Doucet, De Freitas and Gordon (2001));
« PDMP Continuous-Time Monte Carlo (Fearnhead et al. (2016)).
Optimization (allows to estimate larger models)

* MAP estimation;

» Expectation Propagation algorithm (Minka (2001));
 Variational Bayes estimation (Wainwright and Jordan (2008));

 a-divergense (Li and Turner (2016)).



@ Bank of Russia Variational Bayes 4

What does VB offer?

Approximate posterior

» Chooses the posterior approximation from a family of distributions that allows independent sampling.
Solving via optimization

* Finds an approximate posterior minimizing KL divergence between posterior and approximation family;
 Allows achieving the same accuracy faster than MCMC methods;

« Allows estimating posterior simultaneously maximizing the marginal likelihood with respect to
hyperparameters.

Large-scale applications

» Estimates models with thousands/dozens of thousands of parameters on Desktop PC.



@ Bank of Russia Variational Bayes 5

Variational Bayes

A VB algorithm maximizes the lower bound of the logarithm of the marginal likelihood with respect to an
approximate density and hyperparameters:

p(y16,x,9)p(0lp)
q(6)

logp(¥lx, @) = logJ p(y,0]x,p)do = logf q(6)do =
| togp (01,0 ~ loga(0))a(@)do -

logp(ylx, p) — j(log q(8) —logp(@ly,x, 9))q(0)d6 =

logp(ylx, 9) — KL(q(0)||lp(8ly,x,9)) = ELBO(q, ®)



@ Bank of Russia Variational Bayes

Different approximate densities might be useful in different situations

Mean-field approximations (Independent Gaussian approximation)

« All components are independent distributions (Wainwright and Jordan (2008)).

Gaussian approximation

« Gaussian distribution (Tan, Bhaskaran and Nott (2019)).
Neural network (Normalizing flows)

- Simple distribution is passed through a neural network (Rezende and Mohamed (2015)).
Non-parametric approximation (Stein variational inference)

« Approximate functional space optimization (Liu and Wang (2019)).



® Bank of Russia Sparse BNN 7

Sparse Bayesian neural network for inflation forecasting

Forecast for 1 month in advance

Neural network

0,5
* Highly non-linear and flexible model; 03 “ "
- Sparse Bayesian regularization (Tipping (2001)) to avoid 0.2
overfitting and minimize cross-validation dimensionality.
o0 EN RF GB NN

m Experiment 4 (no vintages, t-1, sa) mExperiment 1 (vintages, t-1/t-2, nsa)

Model performance

Forecast for 3 months in advance

- Bayesian neural network is usually comparable with or better

*
than other ML models for inflation prediction; 0,6 _
* Due to a sparse structure, it can be easy to find the most 82
important features (Khabibullin and Seleznev (2020)). 0.2
EN RF GB NN

mExperiment 4 (no vintages, t-1, sa) ®Experiment 1 (vintages, t-1/t-2, nsa)

RMSFEs of inflation forecasting for different ML
*Mean-field variational approximation is used. models developed by Mamedli and Shibitov (2021)



® Bank of Russia Daily SA

Seasonal adjustment model for financial flows

Travel agency, tour operator reservation service and related activities

Financial flow data L\LJ‘M.ul#’b.\mm\wm . P . R T ww“%"W‘W‘M'hw\mf M

* A financial flow report which helps monitor real-time e V

industry inflows and outflows was created at the start of
the COVID-19 crisis;

Travel agency, tour operator reservation service and related activities
6

» Existence of daily, weakly and monthly seasonality
greatly complicates the understanding of reasons -
behind changes in indicator dynamics. :

NN

-10

Seasonal adjustment

—Residuals+trend, SBL

° H undreds Of SerieS are Smoothed every day; : Travel agency, tour operator reservation service and related activities
, : : | bbumeie ot bbb g B il g
« Models without flexible trends (RW trend with SV) show i“‘”"’ Wi f i H‘,. }
poor performance for some series. ; e
*Mean-field and normalizing flows variational approximation is _ e N
used. For uncertainty estimation, Stein VI produces significantly Daily seasonal adjustment during the COVID-19 crisis
more accurate results using models with and without a flexible trend

proposed by Khabibullin et al. (2020)



@ Bank of Russia Economic judgment

Incorporating economic judgment into nonlinear models

Guided non-structural model

* An extension of the idea suggested by Del Negro
and Schorfheide (2004);

 Real data and artificial data from a structural model
are used for the estimation of a non-structural model;

* The final algorithm for the joint structural and non-
structural (hyper)parameters estimation is a double
variational inference or ADVIL (Li et al. (2019)).

Results

« Economic judgment from the DSGE model helps to
improve BNN model results.

*Mean-field and  normalizing flows  variational
approximations are used.
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@ Bank of Russia Conclusion 10

Conclusion

» Variational inference helps in the estimation of models that cannot be estimated via classical Bayesian
techniques;

» Our experience shows that even poor mean-field approximation is usually sufficient for practical applications.



Irving Fisher Committeeon  gw B | S
Central Bank Statistics e

IFC-Bank of Italy Workshop on “Machine learning in central banking”

19-22 October 2021, Rome / virtual event

Deep learning solutions for dynamic stochastic general equilibrium models’

Mo Ashtari and Vladimir Skavysh,
Bank of Canada

1

This presentation was prepared for the Workshop. The views expressed are those of the authors and do not necessarily reflect the views of the Bank of Italy, the BIS, the IFC or the central banks
and other institutions represented at the event.
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DSGE Models

O Dynamic: there are intertemporal problems
and agents rationally form expectations

O Stochastic: exogenous stochastic processes
may shift aggregates

O General Equilibrium: all markets are in
equilibrium, although unpredictable shocks
disturb this equilibrium for a while

The Basic Structure of DSGE Models

Demand
shocks

Mark-up
shocks

Y=F(YSi-n%..)

Demand

Productivity
shocks

Ye, 'Jre
Expectations

T

i=fir—nvY,..) | ¥

Monetary policy | <+

r=fmcY,..)

Supply




Deep Learning

dMachine Learning has shown to be a promising solutions in many fields as
well as economics.

Inpat Hidden Hidden Hidden Ouepat
layer Ly layer L+ layer Ly laver Ly layer L.

O Universal Approximation Theorem: A neural network with at least one
hidden layer can approximate any Borel measurable function mapping
finite-dimensional spaces to any desired degree of accuracy. (Hornik,
Stinchcombe, and White, 1989)

O Breaking the curse of dimensionality: A one-layer neural network achieves .,
integrated square errors of order O(1/M), where M is the number of nodes.
In comparison, for series approximations, the integrated square error is of =
order 0(1/(M?%/N)) where N is the dimensions of the function to be
approximated. (Barron 1993)

O Here, we used deep learning methods to solve DSGE models, starting with
the simple Neoclassical growth model

O When applied to DSGE models, neural networks (NN) offer the following a'®
advantages:

O Ability to solve high dimensional problems without the curse of
dimensionality

O High approximation power outside of the steady state



The Neo-Classical Growth Model

d In an economy with a representative household

max E(X2, Bu(c,))

Ct.Kt+1

where c; is the consumption and k; is the capital at time t, Eis the expectation operator, 8 is the discount factor,
and u is the utility function. The value function is defined by the Bellman operator:
V(kt ze) — rI?ax[u(eZtkf + (1= 8)ky —keyr) + BV(kiyr,2e41)] =0

t+1
where § is the depreciation rate, and k and z are two state variables of the economy, capital and productivity

O We use deep learning to solve for the value function using the following steps:
O Initialize V with a neural network parametrized by {6}
O Make a random draw of k and z, as well as of future shocks z;,, 1, and z;; ,

0V (k,z)
O Calculate o

Q Solve for k; 4

0 Compute the maximized Bellman equation

0 Compute the Bellman error

O Update {8} to minimize the error term. If it is smaller than a certain threshold stop. Otherwise loop back to
make new random draws.

and then solve for ¢



The Deep Learning Model

O We used both PyTorch and Tensorflow to tackle this problem.

O The model was tested with and without random market shocks

O k and z values were randomly chosen from a uniform and log-normal distributions, respectively

O In each epoch, the derivative of the network with respect to k is calculated and used to update the value of ¢

O A custom loss is defined and calculated using ||V (k, z) — T[V (k, z)]|| and the network is minimized for loss using
all trainable-weights

O The learning rate was set to 0.001 and is reduced step-wise after certain number of epochs

10

loss
[=a]

2000 4000 6000 8000 10000



The Deep Learning Model

0.40

0.35 1

0.30 1

0.25 1

0.20 1

Value function

s theta=1.delta=1 (theory)
——— theta=1,delta=1 (computation)

002 004 006 008 010 012 014

Consumption

s theta=1,delta=1 (theory)
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002 004 006 008 010 012 014
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0.08 4

0.07 1
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0.05 1
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0.09 1

0.08
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0.05 1

0.04 1

Next period capital

mmmm theta=1.delta=1 (theory)
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Savings

s theta=1,delta=1 (theory)
— theta=1.delta=1 (computation)
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Limitation of the Deep Learning Framework for DSGE

Bellman Error vs Number of MC draws

e Monte Carlo is essential
o provides unbiased estimator of the
stochastic gradient with respect to
random variables
o possible to simultaneously estimate
the decision function and to R i
integrate with respect to future
economic shocks
e Downside:
o Low square-root rate of
convergence

o
W
=
—_—
=
=

=
™

=
=
—
=
=

o

Figure: Code from Maliar, Lilia & Maliar, Serguei & Winant, Pablo, 2019. "Will Artificial Intelligence Replace Computational Economists Any Time Soon?," CEPR
Discussion Papers 14024, C.E.PR. Discussion Papers, Different numbers of MC draws were submitted to obtain Bellman Error



Classical vs Quantum Monte Carlo

1
Classical (samples): N ox — Quantum (gates): N =0 1
g2 £
X samples X gate applications
0.1 error 0.1 error
X samples 10X gate applications

!

4

0.01 error 0.01 error



How Quantum Works

Superposition Entanglement Faster computing
|0>IZ .
S
>y + g
3
S
No. of qubits
Qubits can be a combination Quantum entanglement The power of quantum
of 0 and 1 due to enables qubits to have special computers grows
superposition, whereas binary correlations between states, exponentially as individual
bits can only represent O or 1 enabling greater information qubits are added to the
density system

Figures curtesy of Xanadu Quantum Technologies, Inc.



Quantum Algorithm for Monte Carlo Estimation

F e e e

. )
— ¢ QFT-! [
e I .




Results for the Neoclassical Model

The good news: Assuming 107 s gate times, QMC is faster for simulations above 20 minutes

1078
101

QMC slowe

I 7
| —_— t=10"8
: t =107

t =10"°

wowm ow wm o w

—_ ¢t =10"°

t=10"1

QMC faste

, Different quantum gate
times

Existing Monte Carlo

/ solution

102

100 102 10* 106 108 100 102
time (s)

The bad news: requires circuit depth of 10,000+ (perhaps 5-15 years into the future)

Figure from Guala D., Skavysh V., Priazhkina S., Bromley T.,, 2021. “Economic Applications of Monte Carlo on a Quantum Computer”
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Using News Sentiment for Economic Forecasting

A Malaysian Case Study

Chiung Ching Ho, Eilyn Chong, Zhong Fei Ong and Hong H. Ong’
Abstract

Newspaper text sentiment can be informative about the prevailing macroeconomic
conditions at a high frequency level and can be used to improve forecasts of
macroeconomic indicators. In this paper, we extract the sentiment from the business
and financial section of local newspaper articles in Malaysia using a simple dictionary
method, and then evaluate the relationship with existing survey-based sentiment
measures and macroeconomic growth outcomes. Specifically, this paper investigates
the forecasting power of newspaper sentiment for GDP growth and its demand-side
components using linear models, non-linear machine learning models and long-short
term memory (LSTM) neural network. Our findings show that the news sentiment
could nowcast the survey-based business sentiment measure. Using linear regression
and non-linear machine learning models, we also show that the news sentiment has
a reliable predictive ability for private investment growth within the two to three-
quarter forecast horizon. Nevertheless, we find no significant improvement in using
news sentiment to forecast other demand-side components of GDP growth across
forecast periods, suggesting that the extracted news sentiment provides limited
information content for the broader economy.

Keywords: Newspaper sentiment analysis, text analysis, dictionary, macroeconomic
indicator, time-series, machine learning

JEL classification: C53, C82, C45

This paper was prepared for the IFC and Bank of Italy Workshop on “Data Science in Central Banking”
held virtually on 19-22 October 2021. All authors are from the Central Bank of Malaysia. Emails:
hocc@bnm.gov.my; eilyn@bnm.gov.my; zhongfei@bnm.gov.my; onghh@bnm.gov.my respectively.
The views expressed in this paper are those of the authors and should not be interpreted as reflecting
the views of the Central Bank of Malaysia or of anyone else associated with the Central Bank of
Malaysia. The authors would like to thank Ong Li Ming, Mohd Zhafry Zainol, Chang Wen Huei and
Gulraj Singh Sidhu for their invaluable comments on the paper.
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1. Introduction

Central banks care about the sentiment of economic agents given their prospective
influence on changes in real economic activity. For consumers, their expectations and
sentiments about the economic conditions can affect their consumption and saving
decisions. Likewise for businesses, their expectations and sentiments about the
economic conditions would influence how much they invest and how they set prices
and wages. One popular way of measuring sentiment is to directly survey these
economic agents about their views on the current and future economic conditions.
Prominent examples in Malaysia include the Malaysian Institute of Economic Research
(MIER)'s Business Confidence Index and Consumer Sentiment Index. However, surveys
can be challenging to conduct frequently, especially if they need to cover a
representative sample of the population. Moreover, during periods of
macroeconomic stress such as that caused by the COVID-19 pandemic, businesses
that temporarily ceased trading may not respond to surveys, thereby affecting the
quality of the survey responses.

Two recent advances have offered an alternative approach to measuring
sentiment. First is the wide availability of newspapers and annual reports in digital
format. These media especially digital newspapers may capture the high-frequency
information that consumers and businesses refer to for decision making. The second
advancement relates to developments in computational linguistic methods and the
rapid growth in computing power. Put together, these enable us to process massive
volume of text from newspapers and reports, and extract the sentiment contained
therein.

Such techniques have been explored to provide quantitative measures of
economic policy uncertainty (Alexopoulos & Cohen, 2015; Baker et al., 2016), daily
economic sentiment (Buckman et al, 2020; Thorsrud, 2020), measure of political
leanings of media outlets (Gentzkow & Shapiro, 2010) and central bank's objective
function (Shapiro & Wilson, 2019).

The derived text-based measures are used to correlate with a variety of economic
and financial outcomes. Nyman et al. (2021), for example, suggest text-based
measures of excitement could pre-empt an impending financial system distress.
Similarly, Manela & Moreira (2017) used The Wall Street Journal articles to construct
a news implied volatility (NVIX), which peaks during the financial crises, stock market
crashes, times of policy-related uncertainty and world wars. Prominent examples that
link sentiment from text with financial market reaction include Calomiris & Mamaysky
(2019) and Garcia (2013) who link sentiment from news with stock returns as well as
Jegadeesh & Wu (2013) and Loughran & McDonald (2011) who correlated sentiment
of text in firms’ annual reports with financial market reaction. Others have explored
the links between text-based measures of uncertainty and the business cycle (Baker
et al,, 2016; Bloom, 2014; Moore, 2017). Our paper is closest to the literature that use
news sentiment to track and predict a range of macroeconomic variables of interest.
Papers such as Aguilar et al. (2021); Fraiberger (2016); Kalamara et al. (2020); Larsen
& Thorsrud (2019); Nguyen & Cava (2020); Rambaccussing & Kwiatkowski (2020)
show that newspaper text contains information on the future path of certain
macroeconomic variables, including gross domestic product (GDP).

To investigate whether their findings would similarly apply to Malaysia, we
extract sentiment measures for the Malaysian economy by applying text analytics on
local news articles. A study by the Reuters Institute reports that around 86% of

2 Using News Sentiment for Economic Forecasting



Malaysian users rely on online media as a dominant source of news in recent years
(Newman et al,, 2020). We explore the feasibility of using online news articles to
obtain timely and forward-looking cues about economic conditions that could inform
policymaking, especially given the evolving COVID-19 situation, whose impact cannot
be immediately observed from the lagging official statistics. Specifically, our news
corpus comprises over 720,000 business and financial news articles from 16 major
news portals, some of which have digital news archive since year 2001. We develop
the sentiment measures based on the net balance of positive and negative words
used in news articles based on the pre-defined word lists in dictionaries by Loughran
& McDonald (2011) and Correa et al. (2017). We also leverage on the sentiment-
scoring model developed by Shapiro et al. (2020) that cater specifically to economic
news articles. We then aggregate the word counts or sentiment scores from individual
article into monthly time-series indexes. The monthly index is found to comove with
the business cycle and key economic events.

Specifically, we find that the news sentiment measures can nowcast movements
in the survey-based sentiment indicators that are released on a quarterly basis by
MIER. Of the growth variables we attempt to forecast using the news sentiment, we
find that the news sentiment measures perform well especially in forecasting private
investment growth especially within 2 — 3 quarters ahead. This is true even during
periods of macroeconomic stress, highlighting the advantages of using higher
frequency news sentiment to inform movements in private investment growth. Similar
results are obtained when using non-linear machine learning algorithms.
Nevertheless, we find no significant improvement in using news sentiment to forecast
other components of economic activity, such as private consumption. This suggests
the extracted news sentiment provides limited information content for the broader
economy.

The rest of the paper is organised as follows: we first describe our newspaper
text data in Section 2. Section 3 then discusses the methods of transforming text into
time series and the nowcasting exercises that we perform. In Section 4, we look at the
forecast performance of several economic variables with the text-based sentiment
using simple linear regression, non-linear machine learning models as well as long
short-term (LSTM) neural networks. Section 5 discusses the overall results and
concludes.
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2. Data

The raw data used in constructing the news sentiment consist of daily newspaper
articles taken from our internal subscriptions of 16 Malaysian online newspapers
portal either from the official websites or via third party services. Based on a study
commissioned by the Reuters Institute in 2020, online news websites remained as one
of the predominant sources of news for Malaysians in recent years. Over 720,000
online newspaper articles in the English language were used for our analytical dataset.
The selection of newspaper articles was motivated by the availability of digital
archives, allowing articles to be extracted from as early as 2001, all the way up to June
2021.

We were particularly interested in investigating the sentiment of newspaper
articles in the year 2020, which is representative of the developments of the COVID-
19 pandemic and its impact to the economy. As we intend to correlate news
sentiment with economic indicators, we consider only news articles from the
business- or financial-related sections to increase the signal-to-noise ratio. The 16
news portal used in our dataset, sorted by the average number of articles published
per month, is shown in Table 1.

Based on the study by Reuters Institute, The Star and Astro Awani are among the
most popular news portals with readership? of 30% and 35% respectively. It is
important to note, however, that these represent the general readership pattern of
Malaysians for all types of news, which is different from the goal in this study which
focuses on business- or financial-related news articles. Hence, beyond the popular
news portals for general news, we also include the more business-centric news portals
such as The Edge Markets and i3investor that are not featured in the Reuters
Institute’s study.

On top of English news, Malay, Tamil and Chinese are also common languages
used in news portals in Malaysia. We decided to analyse only English news articles for
two main reasons. The first is the limited availability of well-established algorithms to
analyse the sentiment of text in vernacular languages. The second is to avoid double
counting news articles that are written in multiple languages in the same news portal.

2 Based on the Reuters Institute Digital News Report 2020 (Newman et al. 2020), readership is defined
as the share of respondents who consumed the media at least once a week.
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Descriptive statistics of articles from selected local news portals

Table 1
e e e Readership:
i3investor 7898 03/03/2020 -
The Star 949 01/01/2003 30%
The Edge Markets 912 16/01/2009 -
Malay Mail 827 18/06/2013 8%
Bernama 654 04/03/2020 -
The Malaysian Reserve 487 10/01/2017 -
Free Malaysia Today 384 31/12/2015 15%
The Borneo Post 284 23/12/2009 -
The Sun Daily 280 15/11/2017 -
SoyaCincau 273 29/01/2020 -
New Straits Times 238 20/05/2014 10%
MPOB Palm News 165 01/03/2020 -
paultan.org 78 25/03/2007 -
Astro Awani 59 01/01/2013 35%
Daily Express 54 15/01/2001 -
MARC 18 20/05/2020 -

Sources: Authors’ calculation

3. Methodology

Text pre-processing

Text pre-processing is a common practice of cleaning and preparing text data for
subsequent natural language processing tasks. We took the common steps of
cleaning the raw newspaper text, including:

e Removal of punctuations, hyperlinks, hypertext markup language (HTML)
tags, special characters and extra white spaces;

e Dropping of common stop words using the word list by Nothman et al.
(2019) - words that are not by themselves informative and differentiative of
sentiment, such as and, is and the;

e Setting all words to lowercases.

Given that we extract sentiment using dictionaries that include the stem words
and their inflections (for example, decline, declining and declined), we do not use
stemming or lemmatisation.
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Sentiment scoring

Sentiment from text is not directly observable and would require text analytical
approaches to extract and quantify the sentiment contained in the text. There are two
such general approaches. The first is the lexical- or dictionary-based approach that
associates predefined lists of words with specific scores indicating how positive or
negative it is, without any element of learning. Generally, these dictionaries have
ternary classifications of 1, 0, and -1 for positive, neutral, and negative sentiment
respectively, but certain lexicons such as Vader have a range of scores. While such
word-matching method measures the sentiment of a given corpus of text based on
the prevalence of negative vs positive words, it ignores the word's context and
compositionality.

To capture the specific contextual characteristics and nuances in human
language beyond heuristic rules, machine learning (ML) techniques can be employed
to probabilistically predict the sentiment of any given set of text. An ML model is
typically trained on a large set of text containing a mapping between textual
utterances and sentiment ratings assigned by humans. These have been applied for
example on social media data, such as tweets on Twitter combined with user feedback
to identify the sentiment of the tweets. While this approach can better capture the
nuances in sentiment expression, constructing a large, labelled training dataset is
time-consuming and expensive.

In this paper, we adopt the simpler dictionary-based method to measure the
sentiment of the news corpuses and construct the news sentiment index. We use the
financial stability dictionary by Correa et al. (2017) (hereafter Correa) and the finance-
oriented dictionary by Loughran & McDonald (2011) (hereafter LM). Our news
sentiment is constructed by counting the number of times that negative and positive
words appear in the cleaned text of articles and measuring the net balance of words.
When the news contains more positive words and/or fewer negative words, it
indicates better sentiment in the economy.

In addition to the lexicons above, we also leveraged on the lexicon created by
Shapiro et al. (2020) (hereafter SSW), who scored a corpus of U.S. economic news
articles with Vader?. This consists of 20,000 words labelled from -4 to +4,
corresponding to most negative to most positive. While specific to the context of the
U.S., we adopt this alternative lexicon as an attempt to incorporate words that are
more specific to the economics rather than financial domain, and that have a wider
scoring scale that differentiates between weaker and heightened sentiments. For
example, the word declined is assigned a score of -0.12, dropped -0.16, downturns
-1.22 and sluggish -1.97.

We also took an additional step to swap the sentiment for the words positive and
negative that are in the dictionaries but may be associated with COVID-19 in the more
recent newspaper text as it will contribute falsely to the economic sentiment that we
intend to construct.

To construct an index of the news sentiment, the articles are sorted by the date
of publication. In the case of Correa and LM, we compute the sentiment score for
each news article i by subtracting the count of negative words from the count of
positive words and then dividing by total word count. In the case of SSW, we take a

4 An open-source Vader python package developed by Hutto & Gilbert (2014)
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sum of the sentiment scores associated with the words w in each news article i and
then dividing by total word count. We then express these sentiment scores as net
count per 1000 words and convert them into an index. An index above 100 indicates
better sentiment, and index below 100 indicates otherwise.

Y. Positive;—Y, Negative ;

Correa and LM:  sentiment index; = 100 + X 1000
Word count;
SSW: sentiment index; = 100 + ), SoTewi w1000
Word count;

Given that the overall volume of articles varies across newspapers and time, we
scale the index by the total number of articles in the same newspaper and time period,
which yields a news sentiment time series for each news. We then take average across
the 16 news portals by a chosen frequency, whether it be daily, monthly or quarterly.
Figure 1 shows the monthly news sentiment indices. The sentiment measures exhibit
a pronounced drop during the economic downturns that happened during the 2007-
08 financial crisis and the onset of COVID-19 pandemic in Malaysia, as well as the
subsequent increase following the economic recovery from these crises.

Figure 1: Monthly news sentiment for Malaysia
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Nowcasting survey-based measures of sentiment

To investigate the information content of the news sentiment, we first explore
whether news sentiment can help nowcast the Business Condition Index (BCl) and
Consumer Sentiment Index (CSI) published by the Malaysian Institute of Research
(MIER). While these survey-based measures are closely followed by economic
analysts, they are released only every quarter and with a lag of 2 months after the
end of the reporting quarter. In contrast, the news sentiment can be constructed at a
higher frequency, thereby providing information about economic sentiment between
releases of these survey-based measures.
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In this nowcasting exercise, we test whether the monthly news sentiment within
the quarter can help predict the current quarter's BCI, and CSI;. We estimate the
following form = 1,2,3:

BCly= a+ BBCl_1+ Nxy + & (1
CSIt = a+ ﬁCSIt_l + T]Xt‘m + & (2)

where x; ; is the value of the sentiment in the first month of the current quarter
t, x., is the average value for the first two months of the quarter t and x, 5 is the
average value for the full quarter.

Forecasting GDP components using linear models with news
sentiment

Next, we assess the forecasting ability of the news sentiment using linear models. Our
forecasting targets variables are aggregated real GDP year-on-year growth and some
of its demand-side components, namely year-on-year growth in private consumption,
private investment, exports and imports. All target variables are at quarterly frequency
and are standardised to z-scores for the forecasting exercises.

Our forecast exercises involve estimating a model over a specified training period
using each of the three sentiment measures in turn. We train the models recursively
on a rolling window, followed by producing out-of-sample predictions of target
variables at horizon h = 1; 2; 3 quarters ahead. In other words, our forecast exercise
seeks to mimic a scenario in which policymakers at time t have historical data of the
target variable (i.e., y;—1,¥.—» . ) and are anticipating/forecasting the official statistics
Yi—1+n While having access to the news sentiment x;.

For h =1, this replicates an actual forecasting situation starting from 2019 Q1 and
moving forward a quarter at a time through to 2021 Q2 (or 2018 Q3 onwards for h =
3). For example, for the first vintage of the data, the models are estimated over the
period 2006 Q1 to 2018 Q4 using data for both the chosen target variable, its lag and
the news sentiment. The fitted models are then used to nowcast the response variable
in 2019 Q1. As an example, Figure 2 illustrates the selected horizons for model
training and 1-quarter ahead forecast period. Overall, we generate 10 real-time
nowcasts of the response variables. The chosen period will also put to test the
informational content of the proxy indicators during the recent macroeconomic stress
caused by the pandemic.
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Figure 2: Training period and 1-quarter ahead forecast horizon

Model training period Forecast
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We use the ordinary least square (OLS) linear regression method, and also
include two more modified versions of linear regression:

The Ridge regression which performs L2 regularisation where the model
is penalised for the sum of squared value of the magnitude of the
coefficients. 1 is the parameter that determine the relative impact of the
penalty terms. When 4 = 0, we have the standard OLS approach.

n 14

P
pRiA9e = argmin Z Vi —a — Z XijBj | + 4 Z BJZ

i=1 j=1 j=1

The Huber regression which is robust to outlier by reducing the weight
of large residuals. In Huber weighting, observations with small residuals
get a weight of 1 and the larger the residual, the smaller the weight. This
is defined by the weight function:

1 for lel]<k
w(e) =

for el >k
lel
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Forecasting GDP components using non-linear machine learning
models with news sentiment

Beyond linear regression models, we also run a set of non-linear machine learning
models. More generally, machine learning is a subset of artificial intelligence which
aims to learn representation of knowledge of data in order to generate meaningful
insights concerning both the data on hand and also on data that is unknown from
the future. Supervised machine learning algorithms take an input (e.g., the sentiment
of newspaper articles) to predict a future outcome, e.g., an economic indicator such
as a country's GDP. Supervised regression depends on labelled data, which are pairs
of inputs and outputs that has been sampled from historical data. The parameters of
a supervised machine learning algorithm are tuned in order to minimise in the
prediction error, for example the root mean squared error (RMSE).

In our paper, we wanted to investigate the viability of using supervised non-linear
regression machine learning techniques in order to predict the growth variables for
h = 1; 2; 3 quarters ahead. As with the linear regression models, we train the models
recursively with news sentiment used as a feature on a rolling window, followed by
producing out-of-sample predictions of the target variables, but with two distinct
approaches: a suite of non-linear machine learning regression models and long short-
term memory (LSTM) (only for h = 1).

Figure 3: Machine learning groups

Machine Learning

Regression ML Deep
Learning
Linear Boosting Tree Others LSTM

(including Ridge)

The regression machine learning algorithms used are Light Gradient Boosting
Machine, Random Forest Regressor, Extra Tree Regressor, Orthogonal Matching
Pursuit, Gradient Boosting Regressor, Decision Tree Regressor, Adaboost Regressor
and Passive Aggressive Regressor, which are grouped into distinct groups as shown
in Figure 3.

One group of non-linear machine learning algorithms is called Boosting, and it
groups weak machine learning algorithms in an ensemble in order to reduce bias and
variance which reduces predictive power. Algorithms in this group include Light
Gradient Boosting Machine, Gradient Boosting Regressor and the Adaboost
Regressor. The following group, Tree, are highly interpretable algorithms which
divides the prediction boundaries into simpler regions. In this group, we have
algorithms such as the Random Forest Regressor, Extra Tree Regressor and the
Decision Tree Regressor. The final group Others, contains algorithms such as
Orthogonal Matching Pursuit.
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Recurrent neural network (RNN) is a type of neural network with an internal
memory. Because of this memory, RNN can remember information about the input
that they have received, and this helps RNN to predict what future values precisely.
This attribute is very useful for predicting the values of data that is organised in
sequences, including time-series data. Long term short memory (LSTM) is an
extension to RNN, in that it extends the memory. It is therefore very well suited to
learn from data that has very long time-gaps in between. LSTM has been used to
successfully predict macroeconomic indicators such as global merchandise exports
value and volume (Hopp, 2021). LSTM is considered to be a type of deep learning
algorithm. The learning process in deep learning algorithm is ‘deep’ because the
underlying neural network has many layers that captures data (input layer), process
data (hidden layer) and contains the predicted state of the data (output layer)

Regression machine learning algorithms and deep learning algorithms were
chosen as we wanted to explore the fundamental differences in how prediction is
made. Regression machine learning algorithms needs to be told how to represent
data (the independent variables) while deep learning algorithms are able to create
new data representation through data processing.

In the LSTM experiments, we wanted to ascertain the suitability of this technique
given the frequency of data available in our context. Different combinations of
independent variables were used to predict macroeconomic indicators, using
different length of data.

We use the settings in Table 2 for the LSTM machine learning experiments. The
evaluation measure used in the experiments is the average root mean squared error
for the sliding window that we are using. The sliding window will start from 2006Q1
and move 1 quarter at each step. From this table, we can conceptually understand
that the LSTM deep learning network will consider the past four quarter of
observations in order to predict the following one-quarter ahead. We further
considere different combinations of macroeconomic economic indicators and
sentiment scores in order to predict a target macroeconomic indicator.

LSTM Experimental Setting

Table 2
Time period 2006Q1 to 2021Q2
Sliding window size 4
Number of quarters to predict ahead 1
Number of layers 5
Optimizer Adam
Loss function Huber
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Forecast evaluation

For all models mentioned above, the out-of-sample root mean squared error
(RMSE) is used as a metric to compare the nowcasting properties of the sentiment
measures. RMSE is calculated on the out-of-sample forecast period with the standard
formula:

S G — )2
_ 2: t— YVt
RMSE = —N

t=1

where ¥, is the predicted value for the time period t, y; is the actual value and N is
the total number of predicted observations.

We compare the performance of the model with news sentiment to a pure OLS-
AR(1) model, which is the baseline model without the sentiment measure x,. For
example, in the case of the linear models, we compare

AR(1) with sentiment: YVean =0+ By + nx + €
OLS- AR(1) baseline: Yern=a+ Ly + €

where x; € {Correa;, LM, SSW,}

For each forecast, we calculate the ratio RMSE which is the model’'s RMSE relative
to the OLS-AR(1) model.

RMSE

Ratio RMSE = —————
ato RMSE 1,

A ratio RMSE of less than 1 indicates that the model performed better compared
to the benchmark model. Conversely, a ratio RMSE of greater than 1 indicates that
the model has performed worse compared to the benchmark model. For a given
target variable, we calculate the average ratio RMSE across the out-of-sample
periods.
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4. Results and Discussion

Pearson correlation coefficient

Table 3
Full sample Non-crisis
2006 Q1 -2021 Q2 2011 Q1 —-2020 Q4
Correa LM SSW Correa LM SSwW
Macroeconomic variables:
Aggregate GDP 0.57 0.52 0.41 0.31 0.27 0.32
Private investment 0.49 0.51 0.48 0.56 0.61 0.65
Private consumption 0.60 0.53 0.38 0.23 0.16 0.18
Exports 0.25 0.22 0.22 -0.03 -0.11 -0.13
Imports 0.28 0.28 0.28 0.23 0.18 0.17

Sources: Authors’ calculation

As a starting point, we compare each news sentiment to the time series of aggregate
GDP growth and its components by looking at their contemporaneous correlations
as shown in Table 3. On average, the news sentiments’ correlation with aggregate
GDP growth as well as private sector economic activities are relatively higher and of
the expected sign. Trade activities (exports and imports) appear to be weakly
correlated with the news sentiment measures, possibly reflecting the coverage of
topics in our news corpuses that may lean towards domestic-oriented economic
activities. Another possibility is a stronger lead-lag relationship between news
sentiment and trade activities. After excluding the 2007-08 financial crisis and the
recent pandemic-induced crisis, there is a noticeable decline in the correlations
between the macroeconomic growth variables and news sentiments, with the
exception of private investment. This suggests that even during non-crisis period, the
news sentiment may contain information regarding investment activities in the
private sector.

Using News Sentiment for Economic Forecasting 13



Nowcasting survey-based measures of sentiment

We now assess the information content of the news sentiment vis-a-vis the survey-
based measures of economic sentiment. Both news and survey-based sentiment
appear to move in tandem and exhibit sharp declines during the 2007-08 financial
crisis and onset of COVID-19.

Figure 4: Monthly news sentiment and survey-based sentiment measures
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Tables 4a documents the results of using news sentiment to nowcast the survey-
based MIER's BCI. Before adding the news sentiment measures, we find that the prior
quarter’s release of the survey-based sentiment is statistically significant in explaining
the current quarter’s release. Beyond column (1), when we add the news sentiment
measure, reflecting the information set available with each passing month in the
quarter, we find that this news sentiment measure is statistically significant
throughout. Perhaps not surprisingly, the coefficient of the sentiment measure and
adjusted R-squared also generally increase as more news within the quarter are
incorporated into the news sentiment measure, suggesting increasing information
content in nowcasting MIER's BCl in the current quarter. Similar results are also
obtained when we repeat the exercise with MIER's CSl in Table 4b, but the statistical
significance is weaker compared to that of BCI.
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Nowcasting Quarterly Survey-Based Sentiment

Dependent variable: MIER's Business Conditions Index (BCl)

Sample: 2006 Q1 — 2021 Q2 Table 4a
m (2 3) (4) (5) (6) (7) (8) 9) (10
AR1 Correa Correa Correa LM LM LM SSW  SSW  SSW
MIER's Sentiment 0.49*** 0.36*** 0.33*** (0.33*** (.35*** (.34*** (.35*** (.35*** 0.31*** (.33***
(1 quarter prior) (0.08) (0.08) (0.09) (0.08) (0.08) (0.08) (0.08) (0.08) (0.08) (0.09)
News sentiment 0.30** 0.32** 0.471%*
(first month of quarter) (0.14) (0.14) (0.14)
News sentiment 0.47%* 0.39%** 0.52%**
(average of first 2 months) (0.15) (0.14) (0.15)
News sentiment 0.45%* 0.40%** 0.48***
(average for the quarter) (0.14) (0.13) (0.14)
Constant -0.01  -0.01 -0.01 0.02 -0.03  -0.02 0.00 -0.02 -0.03 -0.02
(0.11) (0.11) (0.11) (0.10) (0.11) (0.11)  (0.11)  (0.10) (0.10) (0.10)
2
Adjusted R 022 029 0.34 0.35 0.30 032 0.32 035 039 0.35
Observations 61 61 61 61 61 61 61 61 61 61
Heteroscedastic and autocorrelation robust (HAC) standard errors in parentheses. *p < 0:10  **p <0:.05 *** p < 0:01
Source: Authors' calculation
Nowcasting Quarterly Survey-Based Sentiment
Dependent variable: MIER's Consumer Sentiment Index (CSI)
Sample: 2006 Q1 - 2021 Q2 Table 4b
M @) 3) 4 (5) (6) (7) (8) 9) (10
AR1  Correa Correa Correa LM LM LM SSW  SSW  SSW
MIER’s Sentiment 0.71*** 0.65*** (0.59*** (.55*** (0.54*** (.54*** (.52*** (0.50*** 0.44*** (0.42***
(1 quarter prior) 0.09) (0.11) (0.11) (0.11) (0.17) (0.11) (0.117)  (0.11) (0.11) (0.13)
News sentiment 0.10 0.27* 0.32%**
(first month of quarter) (0.14) (0.14) (0.08)
News sentiment 0.22 0.30** 0.44%x*
(first 2 months of quarter) (0.16) (0.14) (0.10)
News sentiment 0.30* 0.35%** 0.48***
(full data for the quarter) (0.15) (0.13) (0.11)
Constant -0.01 -0.01  -0.01 0.00 -003 -002 -000 -0.02 -0.03 -0.02
(0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.08) (0.08) (0.08)
Adjusted RZ 047 047 0.49 0.51 0.51 0.51 0.52 0.51 0.55 0.55
Observations 61 61 61 61 61 61 61 61 61 61
Heteroscedastic and autocorrelation robust (HAC) standard errors in parentheses. *p < 0:10 **p <0:.05 *** p < 0:01
Source: Authors' calculation
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Forecasting GDP components using linear models

We now look at the predictive ability of the news sentiment for GDP components in
a linear model setting. Figure 5 shows the average ratio RMSEs (across forecast period
and news sentiment measures) for the out-of-sample forecast relative to the OLS-
AR(1) baseline model for each target variable. Bars below the red line indicate ratio
RMSE values of less than 1, which may be interpreted as an improvement of the
forecast over the OLS-AR(1) model

Across the OLS, Ridge, and Huber regressions, we observe that the forecasts of
private investment over the 2- and 3-year forecast horizon have ratio RMSEs less than
1, which indicates improvement in performance with the addition of news sentiment
compared to the baseline model. Bars with ** further indicate ratio RMSEs that are
below 1 for at least 90% of the chosen forecast periods. Furthermore, Figure 6 shows
that despite worsening performance across all models following the onset of the
pandemic in Q2 2020, news sentiment still offers a significant improvement in the
forecast performance relative to the benchmark OLS-AR(1) model.

For aggregate GDP and other GDP components, however, the results are
relatively weaker across all forecast horizons compared to the AR(1) model, except
for trade activities at the 3-quarter horizon. These suggest that news sentiment has a
relatively stronger influence on investment decision but not so much on the broader
economic activity.

Figure 5: Ratio RMSE using linear regression models
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Figure 5 (continued): Ratio RMSE using linear regression models
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Figure 6: Comparison of out-of-sample RMSEs (3-quarter ahead) between
the AR(1) model and the OLS model with news sentiment.
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Forecasting GDP components using non-linear machine learning
models

Figure 7 expands the earlier results of predicting GDP and its various components
using a range of non-linear machine learning algorithms from the Boosting, Tree and
Others groups with news sentiment. Again, bars below the 