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Objectives and challenges

Objectives

- Real time GDP nowcasting
- Measuring monthly real economic activity

Challenges

- Mixed frequency inputs
- "Large" number of monthly indicators: 40 macro-economic monthly series (hard data) and 12 survey-based series used for endpoints imputation
- Missing observations (non-synchronous monthly data releases - "jagged edges"; varying historical length)
GDPNow is not an official forecast of the Atlanta Fed. Rather, it is best viewed as a running estimate of real GDP growth based on available economic data for the current measured quarter. There are no subjective adjustments made to GDPNow—the estimate is based solely on the mathematical results of the model.

In particular, it does not capture the impact of COVID-19 and social mobility beyond their impact on GDP source data and relevant economic reports that have already been released. It does not anticipate their impact on forthcoming economic reports beyond the standard internal dynamics of the model.

Sources: Blue Chip Economic Indicators and Blue Chip Financial Forecasts
Note: The top (bottom) 10 average forecast is an average of the highest (lowest) 10 forecasts in the Blue Chip survey.
Nowcasts for 2021:Q2

Quarterly GDP growth (in %)

Date

04-05-2021
11-05-2021
18-05-2021
25-05-2021
01-06-2021
08-06-2021
15-06-2021
22-06-2021
29-06-2021
06-07-2021
Monthly real economic activity index
Nowcasting flow chart

- Monthly economic activity index (latent monthly GDP growth)
- Quarterly Data (GDP growth)
- Monthly Data (unbalanced)

Data imputation:
- EM/GRS algorithms
- End points imputation with soft data

Dimensionality reduction:
- Use of the Total revenue index for better signal extraction

Model Estimation:
- Joint modeling of $\tilde{F}_t$ with the quarterly GDP growth using Kalman filter

Nowcast:
- “Raw” monthly factors: $\tilde{F}_t$

<table>
<thead>
<tr>
<th>Factors</th>
<th>PCA (in X)</th>
<th>PLS (in X)</th>
<th>PCA (in Y)</th>
<th>PLS (in Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.5%</td>
<td>17.8%</td>
<td>46.0%</td>
<td>62.4%</td>
</tr>
<tr>
<td>2</td>
<td>27.4%</td>
<td>24.0%</td>
<td>46.1%</td>
<td>78.7%</td>
</tr>
</tbody>
</table>
Quarterly GDP growth (annualized) nowcasts, 2010:Q1-2019:Q2
Model performance before COVID-19

Four models nowasting error summary, 2010:Q1-2019:Q2

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CDFM_{PLS}) by 1 month</td>
<td>1.84</td>
<td>1.38</td>
</tr>
<tr>
<td>(CDFM_{PLS}) by 2 months</td>
<td>1.75</td>
<td>1.34</td>
</tr>
<tr>
<td>(CDFM_{PLS}) by 3 months</td>
<td>1.73</td>
<td>1.34</td>
</tr>
<tr>
<td>(CDFM_{PC}) by 1 month</td>
<td>1.92</td>
<td>1.53</td>
</tr>
<tr>
<td>(CDFM_{PC}) by 2 months</td>
<td>1.82</td>
<td>1.43</td>
</tr>
<tr>
<td>(CDFM_{PC}) by 3 months</td>
<td>1.78</td>
<td>1.40</td>
</tr>
<tr>
<td>DFM by 1 month</td>
<td>1.92</td>
<td>1.47</td>
</tr>
<tr>
<td>DFM by 2 months</td>
<td>1.90</td>
<td>1.45</td>
</tr>
<tr>
<td>DFM by 3 months</td>
<td>1.98</td>
<td>1.43</td>
</tr>
<tr>
<td>Bridge</td>
<td>1.89</td>
<td>1.45</td>
</tr>
</tbody>
</table>
Model performance during COVID-19

Quarterly GDP growth nowcasts, 2020:Q1-2020:Q4

![Graph showing quarterly GDP growth nowcasts, 2020:Q1-2020:Q4.](image)
Monthly Economic Activity Indices: TETA alongside ICI (2000/1-2019/6)
Monthly index during COVID-19

Monthly Economic Activity Indices: TETA alongside ICI (2020/1-2020/12)
Missing data treatment

- EM algorithm (Stock and Watson, 2002)
- Kalman Filter (Giannone et al., 2008)
- Survey-based endpoints imputation
Real-time nowcasts in 2020 (EM)
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Real-time nowcasts in 2020 (GRS)

**2020:Q1**

- Blue: GRS Two stage
- Brown: GRS with a survey block
- Green: GRS without surveys
- Black: True

**2020:Q2**

**2020:Q3**

**2020:Q4**

Ginker, Suhoy (BoI)
## 2020 nowcast error summary by survey data inclusion method

<table>
<thead>
<tr>
<th>Model</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM without a survey</td>
<td>-1.94</td>
<td>-2.85</td>
<td>3.19</td>
<td>1.50</td>
<td>2.37</td>
<td>2.47</td>
</tr>
<tr>
<td>EM two-stage</td>
<td>-2.01</td>
<td>-0.95</td>
<td>2.75</td>
<td>1.53</td>
<td>1.81</td>
<td>1.93</td>
</tr>
<tr>
<td>EM with a survey block</td>
<td>-2.16</td>
<td>-3.89</td>
<td>5.70</td>
<td>1.12</td>
<td>3.22</td>
<td>3.66</td>
</tr>
<tr>
<td>GRS without a survey</td>
<td>-2.05</td>
<td>-4.85</td>
<td>1.97</td>
<td>2.13</td>
<td>2.75</td>
<td>3.01</td>
</tr>
<tr>
<td>GRS two-stage</td>
<td>-1.95</td>
<td>1.36</td>
<td>1.95</td>
<td>1.91</td>
<td><strong>1.79</strong></td>
<td><strong>1.81</strong></td>
</tr>
<tr>
<td>GRS with a survey block</td>
<td>-2.20</td>
<td>-5.78</td>
<td>2.55</td>
<td>2.14</td>
<td>3.17</td>
<td>3.51</td>
</tr>
</tbody>
</table>
### Explanatory Variable \ Day of month

<table>
<thead>
<tr>
<th>Variable</th>
<th>&lt; 7</th>
<th>7 – 14</th>
<th>15 – 22</th>
<th>&gt; 22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Industrial Production - total</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Revenue in Trade</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Revenue in Services</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Revenue in business and private services (a)</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Revenue in food and accommodation services</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Sales Value in Chain Stores</td>
<td>-1</td>
<td>E (1)</td>
<td>E (1)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Credit cards purchases value (b)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Building starts</td>
<td>-5</td>
<td>E (4)</td>
<td>E (4)</td>
<td>E (4)</td>
</tr>
<tr>
<td>Benzin consumption</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Imports of consumer goods</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
</tr>
<tr>
<td>Imports of production inputs</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Imports of capital goods</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Exports of goods</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Exports of business and tourist services</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>E (2)</td>
</tr>
<tr>
<td>Exports of services</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
</tr>
<tr>
<td>Imports of services</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
</tr>
<tr>
<td>Employees adjusted for absent workers</td>
<td>-1</td>
<td>E (1)</td>
<td>E (1)</td>
<td>E (1)</td>
</tr>
<tr>
<td>Employment posts in the private sector</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (2)</td>
</tr>
<tr>
<td>Total (real) wages of employees</td>
<td>-2</td>
<td>E (2)</td>
<td>E (2)</td>
<td>E (2)</td>
</tr>
<tr>
<td>Job openings</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
</tr>
<tr>
<td>PMI of Israel</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
</tr>
<tr>
<td>PMI of USA</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Electricity consumption (06:00-11:00), adjusted for weather conditions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Taxes: VAT, net (d, e)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Taxes: indirect (e)</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Consumer confidence</td>
<td>-1</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Taxes: health (b)</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cushing oil price</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TA General shares index</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NASDAQ</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Total Balance of Present evaluation (f)</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Capital utilization (f)</td>
<td>-1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Explanatory Variable</td>
<td>Data Source</td>
<td>Data start</td>
<td>Seas. adj.</td>
<td>Fixed price</td>
</tr>
<tr>
<td>-----------------------------------------------------------</td>
<td>------------------------------</td>
<td>------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Total Revenue</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Industrial Production - total</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Revenue in Trade</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Revenue in Services</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Revenue in business and private services (a)</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Revenue in food and accommodation services</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Sales Value in Chain Stores</td>
<td>Index, CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Credit cards purchases value b)</td>
<td>CBS/Shva</td>
<td>2002-01/2016-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Building starts</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Imports of consumer goods</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Imports of production inputs</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Imports of capital goods</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Exports of goods</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Exports of services</td>
<td>BOI system</td>
<td>1996-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Exports of business and tourist services</td>
<td>CBS</td>
<td>2009-01</td>
<td>✓</td>
<td>$</td>
</tr>
<tr>
<td>Employees adjusted for absent workers</td>
<td>CBS</td>
<td>2012-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Employement posts in the private sector</td>
<td>CBS</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Total (real) wages of employee jobs c)</td>
<td>CBS</td>
<td>1998-01</td>
<td>✓</td>
<td>NIS</td>
</tr>
<tr>
<td>Job opennings</td>
<td>CBS</td>
<td>2009-09</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PMI of Israel</td>
<td>Bank-Apoalim</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PMI of USA</td>
<td>Bloomberg</td>
<td>1996-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electricity consumption (06:00-11:00), adjusted for weather conditions (d)</td>
<td>BOI model</td>
<td>2002-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Taxes: VAT net (e, f)</td>
<td>Ministry of Finance</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Taxes: indirect (f)</td>
<td>Ministry of Finance</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Taxes: health (b)</td>
<td>National Insurance</td>
<td>1996-01</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Consumer confidence</td>
<td>CBS</td>
<td>2011-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cushing oil price</td>
<td>Bloomberg</td>
<td>1996-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA General shares index</td>
<td>TASE</td>
<td>1996-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASDAQ</td>
<td>Bloomberg</td>
<td>1996-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Balance of Present evaluation g)</td>
<td>CBS</td>
<td>2011-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital utilization (g)</td>
<td>CBS</td>
<td>2011-01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Dynamic factor model

Let \( x_t = (x_{1,t}, x_{2,t}, \ldots, x_{n,t})' \) with \( t = 1, 2, \ldots, T \) be a vector of \( n \) monthly series which have been transformed to stationary and standardized.

\[
x_t = \Lambda F_t + \varepsilon_t, \quad \varepsilon_t \sim N(0, R) \tag{1}
\]

where \( F_t \) is an \((r \times 1)\) vector of unobserved common factors which, \( \Lambda \) is an \((n \times r)\) matrix of their loadings, and \( \varepsilon_t \) is an \((n \times 1)\) vector of the idiosyncratic components. The factors are assumed to have the following stationary VAR(p) representation:

\[
F_t = \sum_{s=1}^{p} \Phi_s F_{t-s} + u_t, \quad u_t \sim N(0, Q) \tag{2}
\]

where \( \Phi_s \) are \((r \times r)\) matrices of autoregressive coefficients.
Monthly growth dynamics

We could start from a benchmark assuming that the logarithm of the GDP follows a drifting random walk giving the following dynamics of $y_t$:

$$y_t = \mu + \varepsilon_{y,t},$$

(3)

where $\varepsilon_{y,t} \sim N(0, \sigma_{\varepsilon_y}^2)$, $\mu$ represents the trend component, and $\varepsilon_{y,t}$ is the error term.
The performance of (3) can be further improved by augmenting the model with a set of factors derived from $x_t$, giving the following representation:

$$y_t = \mu + \Lambda_{yx} F_t + \varepsilon_{y,t}.$$  

In the state space form the measurement equation can be written as

$$
\begin{pmatrix} y_t \\ x_t \end{pmatrix} = \begin{pmatrix} \mu \\ 0 \end{pmatrix} + \begin{pmatrix} \Lambda_{yx} \\ \Lambda \end{pmatrix} F_t + \begin{pmatrix} \varepsilon_{y,t} \\ \varepsilon_t \end{pmatrix}
$$

(4)
The idea is to use a transformed version of the measurement equation (4) pre-multiplied by the transformation matrix

\[ P = \begin{bmatrix} 1 & 0 \\ 0 & A \end{bmatrix}, \]

where \( A \) is an \((r \times n)\) matrix. The adjusted measurement equation therefore becomes

\[
\begin{pmatrix} y_t \\ Ax_t \end{pmatrix} = \begin{bmatrix} \mu \\ 0 \end{bmatrix} + \begin{bmatrix} \Lambda_{yx} \\ A\Lambda \end{bmatrix} F_t + \begin{pmatrix} \varepsilon_{y,t} \\ A\varepsilon_t \end{pmatrix},
\]

while the state equation remains unchanged.
Collapsing cont.

To reduce the incurred information loss, Bräuning and Koopman (2014) and Brave et al. (2019) construct $A$ using the principal component weights. Denote by $\hat{F}_t = A_{pc}x_t$ the $r$ principal components associated with the largest eigenvalues of the data matrix $(x_1, \ldots, x_T)'.$ By writing $\hat{F}_t \approx F_t + error,$ pre-multiplying (4) by $P = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & A_{pc} & \cdots & 0 \end{bmatrix}$ gives the collapsed dynamic factor model

\[
\begin{pmatrix}
  y_t \\
  \hat{F}_t
\end{pmatrix} = \begin{pmatrix}
  \mu \\
  0
\end{pmatrix} + \begin{pmatrix}
  \Lambda_{yx} \\
  I_r
\end{pmatrix} F_t + \left(\begin{pmatrix}
  \varepsilon_{y,t} \\
  \varepsilon_{pc,t}
\end{pmatrix}\right).
\]
Mixing frequencies

Let $GDP_t^Q$ denote the observed quarterly level of GDP and $GDP_t^M$ be its unobservable monthly counterpart. Thus, if $GDP_t^Q$ is observed at the end of each quarter, we obtain that

$$
\begin{align*}
GDP_t^Q &= GDP_t^M + GDP_{t-1}^M + GDP_{t-2}^M & t = 3, 6, 9, \ldots \\
&= NA & o.w.
\end{align*}
$$
Mixing frequencies

Let us further define \( Y_t^Q = \log(GDP_t^Q) \) and \( Y_t^M = \log(GDP_t^M) \). Then, the unobserved monthly logarithmic growth rate \( y_t \) is equal to \( \Delta Y_t^M \). To bridge between the observed quarterly data and the monthly series, we also define the GDP growth as a partially observed monthly variable

\[
\begin{align*}
    y_t^Q &= Y_t^Q - Y_{t-3}^Q & t = 3, 6, 9, \ldots \\
    NA & & o.w.
\end{align*}
\]

and apply the approximation of Mariano and Murasawa (2003):

\[
y_t^Q = \frac{1}{3} y_t + \frac{2}{3} y_{t-1} + y_{t-2} + \frac{2}{3} y_{t-3} + \frac{1}{3} y_{t-4} & \quad t = 3, 6, 9, \ldots
\]
Mixing frequencies cont.

\[
\begin{pmatrix}
y_t^Q \\
\hat{F}_t 
\end{pmatrix}
= \begin{bmatrix}
\frac{1}{3} & \frac{2}{3} & 1 & \frac{2}{3} & \frac{1}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{pmatrix}
y_t \\
y_{t-1} \\
y_{t-2} \\
y_{t-3} \\
y_{t-4} \\
F_t
\end{pmatrix}
+ \begin{pmatrix}
0 \\
\varepsilon_{p_c}^t
\end{pmatrix}
\]

\[
\begin{pmatrix}
y_t \\
y_{t-1} \\
y_{t-2} \\
y_{t-3} \\
y_{t-4} \\
F_t
\end{pmatrix}
= \begin{bmatrix}
\mu \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & \Lambda_{y,x} \Phi_1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \Phi_1
\end{bmatrix}
\begin{pmatrix}
y_{t-1} \\
y_{t-2} \\
y_{t-3} \\
y_{t-4} \\
y_{t-5} \\
F_{t-1}
\end{pmatrix}
+ \begin{bmatrix}
1 & \Lambda_{y,x} \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1
\end{bmatrix}
\begin{pmatrix}
\varepsilon_{y,t} \\
u_t
\end{pmatrix}
\]
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Abstract
We employ an extension of the collapsed dynamic factor model introduced by Bräuning and Koopman (2014) for GDP nowcasting. Compared with other popular benchmarks, our model is able to improve on the timelines and accuracy of the quarterly forecasts. Our real-time experiment during the COVID-19 crisis underlines the importance of using more timely released survey-based indicators for endpoints imputation of the "hard" data. The same framework allows the construction of a monthly index of real economic activity which is consistent with the nowcast. In contrast with the currently published by the Bank of Israel Composite State of the Economy Index, it utilizes a much broader data set and thus is likely to provide a more timely and precise picture of the course of economic activity.
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1 Introduction
In this paper, we present a nowcasting model for tracking Israeli real activity in terms of GDP growth. Using the mixed-frequency dynamic factor model, we address a number of important practical issues. Namely, the modeling framework allows us to combine monthly series with different historical lengths. In addition, it accommodates data with "jagged-edges" that arise from asynchronous data releases which lead to missing observations at the end of the sample. Along with traditional macroeconomic series with long history, such as the industrial production index, we incorporate some newly launched data sources, such as the Business Tendency Survey (hereafter - BTS) or daily volumes of credit cards purchases. In real-time applications, BTS based indices can be used as a timely proxy for important macroeconomic series that are released with significant delay. Our findings suggest that surveys can significantly reduce the nowcasting error when they are used for end points imputation.

Since the seminal research led by Stock and Watson (1989, 1991, 1993) showing that the co-movement across many macroeconomic indicators can be summarized in a few latent factors that can be used for tracking the course of economic activity, dynamic factor models have become popular in the analysis of large macroeconomic data sets and as a nowcasting tool at central banks and other institutions. Despite the existence of appropriate estimation routines (Banbura and Modugno, 2014) direct joint modeling of the quarterly GDP growth with a large panel of the available monthly indicators still leaves a model with a high number of parameters and hence higher forecast variance. To address this issue, Bräuning and Koopman (2014) introduced a collapsed dynamic factor model (hereinafter - CDFM) which allows the combination of a large number of monthly series in a relatively parsimonious model. This is a two-step procedure, where in the first step, the information contained in the monthly variables is summarized in a number of factors using the principal component analysis (PCA). In the second step, the factors are modeled jointly with the GDP growth in a dynamic factor model.

We employ an alternative extension of the CDFM, aiming to increase the amount of relevant variation extracted in the first step. The idea is to adjust the collapsing scheme in such a way that it would put more weight on the variables that are more strongly related to economic growth. This can be achieved by finding a suitable monthly instrument that has a close relationship with the unobserved monthly growth and then using the partial least squares (PLS) scores instead of the principal components.
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From the theoretical perspective, in the CDFM framework quarterly forecasts are constructed from the filtered values of the unobserved monthly GDP growth, dynamics of which is derived mostly from the factors. Stock and Watson (2002) showed that it is possible to produce consistent estimates of the latent factors using principal components when both the number of observations and the number of monthly indicators tend to infinity. This feature was utilized by Brave et al. (2019) which constructed a new “big data” index of U.S. economic activity using a large panel of monthly indicators. However, these amounts of data are unattainable in small economies like Israel. Consequently, applying principal components to a small monthly dataset may result in low accuracy of the factors which would be passed to the implied monthly growth levels, and hence introduce a systematic error in the quarterly nowcasts.

More recently, Groen and Kapetanios (2016) showed that PLS factors have similar properties to those found by Stock and Watson (2002) for PCA. Moreover, PLS retains the optimality characteristics even in the weak factor case for which it is known that PCA becomes inconsistent. Thus, if it is possible to find another monthly (instrument) variable which depends on the same factors as the unobserved monthly GDP growth, using PLS can provide a valuable alternative to PCA in small economies like Israel the number of monthly indicators is limited.

The paper is organized as follows. Section 2 presents the econometric methodology. Section 3 discusses our out-of-sample forecasting experiment and other practical issues related to the use of “soft” leading indicators and imputation methods in real-time applications, and Section 4 concludes.

2 Methodology

Let \( x_t = (x_{1,t}, x_{2,t}, ..., x_{n,t})' \) with \( t = 1, 2, ..., T \) be a vector of \( n \) monthly series which have been transformed to stationary and standardized. A dynamic factor model (DFM) assumes that it is possible to decompose \( x_t \) in terms of two unobserved orthogonal components representing common and idiosyncratic factors. The model is specified as follows:

\[
x_t = \Lambda F_t + \varepsilon_t, \varepsilon_t \sim N(0, R)
\]

(1)

where \( F_t \) is an \((r \times 1)\) vector of unobserved common factors which, \( \Lambda \) is an \((n \times r)\) matrix of their loadings, and \( \varepsilon_t \) is an \((n \times 1)\) vector of the idiosyncratic components. The factors are assumed to have the following stationary VAR(p) representation:

\[
F_t = \sum_{s=1}^{p} \Phi_s F_{t-s} + u_t, u_t \sim N(0, Q)
\]

(2)

where \( \Phi_s \) are \((r \times r)\) matrices of autoregressive coefficients. The related inference and forecast procedures can be carried out using the standard Kalman filter techniques (see, for instance, Hamilton, 1994 Ch. 13).

Following Brüning and Koopman (2014), we start from specifying the dynamics of the unobserved monthly GDP growth – \( y_t \). Consider a benchmark model assuming that the logarithm of the GDP follows a drifting random walk giving the following dynamics of \( y_t \):

\[
y_t = \mu + \varepsilon_{y,t},
\]

(3)

where \( \varepsilon_{y,t} \sim N(0, \sigma^2_{\varepsilon_y}) \), \( \mu \) represents the trend component, and \( \varepsilon_{y,t} \) is the error term. Its performance can be further improved by augmenting the model with a set of factors derived from \( x_t \), giving the following representation:

\[
y_t = \mu + \Lambda_{yx} F_t + \varepsilon_{y,t}.
\]

In the state space form the measurement equation can be written as

\[
\begin{pmatrix}
  y_t \\
  x_t
\end{pmatrix} =
\begin{pmatrix}
  \mu \\
  0
\end{pmatrix} + 
\begin{pmatrix}
  \Lambda_{yx} \\
  \Lambda
\end{pmatrix} F_t + 
\begin{pmatrix}
  \varepsilon_{y,t} \\
  \varepsilon_t
\end{pmatrix}
\]

(4)

In macroeconomic applications, the number of monthly indicators can be high relative to the number of observations, which can significantly complicate the estimation routine and introduce additional variance to the model. To overcome this difficulty, Brüning and Koopman (2014) introduced a collapsed dynamic factor model that applies the dimension reduction transformation on the measurement equation. The idea is to use a transformed version of the measurement equation (4) pre-multiplied by the transformation matrix.
\[ P = \begin{bmatrix} 1 & 0 \\ 0 & A \end{bmatrix}, \]

where \( A \) is an \( (r \times n) \) matrix. The adjusted measurement equation therefore becomes

\[
\begin{pmatrix} y_t \\ A x_t \end{pmatrix} = \begin{pmatrix} \mu \\ 0 \end{pmatrix} + \begin{pmatrix} A_{yx} \\ A_{Ax} \end{pmatrix} F_t + \begin{pmatrix} \varepsilon_{y,t} \\ A \varepsilon_t \end{pmatrix},
\]

while the state equation remains unchanged. To reduce the incurred information loss, Brauning and Koopman (2014) construct \( A \) using the principal component weights. Denote by \( \hat{F}_t = A_{pc} x_t \) the \( r \) principal components associated with the largest eigenvalues of the data matrix \( (x_1, \ldots, x_T)' \). By writing

\[
\hat{F}_t \approx F_t + \text{error},
\]

pre-multiplying (4) by \( P = \begin{bmatrix} 1 & 0 \\ 0 & A_{pc} \end{bmatrix} \) gives the collapsed dynamic factor model

\[
\begin{pmatrix} y_t \\ \hat{F}_t \end{pmatrix} = \begin{pmatrix} \mu \\ 0 \end{pmatrix} + \begin{pmatrix} A_{yx} \\ I_r \end{pmatrix} F_t + \begin{pmatrix} \varepsilon_{y,t} \\ \varepsilon_{pc,t} \end{pmatrix}.
\] (5)

Since GDP growth is observed quarterly, to incorporate it with the monthly indicators within the same dynamic factor system, the state space representation needs to be further adjusted. To do so we adopt the framework proposed by Mariano and Murasawa (2003). Let \( GDP^Q_t \) denote the observed quarterly level of GDP and \( GDP^M_t \) be its unobservable monthly counterpart. We further define \( Y^Q_t = \log(GDP^Q_t) \) and \( Y^M_t = \log(GDP^M_t) \). Then, the unobserved monthly logarithmic growth rate \( y_t \) is equal to \( \Delta Y^M_t \).

To bridge between the observed quarterly data and the monthly series, we also define the GDP growth as a partially observed monthly variable

\[
y^Q_t = Y^Q_t - Y^Q_{t-3} \quad t = 3, 6, 9, ... \quad \text{NA otherwise.}
\]

and apply the approximation of Mariano and Murasawa (2003):

\[
y^Q_t = \frac{1}{3} y_t + \frac{2}{3} y_{t-1} + \frac{1}{3} y_{t-2} + \frac{2}{3} y_{t-3} + \frac{1}{3} y_{t-4} \quad t = 3, 6, 9, ...
\]

Finally, the series are modeled jointly using the suitable expansion of the state equation.

To summarize, the estimation of the CDFM consists of two steps. First, the information contained in the monthly variables is summarized in a small number of factors using the principal component analysis (PCA). If some of the observations are missing, imputation is performed using the iterative PCA technique proposed by Stock and Watson (2002). In the second step, the monthly factors are modeled jointly with the quarterly GDP growth in a properly adjusted dynamic factor model. In the current work, due to the aforementioned limitations of the PCA procedure in small markets like Israel where the number of monthly variables is limited, to construct the factors we opt to using the partial least squares (PLS) method with the Total revenue index as an instrument.

3 Result

Here we discuss a variety of aspects of our empirical results. First, we illustrate the advantages of the CDFM in nowcasting GDP growth. Then, we demonstrate its usefulness in monitoring the monthly changes in economic activity. Finally, we study various challenges of forecasting in real-time and imputation using survey data.

Our monthly data set consists of 40 economic and financial indicators. An overview of the series, their sources and transformations can be found in Table 1 in the online supplement. All monthly indicators are adjusted for price changes, seasonality, and are transformed to be stationary. All foreign series are presented in fixed USD prices.

Following the discussion in Sections 1 and 2 we estimate CDFM (hereafter - CDFM\textsuperscript{PLS}) using the PLS scores with the Total Revenue index being used as an instrument. Its predictive performance is then compared with the CDFM using PC scores (hereafter - CDFM\textsuperscript{PC}), dynamic factor model (DFM) and the current Bank of Israel staff forecast (hereafter - Bridge) built as a combination of an econometric model (for more technical details see see Krief, 2011) and a judgmental forecast. To make the nowcasts in the CDFM and DFM, for each quarter in the test sample we re-estimate the model using the monthly
and quarterly data from January 2000 up to one of our three variants of the information set. For compatibility with the last Bridge validation report which separates the judgments effect, our forecast evaluation period is taken from the first quarter of 2010 to the second quarter of 2019. For the CDFM, the imputation of missing data at the beginning of the sample is done using the methodology of Stock and Watson (2002).

As was noted in Section 2, collapsing significantly reduces the number of parameters and hence the forecast variance. However, at the same time, it incurs the loss of information (Bräuning and Koopman, 2014). Consequently, it would be interesting to compare the predictive performance of the CDFM against the ordinary DFM to see whether the benefits from dimensionality reduction overweight the information loss. Our DFM specification is based on the same set of variables as CDFM with the block structure proposed by Bok et al. (2017), and is fitted using the Expectation Maximization algorithm as described in Banbura and Modugno (2014). The models’ out of sample prediction root mean squared error (RMSE) and the mean absolute error (MAE) are reported in Table 1. In all three setups, $CDFM^{PLS}$ gives the lowest prediction error. It should be noted that the initial nowcast is made one month before the Bridge. Thus, it improves not only on the accuracy but also on the timeliness of the forecast. It is worth noting that judgements reduce the Bridge RMSE by 0.5. Thus, without a judgmental part, depending on the available data, $CDFM^{PLS}$ gives a reduction in the RMSE of 30% to 38%.

<table>
<thead>
<tr>
<th></th>
<th>CDFM$^{PLS}$</th>
<th>CDFM$^{PC}$</th>
<th>DFM</th>
<th>Bridge</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE by 1 month</td>
<td>1.84</td>
<td>1.92</td>
<td>1.92</td>
<td>1.89</td>
</tr>
<tr>
<td>MAE by 1 month</td>
<td>1.38</td>
<td>1.53</td>
<td>1.47</td>
<td>1.45</td>
</tr>
<tr>
<td>RMSE by 2 months</td>
<td>1.75</td>
<td>1.82</td>
<td>1.90</td>
<td>1.89</td>
</tr>
<tr>
<td>MAE by 2 months</td>
<td>1.34</td>
<td>1.43</td>
<td>1.45</td>
<td>1.45</td>
</tr>
<tr>
<td>RMSE by 3 months</td>
<td>1.73</td>
<td>1.78</td>
<td>1.98</td>
<td>1.43</td>
</tr>
<tr>
<td>MAE by 3 months</td>
<td>1.34</td>
<td>1.40</td>
<td>1.43</td>
<td></td>
</tr>
</tbody>
</table>

Following Brave et al. (2019) we construct a new activity index from the filtered values of the state corresponding to the current unobserved monthly GDP growth. As can be seen from Figures 1 and 2, the new indicator (hereafter - TETA) broadly coheres with the Israeli Composite State of the Economy Index (hereafter - ICI) during various stages of the cycle. However, it has a much higher variability which partly follows from the use of a broader information set and a binding restriction on the monthly growth rates to sum up exactly to the predicted quarterly growth (or to the actual, when available).

![Figure 1: Monthly Economic Activity Indices: TETA alongside ICI (2010/1-2019/6).](image1)

![Figure 2: Monthly Economic Activity Indices: TETA alongside ICI (2020/1-2020/12).](image2)

The advantages of this higher sensitivity became apparent during 2020. As can be seen from Figure 2 during the whole period ICI continues to hover around zero and shows almost no indication of the crisis. In contrast, we observe a sharp drop in the new index coinciding with the emergency measures enacted in March which plunges even deeper in April. The marked improvement in May also corresponds to the easing of the lockdown restrictions followed by the decline in July during the second lockdown. Finally, the negative values in October coincide with the third wave of restrictions. This is in stark contrast with the ICI which remained at almost the same level since May. This demonstrates the ability of our new index to draw a more precise picture regarding the current state of the economy and to indicate earlier turning points.

Producing accurate nowcasts is most ambitious yet also most important at the periods of rapid changes and distress as was during the COVID-19 crisis in 2020. We conduct a real-time nowcasting...
experiment for the period from January 2020 to January 2021. For this purpose, we reconstructed the true data vintages at the weekly frequency and produced a sequence of forecasts for each quarter based on the expanding set of information.

Before, we dealt with the patterns of missing data arising solely from the differences in the historical length of the series. In practical applications it is highly common that due to non-synchronous data releases and publication delays there is an irregular pattern of missing observations at the end of the sample as well (it is frequently named as a "jagged edge" problem). As before, this issue could be treated routinely with the EM algorithm (Stock and Watson, 2002). In this method, the imputation of missing observations is done through the recursive procedure of computing the scores and filling the missing values using projection. However, many of the important leading indicators, such as production and revenue indices, are available with a significant delay (see Table 2 in the online supplement for more details on the release timeline) and the imputation accuracy based on the limited number of more timely released series may be insufficient.

Another interesting approach of dealing with missing data, which is currently applied in the Federal Reserve Bank of Atlanta (see Higgins [2014]), was proposed by Giannone et al. (2008). In this method the initial factors are computed using the Kalman smoother. Here, the factor extraction process is designed in a way that it will simply put no weight on the missing observations rather than trying fill them using the available data. The method was less suitable for the pseudo real time forecasting experiment in the previous section because the constructed balanced monthly panel would be too short.

Many important series, such as industrial production, revenue, and labor indices have more timely released "soft" proxies. For instance, since 2011 Israeli Central Bureau of Statistics conducts a monthly compulsory survey (named a Business Tendency Survey, hereafter -BTS) among firm managers in the Manufacturing, Construction, Trade, Hotels, and Services industries, in which they provide an assessment (on a five-point scale, from “marked decrease” to “marked increase”) of the current situation of their business and the outlook for the near future. The questionnaires are related to the companies’ main parameters such as output, domestic and export sales, employment, and prices. Balances of opinion from such surveys is proven useful in forecasting GDP growth (see for instance Pichette and Rennison, 2011; Chernis and Sekkel, 2017). In the CDFM framework, these variables can be added directly to the monthly panel or to be used for external imputation of the series they are aimed to proxy outside the model (hereafter - two stage extraction). To test which extraction method is better, we evaluate the average precision of the nowcasts for the two alternatives with the model without the survey proxies serving as a benchmark.

Table 2 provides a breakdown of the average nowcasting error by survey inclusion method for each quarter. Several observations are in order. Prior research has emphasized the usefulness of "soft" indicators for nowcasting, and of the BTS in particular. Based on our analysis, for both factor extraction methods, BTS-based indices can significantly improve the timeliness and accuracy of the nowcasts when these are used for the end points imputation. Compared to the benchmark model without surveys, it reduces the RMSE by approximately 21.9% and 39.8% for the EM and GRS methods respectively. In contrast, while the CDFM framework is designed to deal with any number of indicators, it appears that we still should be careful with introducing unnecessary noise to the system. Expanding the monthly panel with the survey proxies of some of the already included variables leads to inferior forecasting performance. In our experiment, compared with the benchmark, the RMSE of the models with a survey block is higher by 48.5% and 16.7% for the EM and GRS methods respectively. For the two stage method both factor extraction methods shown similar MAE, and GRS had an RMSE lower by 6%.

<table>
<thead>
<tr>
<th>Survey Inclusion Method</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM without a survey</td>
<td>-1.94</td>
<td>-2.85</td>
<td>3.19</td>
<td>1.50</td>
<td>2.37</td>
<td>2.47</td>
</tr>
<tr>
<td>EM two-stage</td>
<td>-2.01</td>
<td>-0.95</td>
<td>2.75</td>
<td>1.53</td>
<td>1.81</td>
<td>1.93</td>
</tr>
<tr>
<td>EM with a survey block</td>
<td>-2.16</td>
<td>-3.89</td>
<td>5.70</td>
<td>1.12</td>
<td>3.22</td>
<td>3.66</td>
</tr>
<tr>
<td>GRS without a survey</td>
<td>-2.05</td>
<td>-4.85</td>
<td>1.97</td>
<td>2.13</td>
<td>2.75</td>
<td>3.01</td>
</tr>
<tr>
<td>GRS two-stage</td>
<td>-1.95</td>
<td>1.36</td>
<td>1.95</td>
<td>1.91</td>
<td>1.79</td>
<td>1.81</td>
</tr>
<tr>
<td>GRS with a survey block</td>
<td>-2.20</td>
<td>-5.78</td>
<td>2.55</td>
<td>2.14</td>
<td>3.17</td>
<td>3.51</td>
</tr>
</tbody>
</table>
4 Discussion and Conclusion

In this paper, we applied an extension of the CDFM to produce the nowcasts for Israeli quarterly GDP growth. Our pseudo-real-time forecasting experiment shows that the model is able to produce nowcasts as accurately as the judgmental ones. In addition, we have shown that using instruments can reduce the information loss from the dimension reduction and thus improve the accuracy of the forecasts. Our real-time nowcasting experiment during the COVID-19 crisis underlines the importance of using more timely released survey-based indicators for end points imputation of the “hard” data. Moreover, similarly to Brave et al. (2019) we applied the same framework to produce a new monthly index of economic activity. The index is shown to be able to give a more precise picture regarding the current state of the economy and to indicate earlier turning points.
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