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The use of big data analytics and artificial intelligence
in central banking

Okiriza Wibisono, Hidayah Dhini Ari, Anggraini Widjanarti, Alvin Andhika Zulen and
Bruno Tissot'

Executive summary

Information and internet technology has fostered new web-based services that affect
every facet of today's economic and financial activity. This creates enormous
quantities of "big data” — defined as “the massive volume of data that is generated by
the increasing use of digital tools and information systems” (FSB (2017)). Such data are
produced in real time, in differing formats, and by a wide range of institutions and
individuals. For their part, central banks face a surge in “financial big data sets”,
reflecting the combination of new, rapidly developing electronic footprints as well as
large and growing financial, administrative and commercial records.

This phenomenon has the potential to strengthen analysis for decision-making,
by providing more complete, immediate and granular information as a complement
to “traditional” macroeconomic indicators. To this end, a number of techniques are
being developed, often referred to as "big data analytics" and “artificial
intelligence"” (Al). These promise faster, more holistic and more connected insights,
as compared with traditional statistical techniques and analyses. An increasing
number of central banks have launched specific big data initiatives to explore these
issues. They are also sharing their expertise in collecting, working with, and using big
data, especially in the context of the BIS's Irving Fisher Committee on Central Bank
Statistics (IFC); see IFC (2017).

Getting the most out of these new developments is no trivial task for
policymakers. Central banks, like other public authorities, face numerous challenges,
especially in handling these new data and using them for policy purposes. In
particular, significant resources are often required to handle large and complex data
sets, while the benefits of such investments are not always clear-cut. For instance, to
what extent should sophisticated techniques be used to deal with this type of
information? What is the added value over more traditional approaches, and how
should the results be interpreted? How can the associated insights be integrated into
current decision-making processes and be communicated to the public? And, lastly,
what are the best strategies for central banks seeking to realise the full potential of

Respectively Big Data Analyst (okiriza w@bi.go.id); Head of Digital Data Statistics and Big Data
Analytics Development Division (dhini ari@bi.go.id); Big Data Analyst
(anggraini_widjanarti@bi.go.id); Big Data Analyst (alvin az@bi.go.id); and Head of Statistics and
Research Support, BIS, and Head of the IFC Secretariat (Bruno.Tissot@bis.org).

The views expressed here are those of the authors and do not necessarily reflect those of Bank
Indonesia, the Bank for International Settlements (BIS), or the Irving Fisher Committee on Central
Bank Statistics (IFC).
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new big data information and analytical tools, considering in particular resource
constraints and other priorities?

Against this backdrop, Bank Indonesia organised with support from the BIS and
the IFC a workshop on “Big data for central bank policies” and a high-level policy-
oriented seminar on “Building pathways for policymaking with big data". Convening
in July 2018 at Bali, Indonesia, the events were attended by officials from central
banks, international organisations and national statistical offices from more than 30
jurisdictions across the globe, as well as by representatives from other public
agencies, the financial sector and academia. This proved a useful opportunity to take
stock of the various big data pilots conducted by the central bank community and of
the growing use of big data analytics and associated Al techniques to support public
policy. The following points of interest were highlighted:

e Big data offers new types of data source that complement more traditional
varieties of statistics. These sources include Google searches, real estate and
consumer prices displayed on the internet, and indicators of economic
agents’' sentiment and expectations (eg social media).

e Thanks to IT innovation, new techniques can be used to collect data (eg
web-scraping), process textual information (text-mining), match different
data sources (eg fuzzy-matching), extract relevant information (eg machine
learning) and communicate or display pertinent indicators (eg interactive
dashboards).

e In particular, big data techniques such as decision trees may shed interesting
light on the decision-making process of economic agents, eg how investors
behave in financial markets. As another example, indicators of economic
uncertainty extracted from news articles, could help explain movements of
macroeconomic indicators. This illustrates big data’s potential in providing
insights not only into what happened, but also into what might happen and
why.

e In turn, these new insights can usefully support central bank policies in a
wide range of areas, such as market information (eg credit risk analysis),
economic forecasting (eg nowcasting), financial stability assessments (eg
network analysis) and external communication (eg measurement of agents’
perceptions). Interestingly, the approach can be very granular, helping to
target specific markets, institutions, instruments and locations (eg zip codes)
and, in particular, to support macroprudential policies. Moreover, big data
indicators are often more timely than “traditional” statistics — for instance
labour indicators can be extracted from online job advertisements almost in
real time.

e As a note of caution, feedback from central bank pilot projects consistently
highlights the complex privacy implications of dealing with big data, and the
associated reputational risks. Moreover, while big data applications such as
machine learning algorithms can excel in terms of predictive performance,
they can lend themselves more to explaining what is happening rather then
why. As such, they may be exposed to public criticism when insights gained
in this way are used to justify policy decisions.

e Another concern is that, as big data samples are often far from representative
(eg not everyone is on Facebook, and even fewer are on Twitter), they may
not be as reliable as they seem. Lastly, there is a risk that collecting and
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processing big data will be hindered by privacy laws and/or change in market
participants. Relevant authorities should coordinate their efforts so that they
can utilise the advantages of big data analytics without compromising data
privacy and confidentiality.

The related presentations, referred to in this overview and included in this /IFC
Bulletin, analysed the various aspects related to the use of big data and associated
techniques by central banks. They cover three main aspects: (1) an assessment of the
main big data sources and associated analytical techniques that are relevant for
central banks; (2) the insights provided by big data for economic policy, with an
overview of concrete central bank projects aiming at improving statistical information,
macroeconomic analysis and forecasting, financial market monitoring and financial
risk assessment; and (3) the use of big data in crafting central bank policies, including
organisational aspects and related challenges.

1. The big data revolution: new data sources and analytical
techniques

As emphasised in the opening remarks by Erwin Rijanto, Deputy Governor of Bank
Indonesia, policymakers should not miss out on the opportunities provided by big
data — described by some as the new oil of the 21st century (The Economist (2017)).
Public institutions are not the main producers of big data sets, and some of this
information may have little relevance for their daily work. Yet central banks are
increasingly dealing with “financial big data” sources that impinge on a wide range of
their activities, as noted by Claudia Buch, IFC Chair and Vice President of the Deutsche
Bundesbank.

Data volumes have surged hand in hand with the development of specific
techniques for their analysis, thanks to “big data analytics” — broadly referring to the
general analysis of these data sets — and “artificial intelligence" (Al) — defined as “the
theory and development of computer systems able to perform tasks that traditionally
have required human intelligence" (FSB (2017)). Strictly speaking, these two concepts
can differ somewhat (for instance, one can develop tools to analyse big data sets that
are not based on Al techniques), as shown in Graph 1.

Graph 1: A schematic view of Al, machine learning and big data analytics

Artificial intelligence

Big data
analytics

Source: FSB (2017).
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In practice, and as underlined by Yati Kurniati (Bank Indonesia) in her welcoming
remarks, big data analytics are not very different from traditional econometrical
techniques, and indeed they borrow from many long-established methodologies and
techniques developed for general statistics; for instance, principal component
analysis, developed at the beginning of the last century. Yet one key characteristic is
that they are applied to modern data sets that can be both very large and complex.
Extracting relevant information from these sources is not straightforward, often
requiring a distinct set of skills, depending on the type of information involved. As a
result, big data analytics and Al techniques comprise a variety of statistical/modelling
approaches, such as machine learning, text-mining techniques, network analysis,
agent-based modelling? etc.

The seminar and workshop provided an opportunity to review, first, the main big
data sources relevant for central banks, and, second, the principal techniques
developed in recent years for analysing big data — focusing on the classification and
clustering of information derived from large quantitative data sets, with machine
learning, text-mining and network analysis all playing an important role.

Big data information for central banks

Three main sources of big data can be identified, as Paul Robinson (Bank of
England) noted in his introductory presentation on fundamental concepts and
frameworks.® These categories are related to (i) social networks (human-sourced
information such as blogs and searches); (ii) traditional business systems (process-
mediated data, such as files produced by commercial transactions, e-commerce,
credit card operations); and (iii) the internet of things (machine-generated data, such
as information produced by pollution/traffic sensors, mobile phones, computer logs
etc). These are very generic categories and, in practice, big data will comprise multiple
types of heterogeneous data set derived from these three main sources.

Focusing more specifically on central banks, the presentation by Bruno Tissot
(BIS) identified four types of data set that would usually be described as financial
big data (see Graph 2): internet-based indicators, commercial data sets, financial
market indicators and administrative records.*

See Haldane (2018), who argues that big data can facilitate policymakers’ understanding of economic
agents' reactions through the exploration of behaviours in a “virtual economy”.

Following the work conducted under the aegis of the United Nations (see Meeting of the Expert
Group on International Statistical Classifications (2015)).

For the use of administrative data sources for official statistics, see for instance Bean (2016) in the UK
context.
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Graph 2: Four main types of financial big data set

Web-based indicators

Commercial data BIG DATA Financial market data
L Administrative records J

Compared with the private sector,” central banks’ use of web-based indicators may
be somewhat more limited, especially as regards unstructured data such as images.
Even so, several projects are under way to make use of data collected on the internet
to support monetary and financial policymaking (see Section 2). Moreover, an
important aspect relates to the increased access to digitalised information,
reflecting both the fact that more and more textual information is becoming available
on the web (eg social media) and also that “traditional” printed documents can now
be easily digitalised, searched and analysed in much the same way as web-based
indicators.

In reality, however, the bulk of the financial big data sets relevant to central banks
consists of the very granular information provided by large and growing records
covering commercial transactions, financial market developments and administrative
operations. This type of information has been spurred by the expansion of the micro-
level data sets collected in the aftermath of the Great Financial Crisis (GFC) of 2007-
09, especially in the context of the Data Gaps Initiative (DGI) endorsed by the G20
(FSB-IMF (2009)). For instance, significant efforts have been made globally to compile
large and granular loan-by-loan and security-by-security databases as well as records
of individual derivatives trades (IFC (2018)). As a result, central banks now have at
their disposal very detailed information on the financial system, including at the level
of specific institutions, transactions or instruments.

Extracting knowledge from large quantitative data sets: classification
and clustering

The expansion of big data sources has gone hand in hand with the development of
new analytical tools to deal with them. The first, and particularly important, category
of these big data techniques aims at extracting summary information from large
guantitative data sets. This is an area that is relatively close to “traditional statistics”,
as it does not involve the treatment of unstructured information (eg text, images). In
fact, many big data sets are well structured, and can be appropriately dealt with using
statistical algorithms developed for numerical data sets. The main goal is to obtain
summary indicators by condensing the large amount of data points available,

> Especially the major US technology companies (“GAFAs"): Google, Apple, Facebook and Amazon.

IFC Bulletin No 50 5



basically by finding similarities between them (through classification) and regrouping
them (through clustering).

Many of these techniques involve so-called machine learning. This is a subset
of Al techniques, that can be defined as "a method of designing a sequence of actions
to solve a problem that optimise automatically through experience and with limited or
no human intervention” (FSB (2017)). This approach is quite close to conventional
econometrics, albeit with three distinct features. First, machine learning is typically
focused on prediction rather than identifying a causal relationship. Second, the aim
is to choose an algorithm that fits with the actual data observed, rather than with a
theoretical model. Third, and linked to the previous point, the techniques are selected
by looking at their goodness-to-fit, and less at the more traditional statistical tests
used in econometrics.

The lecture by Sanjiv Das (Santa Clara University) recalled that there are several
categories of machine learning, which can be split into two main groups. First, in
supervised machine learning, “an algorithm is fed a set of ‘training’ data that contain
labels on the observations” (FSB (2017)). The goal is to classify individual data points,
by identifying, among several classes (ie categories of observations), the one to which
a new observation belongs. This is inferred from the analysis of a sample of past
observations, ie the training data set, for which their group (category) is known. The
objective of the algorithm is to predict the category of a new observation, depending
on its characteristics. For instance, to predict the approval of a new loan ("yes” or "no”,
depending on its features and in comparison with an observed historical data set of
loans that have been approved or rejected); or whether a firm is likely to default in a
few months. Various algorithms can be implemented for this purpose, including
logistic regression techniques, linear discriminant analysis, Naive Bayes classifier,
support vector machines, k-nearest neighbours, decision trees, random forest etc.

The second group is unsupervised machine learning, for which “the data
provided to the algorithm do not contain labels". This means that categories have not
been identified ex ante for a specific set of observations, so that the algorithm has to
identify the clusters, regrouping observations for which it detects similar
characteristics or “patterns”. Two prominent examples are clustering and
dimensionality reduction algorithms. In clustering, the aim is to detect the underlying
groups that exist in the granular data set — for example, to identify groups of
customers or firms that have similar characteristics — by putting the most similar
observations in the same cluster in an agglomerative way (bottom-up approach).®
Dimensionality reduction relates to the rearrangement of the original information
in a smaller number of pockets, in a divisive (top-down) way; the objective is that the
number of independent variables becomes (significantly) smaller, without too much
compromise in terms of information loss.

There are, of course, additional types of algorithm. One is reinforcement
learning, which complements unsupervised learning with additional information
feedback, for instance through human intervention. Another is deep learning (or
artificial neural networks), based on data representations inspired by the function of
neurons in the brain. Recent evaluations suggest that deep learning can perform
better than traditional classification algorithms when dealing with unstructured data

6 More precisely, cluster analysis can be defined as “a statistical technique whereby data or objects are

classified into groups (clusters) that are similar to one another but different from data or objects in other
clusters" (FSB (2017)).
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such as texts and images — one reason being that applying traditional quantitative
algorithms is problematic, as it requires unstructured information to be converted
into a numerical format. In contrast, deep learning techniques can be used to deal
directly with the original raw data.

In view of this diversity, the choice of a specific algorithm will depend on the
assumptions made regarding the features of the data set of interest — for instance, a
Naive Bayes classifier would be appropriate when the variables are assumed to be
independent and follow a Gaussian distribution. In practice, data scientists will have
to identify which algorithm works best for the problem at hand, often requiring a
rigorous and repetitive process of trial and error; this is often as much art as it is
science.

In choosing the right “model”, it is important to define an evaluation metric. The
aim is to measure how well a specific algorithm fits, and to compare the performance
of alternative algorithms. The most straightforward metric for classification is
prediction accuracy, which is simply the percentage of observations for which the
algorithm predicts the class variable correctly (this will usually be done by comparing
the result of the algorithm with what a human evaluator would conclude on a specific
data sample). But an accuracy metric may not be suitable for all exercises, particularly
in the case of an unbalanced distribution of classes. For example, when looking at
whether a transaction is legitimate or fraudulent, a very simplistic model could be
adopted that assumes that all transactions are legitimate: its accuracy will look very
high, because a priori most transactions are not fraudulent; but the usefulness of such
a simple model would be quite limited. Hence, other metrics have to be found for
evaluating algorithms when the distribution of classes is highly unbalanced.” Another
possible approach is to address the class imbalance issue at the observation level, for
instance, by duplicating (over-sampling) elements from the minority class or,
conversely, by discarding those (under-sampling) from the dominant class.

Text mining

Another rapidly developing area of big data analytics is text-mining, ie analysis of
semantic information — through the automated analysis of large quantities of natural
language text and the detection of lexical or linguistic patterns with the aim of
extracting useful insights. While most empirical work in economics deals with
numerical indicators, such as prices or sales data, a large and increasing amount of
textual information is also generated by economic and financial activities — including
internet-based activities (eg social media posts), but also the wider range of textual
information provided by, say, company financial reports, media articles, public
authorities’ deliberations etc. Analysing this unstructured information has become of
key interest to policymakers, not least in view of the important role played by “soft”
indicators such as confidence and expectations during the GFC. As illustrated in the
lecture delivered by Stephen Hansen (University of Oxford), text-mining techniques
can usefully be applied to dealing with these data in a structured, quantitative way.

Such other metrics include, for instance, precision, recall and F1-score. For binary (two-class)
classification, precision is defined as the percentage of times an algorithm makes a correct prediction
for the positive class; recall is defined as the percent of positive class that the algorithm discovers
from a given data set; and the F1-score is the harmonic average of precision and recall.
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Text analysis typically starts with some standard pre-processing steps, such as
tokenisation (splitting text into words), stopword removal (discarding very
frequent/non-topical words eg “a”, “the”, “to”), stemming or lemmatising (converting
words into their root forms, for instance “prediction” and "predicted” into “predict”),
and merging words within a common message (eg “Bank” and "Indonesia” grouped
into “Bank Indonesia”). Once this is done, the initial document can be transformed
into a document-term matrix, which indicates for each specific text a term’s degree
of appearance (or non-appearance). This vectoral text representation is made of
numerical values that can then be analysed by quantitative algorithms; for example,
to measure the degree of similarity between documents by comparing the related
matrixes (Graph 3).

One popular algorithm for working on textual information is the Latent Dirichlet
Allocation (LDA).2 This assumes that documents are distributed by topics, which in
turn are distributed by keywords. For example, one document may combine, for a
respective 20% and 80%, a "monetary” and an “employment” topic, based on the
number of words reflecting this topic distribution (ie 20% of them related to words
such as “inflation” or “interest rate”, and the remaining 80% related to words such as
"jobs” and "labour”). Based on these calculations, one can build an indicator
measuring how frequently a specific topic appears over time, for instance, to gauge
the frequency of the messages related to “recession” — providing useful insights when
monitoring the state of the economy.

Besides quantitative algorithms, simpler dictionary-based methods can be also
employed for analysing text data. A set of keywords can be selected that are relevant
to the topic of interest — for example, a keyword related to “business confidence”.
Then an index can be constructed based on how frequently these selected keywords
appear in a given document, allowing the subject indicator to be assessed (eg the
evolution of business sentiment).’ A prominent example is the Economic Policy
Uncertainty (EPU), which quantifies the degree of uncertainty based on the
appearance of a set of economic-, policy-, and uncertainty-related keywords in news
articles; by the end of 2018, more than 20 country-specific EPU indexes had been
compiled.™

8 See Blei et al (2003).
K See for example Tetlock (2007) and Loughran and McDonald (2011).

0 See Baker et al (2016) and www.policyuncertainty.com/.

8 IFC Bulletin No 50


http://www.policyuncertainty.com/

Graph 3: Topic distributions obtained from text-mining techniques’
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Source: Hansen (2018).

Network analysis

A third important area of big data analytics refers to financial network analysis, which
can be seen as the analysis of the relations between the elements constituting the
financial system. Insights into the functioning of this “network” are derived from
graphical techniques and representations. The lecture by Kimmo Soramaki (Financial
Network Analytics (FNA)) showed how this approach can measure how data is
connected to other data, clarify how these connections matter and show how
complex systems move in time. The approach can be particularly effective for big data
sets, allowing for the description of complex systems characterised by rich
interactions between their components.

The main modes of analysis comprise top-down approaches (eg analysis of
system-wide risk), bottom-up analyses (eg analysis of connections between specific
nodes of the system), network features analyses (eg transmission channels) and
agent-based modelling — eg analysis of specific agents involved in the network, for
instance, the role of central counterparties (CCPs) in the financial system. Typically,
the work will involve three phases, ie analysis (data visualisation and identification of
potential risks), monitoring (eg detection of anomalies in real time) and simulation
(eg scenarios and stress tests).

In practice, a network is made of elements (nodes), linked to each other either
directly or indirectly, and this can be represented by several types of graph. An
important concept is centrality, which relates to the importance of nodes (or links)
in the network, and which can be measured by specific metrics. Another is
community detection, which aims at simplifying the visualisation of a large and

n Distributions obtained from LDA (black, solid line) and EPU dictionary-based index (BBD; red, dashed
line). The word-clouds represent word distributions within each topic, with more frequent words
shown in larger fonts.
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complex network by regrouping nodes in clusters and filtering noise, through the use
of specific machine learning algorithms (see above).

This sort of analysis appears particularly well suited to representing
interconnectedness within a system, for instance, by mapping the global value chain
across countries and sectors or the types of exposure incurred by financial
institutions.’> One example is recent work to assess the role of CCPs in the financial
system by looking at the connections between them as well as with other financial
institutions such as banking groups, in particular, by considering subsidiary-parent
relationships (CPMI-IOSCO (2018)). This can help to reveal how a disruption
originating in one single CCP would affect that CCP’s clearing members and, in turn,
other CCPs.

2. Opportunities for central banks

Big data can play an important role in improving the quality of economic analysis and
research, as increasingly recognised by policymakers. This was the starting point for
the presentation by Gabriel Quirds-Romero (IMF). The IMF is researching big data as
a new way of measuring economic indicators, such as prices, labour market
conditions, the housing market, business sentiment etc (Hammer et al (2017)).

Many central banks are now working on how to make use of the characteristics
of financial big data sets in pursuing their mandates (Cceuré (2017)). As recalled in
the introduction by Paul Robinson (Bank of England), big data has many advantages
in terms of details, flexibility, timeliness and efficiency, as summarised in the list of
their so-called "Vs" — eg volumes, variety, velocity, veracity and value; see Laney (2001)
and Nymand-Andersen (2016). Central banks are interested in developing various
pilot projects to better understand the new data sets and techniques, assess their
value added in comparison with traditional approaches, and develop concrete “use
cases” (IFC (2015)).

This experience has highlighted the opportunities that big data analytics can
provide in key areas of interest to central banks, namely (i) the production of statistical
information; (i) macroeconomic analysis and forecasting; (iii) financial market
monitoring; and (iv) financial risk assessment.

More and enhanced statistical information

Big data can be a useful means of improving the official statistical apparatus. First, it
can be an innovative source of support for the current production of official
statistics, offering access to a wider set of data, in particular to those that are
available in an "organic” way. Unlike statistical surveys and censuses, these data are
usually not collected (“designed”) for a specific statistical purpose, being the by-
product of other activities (Groves (2011)). Their range is quite large, covering
transaction data (eg prices recorded online), aspirational data (eg social media posts,
product reviews displayed on the internet), but also various commercial, financial and
administrative indicators. In addition, they present various advantages for statistical

2 For a recent example of the monitoring of network effects for global systemic institutions in the

context of the DGI, see FSB (2011) and Bese Goksu and Tissot (2018).
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compilers, such as their rapid availability and the relative ease of collection and
processing with modern computing techniques (see Graph 4) — always noting,
however, that actual access to such sources, private or public, can be restricted by
commercial and/or confidentiality considerations.

Graph 4: Relative advantages of designed versus organic data

Designed data Organic data
Structure Geographic and socio-economic Behaviour
Representative Yes No
Sample selection Response rates deteriorating Extreme
Intrusive Extremely intrusive Non-intrusive
Cost Large Small
Curation Well studied Unclear
Privacy Well protected Large violations of privacy

Source: Rigobon (2018).

Organic data can be used to enhance existing statistical exercises, especially
in improving coverage when this is incomplete. In some advanced economies, the
direct web-scraping™ of online retailers’ prices data can, for instance, be used to
better measure some specific components of inflation, such as fresh food prices. At
the extreme, these data can replace traditional indicators in countries where the
official statistical system is underdeveloped. As noted by Roberto Rigobon (MIT Sloan
School of Management), one example is the Billion Prices Project,”™ which allows
inflation indices to be constructed for countries that lack an official and/or
comprehensive index. Similarly, a number of central banks in emerging market
economies have compiled quick price estimates for selected goods and properties,
by directly scraping the information displayed on the web, instead of setting up
specific surveys that can be quite time- and resource-intensive.

Second, big data can support a timelier publication of official data, by bridging
the time lags before these statistics become available. In particular, the information
generated instantaneously by the wide range of web and electronic devices - eg
search queries — provides high-frequency indicators that can help current economic
developments to be tracked more promptly (ie through the compilation of advance
estimates). Indeed, another objective of the Billion Prices Project is to provide advance
information on inflation in a large number of countries, including advanced
economies, and with greater frequency — eg daily instead of monthly, as with a
consumer price index (CPI). Turning to the real economy side, the real-time evolution
of some "hard” indicators, such as GDP, can now be estimated in advance ("nowcast")
by using web-based information combined with machine learning algorithms, as
presented by Tugrul Vehbi (Reserve Bank of New Zealand) in the case of New Zealand.

¥ Web-scraping can be defined as the automated capturing of online information.

™ Hill (2018) reports that 15% of the US CPI is now collected online.

> See www.thebillionpricesproject.com, and Cavallo and Rigobon (2016).
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The high velocity of big data sources helps to provide more timely information, which
can be particularly important during a crisis.

A third benefit is to provide new types of statistics that complement
“traditional” statistical data sets, as emphasised in the presentation by Naruki Mori
(Bank of Japan). Two important developments should be noted here. One is the
increased availability of digitalised textual information, which allows the
measurement of “soft” indicators such as economic agents’ sentiment and
expectations — derived, for instance, from social media posts. Traditional statistical
surveys can also provide this kind of information, but they typically focus on specific
items eg firms' production expectations and consumer confidence. In contrast,
internet-based sources can cover a much wider range of topics. In addition, they are
less intrusive than face-to-face surveys, and may therefore better reflect true
behaviours and thoughts. A second important element has been the increased use of
large granular data sets to improve the compilation of macroeconomic aggregates,
allowing for a better understanding of their dispersion (IFC (2016a)) — this type of
distribution information is generally missing in the System of National Accounts (SNA;
European Commission et al (2009)) framework.'®

Macroeconomic forecasting with big data

Many central banks are already using big data sets for macroeconomic forecasting.
Indeed, nowcasting applications as described above can be seen as a specific type of
forecasting exercise. For instance, the presentation by Per Nymand-Andersen (ECB)
showed how Google Trends data can be used to compile short-term projections of
estimates of car sales in the euro area, with a lead time of several weeks over actual
publication dates. Moreover, and as argued in the presentation by Alberto Urtasun
(Bank of Spain), big data allows a wider range of indicators to be used for forecasting
headline indicators — for instance Google Trends,"” uncertainty measures such as the
EPU index (see above), or credit card operations as well as more traditional indicators.
The devil is in the details, though, and statisticians need to try several approaches.
For instance, some indicators may work well in nowcasting GDP (ie its growth rate
over the current quarter) but less so in forecasting its future evolution (say, GDP
growth one year ahead). Another point is that the internet is not the sole source of
indicators that can be used in this context; in fact, some web-based indicators may
work less well in nowcasting/forecasting exercises than do traditional business
confidence surveys.®

In view of these caveats, and considering the vast amount of data potentially
available, it may be useful to follow a structured process when conducting such
exercises. The presentation of Paphatsorn Sawaengsuksant (Bank of Thailand)

Indeed the SNA highlights the importance of considering the skewed distribution of income and
wealth across households but recognises that getting this information is "not straightforward and not
a standard part of the SNA" (2008 SNA, #24.69). It also emphasises that “there would be considerable
analytical advantages in having microdatabases that are fully compatible with the corresponding
macroeconomic accounts" (2008 SNA, #1.59). An important recommendation of the second phase of
the DGI aims at addressing these issues (FSB-IMF (2015)).

See https://trends.google.com/trends/. Google Trends provide indexes of the number of Google
searches of given keywords. The indexes can be further segregated based on countries and provinces.

For the use of nowcasting in forecasting "bridge models” using traditional statistics and confidence
surveys, see Carnot et al (2011).
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recommended a systematic approach when selecting the indicators of interest such
as internet search queries. For instance, key words in Google Trends data could be
selected if they satisfied several criteria, depending on their degree of generality, their
popularity (ie number of searches recorded), their robustness (ie sensitivity to small
semantic changes), their predictive value (ie correlation with macro indicators), and
whether the relationship being tested makes sense from an economic perspective.

Financial market forecasting and monitoring

As in the macroeconomic arena, big data analytics have also proved useful in
monitoring and forecasting financial market developments, a key area for central
banks. A number of projects in this area facilitate the processing of huge volume of
quantitative information in large financial data sets. For instance, the presentation
by Tom Fong (Hong Kong Monetary Authority) showed that returns in a number of
emerging sovereign bond markets can be predicted using various technical trading
rules and machine learning techniques, to assess their robustness as well as the
relative contributions of specific foreign (eg US monetary policy) and domestic
factors.

Other types of project are looking at less structured data. For instance, the
presentation by Okiriza Wibisono (Bank Indonesia) described how a text-mining
algorithm could be used to measure public expectations for the direction of interest
rates in Indonesia.” Specifically, a classification algorithm is trained to predict
whether a given piece of text indicates an expectation for the future tightening,
loosening or stability of the central bank policy rate. All the newspaper articles
discussing potential developments in the policy rate from two weeks prior to monthly
policy meetings are collected, and an index of policy rate expectation is produced.
This index has facilitated the analysis of the formation of policy rate expectations,
usefully complementing other sources (eg Bloomberg surveys of market participants).
Similarly, the presentation by Stephen Hansen (University of Oxford) looked at the
information content of news articles grouped into several categories using an
“emotion dictionary sample”, to predict equity returns. Other types of textual
information, such as social media posts and official public statements, could also be
usefully considered.

Experience reported by several central banks shows that new big data sources
can also help to elucidate developments in financial markets, and shed light on their
potential future direction. As regards the Bank of Japan, the use of high-frequency
“tick data” has facilitated the assessment of market liquidity in the government bond
market, and hence the risk of potential abrupt price changes. Similarly, the Bank of
England has set up specific projects to identify forex market dynamics and liquidity
at times of large market movements — eg when the Swiss National Bank decided to
remove the EUR/CHF floor in January 2015 (Cielinska et al (2017)).

Financial risk assessment

Big data sources and techniques can also facilitate financial risk assessment and
surveillance exercises that sit at the core of central banks’ mandates — for both those
in charge of micro financial supervision and those focusing mainly on financial

9 See Zulen and Wibisono (2018).
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stability issues and macro financial supervision (Tissot (2019)). In particular, the
development of big data analytics has opened promising avenues for using the vast
amounts of information entailed in granular financial data sets to assess financial
risks.

To start with, they allow new types of indicator to be derived, as highlighted by
the work presented by Vasilis Siakoulis (Bank of Greece) on the analysis of the
financial strength of individual firms. Based on the granular information collected in
the central bank’s supervisory database (covering around 200,000 borrowers over a
decade), a deep learning technique with a specific classification algorithm?® was used
to forecast the default for each loan outstanding. To facilitate policy monitoring work,
this approach was complemented by a dimensionality reduction algorithm to reduce
the number of variables to be considered.

Moreover, big data analytics can help to enhance existing financial sector
assessment processes, by extending conventional methodologies and providing
additional insights — in terms of eg financial sentiment analysis, early warning systems,
stress-test exercises and network analysis. For instance, Sanjiv Das (Santa Clara
University) and Kimmo Soramaki (Financial Network Analytics) presented a number
of cases, including the use of network analytics for systemic risk measurement; the
application of text analysis techniques to corporate e-mails and news for risk
assessment; the measuring of interconnectedness to identify risk concentrations in
CCPs and contagion effects; the identification of liquidity and solvency problems in
payment systems; and the simulation of a financial institution’s operational failure.
These various experiences underlined the importance of having a sound theoretical
framework to interpret the signals provided by disparate sources as well as to detect
unusual, odd patterns in the data. They also highlighted the role played by model
simplicity and transparency in the success of these initiatives, the benefit of a
multidisciplinary approach, and the high IT and staff costs involved.

3. The use of big data in crafting central bank policy:
organisation and challenges

Central bank experience suggests that the opportunities provided by big data sources
and related analytical techniques can be significant, supporting a wide range of areas
of policy interest. But how should central banks organise themselves to make the
most of these opportunities? And what are the key challenges?

Organisational issues

Central banks’ tasks cover a wide range of topics that can greatly benefit from big
data. For instance, and as noted by Per Nymand-Andersen (ECB), central bankers need
near-real-time and higher-frequency snapshots of the macro economy’s state, its
potential evolution (central scenario), and the risks associated with this outlook (eg
early warning indicators and assessment of turning points). At the same time, their
interest in financial stability issues calls for the ability to zoom in and get insights at

0 eXtreme Gradient Boosting (XGBoost), which is commonly used in decision tree-based algorithms;

see Chen and Guestrin (2016) and https://xgboost.readthedocs.io/en/latest/.
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the micro level — see the ongoing initiatives among European central banks to
develop very granular data sets on security-by-security issuance and holdings as well
as on loan-by-loan transactions (the AnaCredit project; Schubert (2016)).

This puts a premium on information systems that can support this diversity of
approaches. The presentation by Renaud Lacroix (Bank of France) argued that this
requires a multidisciplinary and granular data platform, to supply flexible and
innovative services to a wide range of internal users. The data lake platform project
being developed at the French central bank will provide key data management
services underlying multiple activities, covering data collection, supply (access),
quality management, storage, sharing, analytics and dissemination. As presented by
Robert Kirchner, the Deutsche Bundesbank has set up an integrated microdata-based
information and analysis system (IMIDIAS) to facilitate the handling of granular data
used to support its activities. It has also worked on fostering internal as well as
external research on this information to gain new insights and facilitate policy
analysis. Moreover, the Bundesbank actively supports the International Network for
Exchanging Experience on Statistical Handling of Granular Data (INEXDA) (Bender et
al (2018)).

A key takeaway was that the development of an adequate information system is
only one element of a more comprehensive strategy to make the most of big data
at central banks. As presented by David Roi Hardoon (Monetary Authority of
Singapore), the "MAS Digital Supervision” initiative relies heavily on the use of
machine learning, text-mining, natural language processing and visualisation
techniques; and it is also backed by an extensive staff training programme on data
analytics. Another example provided by Iman van Lelyveld relates to data science at
the Netherlands Bank. Several use cases have been developed there — eg in the areas
of credit risk, contagion risk, CCP risk, and stress testing in specific market segments.
An important outcome has been the recognition of the important role played not
only by the techniques used but also by the staff, organisation and culture.

Challenges and limitations

In practice, important challenges remain, especially in handling and using big data
sources and techniques.

Handling big data can be resource-intensive, especially in collecting and
accessing the information, which can require new, expensive IT equipment as well as
state-of-the-art data security. Staff costs should not be underestimated too, as
suggested by the experience reported for the Bank of Japan. First, large micro data
sets on financial transactions often have to be corrected for false attributes, missing
points, outliers etc (Cagala (2017)); this cleaning work may often require the bulk of
the time of the statisticians working with these data. Second, a much wider set of
profiles — eg statisticians, IT specialists, data scientists and also lawyers — are needed
to work in big data multidisciplinary teams; ensuring a balanced skillset and working
culture may be challenging. Third, there is a risk of a “war for talent” when attracting
the right candidates, especially vis-a-vis private sector firms that are heavily investing
in big data; public compensation and career systems may be less than ideally
calibrated for this competition. In addition, and as seen above, a key organisational
consideration is how to integrate the data collected into a coherent and
comprehensive information model. The challenge for central bank statisticians is thus
to make the best use of available data that were not originally designed for specific
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statistical purposes and can be overwhelming (with the risk of too much “fat data”,
and too little valuable information). In most cases, this requires significant preparatory
work and sound data governance principles, covering data quality management
processes (eg deletion of redundant information), the setup of adequate
documentation (eg metadata), and the allocation of clear responsibilities (eg “who
does what for what purpose”) and controls.

Using big data is also challenging for public authorities. One key limitation
relates to the underlying quality of the information as noted above. This challenge
can be reinforced by the large variety of big data formats, especially when the
information collected is not well structured. Moreover, big data analytics rely
frequently on correlation analysis, which can reflect coincidence as well as causality
patterns.?’ Furthermore, the veracity of the information collected may prove
insufficient. Big data sets may often cover entire populations, so by construction there
is little sampling error to correct for, unlike with traditional statistical surveys. But a
common public misperception is that, because big data sets are extremely large, they
are automatically representative of the true population of interest. Yet this is not
guaranteed, and in fact the composition bias can be quite significant, in particular as
compared with much smaller traditional probabilistic samples (Meng (2014)). For
example, when measuring prices online, one must realise that not all transactions are
conducted on the internet. The measurement bias can be problematic if online prices
are significantly different from the prices observed in physical stores, or if the
products consumers buy online are different to those they buy offline.

These challenges are reinforced by two distinctive features of central banks — the
first being their independence and the importance they accord to preserving public
trust. Since the quality of big data sets may not be at the standard required for official
statistics, “misusing” them as the basis of policy actions could raise ethical,
reputational as well as efficiency issues. Similarly, if the confidentiality of the data
analysed is not carefully protected, this could undermine public confidence, in turn
calling into question the authorities’ competence in collecting, processing and
disseminating information derived from big data as well as in taking policy decisions
inferred from such data. This implies that central banks would generally seek to
provide reassurance that data are used only for appropriate reasons, that only a
limited number of staff can access them, and that they are stored securely. The
ongoing push to access more detailed data (often down to individual transaction
level) reinforces the need for careful consideration of the need to safeguard the
privacy of the individuals and firms involved.

A second feature is that central banks are policymaking institutions whose
actions are influencing the financial system and thereby the information collected on
it. Hence, there is a feedback loop between the financial big data collected, its use for
designing policy measures, and the actions taken by market participants in response.
As a result, any move to measure a phenomenon can lead to a change in the
underlying reality, underscoring the relevance of the famous Lucas critique for
policymakers (Lucas (1976)).

21 See the words of Stephen Jay Gould as quoted in Per Nymand-Andersen’s presentation: “the invalid

assumption that correlation implies cause is probably among the two or three most serious and
common errors of human reasoning".
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Looking forward

The workshop and seminar provided a unique opportunity to take stock of the
implementation of big data projects in the central bank community. These show that
new big data-related sources of information and analytical techniques can provide
various benefits for policymakers. Yet big data is still seen as complementing rather
than replacing present statistical frameworks. It raises a number of difficult
challenges, not least in terms of accuracy, transparency, confidentiality and ethical
considerations. These limitations apply to big data sources as well as to the
techniques that are being developed for their analysis. In particular, one major
drawback of big data analytics is their black-box character, a difficulty reinforced by
the frequent use of fancy names even for simple things ("buzzwords”). This can be a
challenge for policymakers who need to communicate the rationale behind their
analysis and decisions as transparently as possible. Moreover, important
uncertainties remain on a number of aspects related to information technology and
infrastructures, such as the potential use of cloud-based services and the
development of new processes (eg cryptography, anonymisation techniques) to
facilitate the use of micro-level data without compromising confidentiality.

One important point when discussing these issues is that central banks do not
work in isolation. They need to explain to the general public how the new data can
be used for crafting better policies, say, by providing new insights into the functioning
of the financial system, clarifying its changing structure, improving policy design, and
evaluating the result of policy actions (Bholat (2015)). But they also need to
transparently recognise the associated risks, and to clearly state the safeguards
provided in terms of confidentiality protection, access rights and data governance.
Ideally, if big data is to be used for policymaking, the same quality of standards and
frameworks that relate to traditional official statistics should be applied, such as
transparency of sources, methodology, reliability and consistency over time. This will
be key to facilitating a greater use of this new information as well as its effective
sharing between public bodies.??

Looking forward, it is still unclear whether and how far big data developments
will trigger a change in the business models of central banks, given that they are
relatively new to exploiting this type of information and techniques. As noted in the
presentation by Bruno Tissot (BIS), central banks have historically focused more on
analysing data and less on compiling them. They are now increasingly engaged in
statistical activities, reflecting the data collections initiated after the GFC as well as the
growing importance of financial channels in economic activities — see, for instance,
the substantial involvement of central banks in the compilation of financial accounts,
a key element of the SNA framework (van de Ven and Fano (2017)). As both data
users and data producers, they are therefore in an ideal position to ensure that big
data can be transformed into useful information in support of policy.

2 On the general data-sharing issues faced by central banks, see IFC (2016b).
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International Seminar on Big Data “Building
Pathways for Policy-Making with Big Data”
Bali, 26 July 2018

Opening remarks by Erwin Rijanto, Deputy Governor, Bank
Indonesia

Honorables:

e Bapak Fadhil Hasan, Ketua Badan Supervisi Bank Indonesia,

e  Mr. Bruno Tissot, Head of IFC Secretariat, Bank for International Settlements,
e  Mr. Gabriel Quiros, Statistics Department, International Monetary Fund,

e  Our esteemed chairs and speakers,

e Distinguished guests, ladies, and gentlemen,

Good morning to all of you,

It is my pleasure to welcome you to the International Seminar on Big Data, “Building
Pathways for Policy-Making with Big Data”, co-organized with our wonderful
colleagues at the Bank for International Settlements — Irving Fisher Committee for
Central Bank Statistics.

I would like to express my sincere gratitude to our prominent speakers who have
travelled from around the world to gather here in Bali and share their valuable
knowledge and experience to us.

Let me begin by remarking that it would be somewhat understated to say
that the Big Data revolution has just begun. It has been a decade since the Google
Flu Trend was publicized, from which we learned that Internet search data could
predict disease outbreak faster than careful analysis by experts. It has also been a
decade since two brilliant fellows at MIT first launched The Billion Prices Project, a
robust alternative to the long-established methodology for measuring consumer
prices inflation using data scraped from online retailers’ website. We are already quite
far into the era of Big Data, and it is up to us to make the best use of it.

Although it was first developed and adopted by IT and digital companies, Big
Data tools and methodologies have made their way into public institutions as
well. As of July 2018, there are almost 200 projects listed in the Big Data Project
Inventory compiled by the World Bank and the United Nations?. Very comprehensive
though it is, I am sure the list is not complete and there are many other public sector
Big Data projects that are being developed in countries all over the world.

1 https://unstats.un.org/bigdata/inventory/
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Central banks are not missing out from this surge in Big Data adoption as
well. I am delighted to realize that the share of central banks who have incorporated
Big Data analytics into their policy-making and supervisory processes has gone up
significantly, from 30% in 20152 to almost 60% in 20173. Even though Big Data
implementation presents various challenges, as I will discuss later on, this wider
adoption shows that Big Data has proven its merits for us policy-makers.

Distinguished Guests, Ladies, and Gentlemen,

Let us now explore why institutions are racing to adopt Big Data in the first place,
mentioning relevant examples along the way.

We observe that there are at least three key factors that drive the
widespread adoption of Big Data. The first and perhaps most significant one is
the ubiquitous recording of our activities in digital format. This is closely related
to the increased mobile phone and Internet penetration and the recent trend towards
digital commerce and interactions. With the cost of data storage and computing
power continuously declining over the past decade, thanks in part to the
development of cloud services, it has now become very in-expensive for companies
and institutions to log and store the data of all their transactions and activities. These
massive and granular sets of records provide a gold-mine equivalent for decision-
makers from which they can draw insights and base decisions. E-commerce, fintech,
social media, and all kinds of companies and institutions play an active part in
producing, distributing, and consuming this explosion of digital data.

The next important factor that drives Big Data adoption is the various shifts
in data analytical paradigms. Conventional data and econometric analysis have
usually been applied on aggregated datasets and time series. Now, we are seeing
some major change from aggregated analysis towards analytical methods that
depend on granular/large datasets, often individual, transaction-by-transaction, or
tick-by-tick data. Examples would be the Billion Prices Project that I mentioned earlier,
and the AnaCredit* initiative by the European Central Bank, which allows
individualized analysis of lending trends and behavior.

The high level of granularity in the data allows us to reveal interesting
patterns and behaviors of economic agents. One of the source that readily
accessible to central banks is the payment system settlement data. By applying
network analysis and entity-matching algorithms, we are able to discover core-
periphery structure in interbank payments from our own Real-Time Gross Settlement
system. In addition, we can identify flows of funds both within and between groups
of corporations. The overall analysis opens up new opportunities for systemic risk
assessment.

Besides aggregate-to-granular analysis, we are also seeing more applications
of predictive analytics in addition to descriptive statistics. Big Data offers added-
value that allow us to base our predictions on richer, more granular and more varied
types of data, including unstructured data such as texts and images. Big Data is also

2 IFC Report on “Central banks’ use of and interest in big data”, 2015
3 Central Banking and BearingPoint’s Joint Survey on “Big Data in Central Banks”, 2017

4 https://www.ecb.europa.eu/stats/money credit _banking/anacredit/html/index.en.html
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well-suited for nowcasting, “predicting” data for the current time period using
alternative datasets. Big Data® can help alleviate the problem of data lag through
higher-frequency collection of granular, publicly accessible datasets and subsequent
processing on top of streaming and other real-time Big Data technologies. Bank
Indonesia is also developing and has benefited from this approach for
measuring the trends in job vacancy, secondary property, and used-car markets,
for which official statistics are published with long time lags or are not available with
the desired level of detail.

Finally, it feels incomplete to talk about reasons for Big Data adoption without
alluding to Artificial Intelligence and machine learning. The recent development
and subsequent boom of specialized machine learning algorithms called deep
learning® have allowed computers to see and discern images and videos, understand
and generate human-language texts and speeches, drive cars and control robots, and
perform a plethora of other tasks nearly as well as human do. With its potential of
automating manual human labors, machine learning will certainly impact
employment and the general economy in the years to come.

Ladies and Gentlemen,

How could central banks join the broader industry in this issue? One example would
be the application of text mining: the automated analysis of text data.

Perhaps the most widely cited and widely replicated application of text mining
for economic analysis is the Economic Policy Uncertainty Index’. It has long been
believed that high policy uncertainty undermines macroeconomic performance. The
index developed by Baker, Bloom and Davis (2016) provides an important
advancement in the area of measuring policy uncertainty. Through machine-reading
of newspaper articles, an index that measures policy-related economic uncertainty
can be constructed. This new approach has been followed by many central banks,
including Bank Indonesia, and several robustness checks has shown that the index
well correlated with important events that might affect this uncertainty, despite some
shortcomings.

In recent years there were also some number of text mining researches that went
into understanding central banks’ statements®. As we know, these statements are
an integral part of our policies and being able to extract information in a quantitative
way may provide decision-makers and central banks themselves with useful insights
on past and future policy decisions and their impacts on the economy.

Distinguished Guests, Ladies, and Gentlemen,

Let us now turn to building pathways for Big Data in our policy-making. There
are numerous obstacles that hinder Big Data implementation in central banks and
government institutions, as have been brought into attention in previous conferences
and surveys. The most common challenges include lack of adequate support of Big

https://www.ecb.europa.eu/pub/conferences/html|/20140407 workshop on_using big data.en.html

https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-
applications-and-value-of-deep-learning

7 https://academic.oup.com/qgje/article-abstract/131/4/1593/2468873

http://sekhansen.qgithub.io/pdf files/fomc transparency.pdf,
https://www.ecb.europa.eu/pub/pdf/scpwps/ecb.wp2085.en.pdf
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Data technology infrastructures and software, lack of capable human resources (data
scientists) and dedicated Big Data unit, lack of procedures in place for ensuring data
privacy, not to mention questionable data quality and the complex pre-processing
required to clean such data. I will focus on one specific challenge: how policy-makers
should obtain access to Big Datasets.

It is quite understandable that institutions and companies are concerned and
wish to keep their data private to themselves. Data has been termed as the new
oil in the 21st century, considering its ability to generate and maintain competitive
advantage for its owners®. Absent overarching regulations that require other
institutions and companies to report their proprietary data, government institutions
are ill-positioned to obtain most Big Datasets relevant for analysis and policy-making,
since they are not themselves producers of such datasets.

As policy-makers, it becomes our task to explain to the greater public that
access to Big Datasets are aimed for and only for crafting better policies, and to
make good on this promise. A clear regulation in conjunction with clear objectives
should help convince the public of the necessity for government access to Big
Datasets and elicit more cooperation and compliance.

Central banks, statistics offices, and government institutions should also
establish a close coordination for data sharing'®. It is very burdensome to the
public if they are required to report the same datasets multiple times, especially if
different government institutions each require different specifications for the reports.
This is even more relevant in the case of Big Data, since transferring voluminous
amount of data in near real-time to multiple institutions will be impractical, if not
impossible. Depending on the cross-cutting of jurisdictions in the country, relevant
datasets are also often captured in silos in different government institutions. Thus,
besides reducing reporting load, data sharing allows a more complete picture
for analysis and policy-making.

Of course, all data access and data sharing initiatives should be established
with stringent privacy and confidentiality measures that protect both the data
producers and the respective individuals. For example, reporting and sharing of
identifiable information that are not needed for analysis, such as people’s names and
exact addresses, should be kept at a minimum and kept private. Sufficient IT
standards that cover all relevant aspects of data privacy, including network and
database security, should be implemented and duly observed. In addition, internal
access to confidential Big Datasets should be assessed and authorized on a need-by-
need basis.

Distinguished Guests, Ladies, and Gentlemen,
Allow me to conclude my remarks.

I have discussed what we consider to be the main factors driving Big Data
development and its widespread adoption. Big Data analytics is made possible
through massive and ubiquitous digital recording of our activities, complemented by
the growth of computing power. Big Data can inform better decisions through

o https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-

oil-but-data

10 https://www.bis.org/ifc/events/7ifc-tf-report-datasharing.pdf
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analysis of richer, more granular data, in more timely manner. Recent progress in
machine learning algorithms also allows more accurate analysis of unstructured
datasets, such as texts and images.

I have also discussed the need for data access and data sharing for public
institutions, along with several considerations that need to be taken into account in
the implementation.

I am fully aware that it will not suffice to discuss all aspects of and trends in Big
Data in a single speech nor a single day of seminar. I sincerely hope that we all have
much to learn from this Seminar, and we can go back to our institutions with concrete
strategies and improvements to be put in practice.

Finally, I would also like to mention that this event is held as part of the Voyage
to Indonesia (VTI) series of activities that we prepare as the groundwork for the 2018
IMF-WBG Annual Meetings here in Bali. The theme Voyage to Indonesia reflect a
journey that will bring the world to the renewed Indonesia; a reformed, resilient, and
progressive economy. We hope that you will continue to be engaged in various VTI
programs.

With that, allow me to declare the opening of this Seminar.

Thank you very much.
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International Seminar on Big Data “Building
Pathways for Policy-Making with Big Data”
Bali, 26 July 2018

Welcoming remarks by Claudia Buch, IFC Chair and
Vice President of the Deutsche Bundesbank

1. Welcoming address

Good morning ladies and gentlemen,

It is my great pleasure to welcome you on behalf of the Irving Fisher
Committee to the second seminar on big data.

Big data provides a big opportunity for central banks both in terms of analytical

work and statistical work. So I am very pleased that the Central Bank of Indonesia is
hosting this event.

2. Reference to IFC work

The BIS All Governors meeting last year discussed big data and implications for
Central Banks. Part of the discussion was based on the 2015 IFC survey.*

There are a couple of areas where central banks are interested in dealing with

big data issues:

The most important one for the statistics community is the collection and the
provision of statistics.

In addition, big data techniques are useful for analysis of monetary and
financial market developments in line with central banks’ mandates for price
stability and financial stability.

Many central banks are also involved in the supervision of the banking system
and the financial system. This is another area where big data and new
technologies can be useful.

Central banks provide (financial) infrastructures and are big institutions which
provide in-house services such as IT and human resources. All these are areas
where we also rely on data, technologies, and where big data can be important.

So more specifically, what did the IFC survey tell us about interest of the central

bank community in big data issues?

! See Irving Fisher Committee on Central Bank Statistics, “Central Banks use of and interest in big data”, October 2015.
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What kind of outcomes are you expecting as a result of exploring big data
sets?

Note: multiple responses possible.

70%

59%
60%
i"% 1 39% 39%
% % 29% 29% |
30%
20% I
10% |
0% - T T T T
To nowcast To nowcast Construction of  To nowcast Measurement of Other
unemployment  industry/retail web-based retail/house the impact of
rate sales confidence prices information
indicator demand on
SpEleIE economic
variables

Roughly 40 % of central banks use big data sets to measure specific economic
variables such as retail and house prices. And 60% of respondents use big data for
other issues. This includes nowcasting, not only of prices but also economic activity,
output, understanding credit risk, and understanding risks to financial stability.
Another result of the survey was a high demand for qualified personnel to do the
work and carry out the analysis.

3. All Governors' meeting, September 2017

In the BIS All Governors' meeting in September last year, Professor Roberto Rigobon
(Massachusetts Institute of Technology, MIT) talked about his experience with big
data and new technologies. One of the implications of his discussion was that we
should start small. Even though we are talking about big data, we should start with
small projects that we can implement and then go step-by-step. In addition, the
importance of international cooperation and the exploitation of large administrative
data sets have been stressed at the meeting.

4. What needs to be done?

In my opinion, central banks should also make better use of existing data
infrastructures.

We should work hard on improving data sharing internationally and nationally.
The recommendations on data sharing in the framework of the second phase of the
Data Gaps Initiative needs to be implemented in practice. The G20 leaders, Financial

2 IFC Bulletin No 50



Ministers and Central Bank Governors welcomed these recommendations and are
looking forward to receiving progress reports.?

Of course, central banks have to develop and test new analytical tools for the
big data sets, and eventually, share the experience with each other.

5. Closing

I would like to close with a last reference to the recent IFC big data survey.

IFC members were asked if they already use big data sources. 30 % of the
participants answered “Yes”, while 67 % answered “No”, the rest gave no response.

The other question asked if participants are willing to cooperate with other IFC
members and engage in the area of big data. This question was answered with "Yes"
by 71 % and with “No” by 22 %, the rest gave no response.

Are you already using big data sources?

Yes
= No
No response

Would you be willing to cooperate with other IFC members and engage your
central bank in the area of big data?

uYas

mNo

No response item

- T%

So in that sense, I think this is exactly what the conference is supposed to do. It
is hopefully a fruitful and stimulating exchange and I wish you the best of success in
further shaping your ideas. Thank you very much for your attention.

2 See G20 Hamburg Action Plan (2017). Retrieved 7 May 2019, from
https://www.g20germany.de/Content/DE/ Anlagen/G7_G20/2017-g20-hamburg-action-plan-
en__ blob=publicationFile&v=4.pdf
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International Workshop on “Big Data for Central
Bank Policies”
Bali, 23 — 25 July 2018

Opening remarks by Yati Kurniati, Executive Director,
Head of Statistics Department, Bank Indonesia

Honorables:

Head of Statistics & Research Support and Head of Irving Fisher Committee
Secretariat, Bank for International Settlements, Mr. Bruno Tissot,

Our Distinguished speakers from the Bank of England, Santa Clara University, the
University of Oxford, Massachusetts Institute of Technology, and Financial
Network Analytics, and

Distinguished representatives of all the participating countries from around the
world.

Assalaamu’alaikum Wr. Wb.,

Peace be upon us, Om Swastiastu ....

Good Morning and Welcome to the Island of Gods - Bali, one of the most beautiful
places on earth.

1.

First of all, let us extend our praise to The God Almighty, since only with His
permission and blessings we can all get together this morning to attend the
“International Workshop on Big Data for Central Bank Policies”.

We are delighted to have another opportunity to collaborate with BIS, after the
Satellite Seminar on Big Data, preceding the ISI Regional Statistics Conference,
which was held in March 21st 2017, also in Bali. I believe this event will be as
fruitful and productive as the last.

We are honored to have the contributions of our prominent instructors of this
workshop: Mr. Bruno Tissot from BIS, Mr. Paul Robinson from the Bank of
England, Mr. Sanjiv Das from Santa Clara University, Mr. Stephen Hansen from
the University of Oxford, Mr. Roberto Rigobon from MIT, and Mr. Kimmo
Soramaki from Financial Network Analytics. I hope you would enjoy teaching and
speaking at this event, and we will do our best to learn as much as we can from
you.

This workshop is attended by approximately 70 participants from 18 countries
around the world; quite an international audience, I would say. You come from
macroeconomic, monetary, supervisory, financial stability, research, and various
other departments of your institutions. I am sure your diverse backgrounds will
only enrich our discussions and we will have much to gain from each other’s
experience. I hope we can also establish productive relationships from this
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workshop. A knowledge that you think is trivial could be huge and important for
another institution.

Distinguished Ladies and Gentlemen,

5.

I believe we all know or at least have heard about Big Data. It is a very popular
topic in recent years, and it has gained significant traction both in the industry
and in academia.

But is Big Data Analytics really relevant for our work as central bankers and
government officials? Will it bring value to our current practices of policy-making
and supervision? We believe so, and that is why Bank Indonesia decided to
organize this important workshop on Big Data for policy-making.

As you will learn in the coming days, Big Data Analytics is not separate from
“traditional” statistics, and indeed it borrows many long-established
methodologies from statistics.

The one characteristic that certainly sets Big Data Analytics apart is its application
on "modern” datasets. Today's digital technologies have resulted in data being
produced in massive amounts, in real-time, in a variety of formats, by various
institutions and individuals. Extracting relevant information from these sources is
not straightforward and will require a distinct set of skills. The workshop
curriculum that we have designed aims to introduce some of these concepts.

Distinguished Ladies and Gentlemen,

0.

10.

11.

12.

13.

Let me briefly go through the workshop's sessions. The first session by Mr. Bruno
Tissot will introduce the definition of Big Data, and provide examples of Big Data
Analytics as well as the challenges in its implementation. For the second session
we will have Mr. Paul Robinson, who will continue from Bruno’s main points and
present further examples of Big Data Analytics. Paul will also introduce us to
several methodologies for Big Data Analytics.

The third session will be delivered by Mr. Sanjiv Das. It will cover some of the
most popular Big Data Analytics algorithms. Although quite technical, the session
nicely illustrates the analytical tools that we have for Big Data, and we will see
how they differ from the usual statistics and econometrics methodologies.

Mr. Stephen Hansen'’s 3-hour session on the second day will focus on text mining:
the set of methodologies for understanding texts written in human language.
Text data, which include newspaper articles, official reports, and social media
posts, contain a lot of information that may not be available elsewhere in
conventional, structured data. Mr. Hansen will also teach one application of text
mining that is very relevant to central banks, namely how we could measure
people’s opinion and sentiment that they express in text data.

Besides Mr. Stephen, we will also have Mr. Roberto Rigobon in the second day.
He is widely known for his Billion Prices Project, and hopefully we can learn from
his insightful experience about macroeconomic nowcasting and forecasting with
Big Data.

On the third day Mr. Kimmo will present another family of Big Data Analytics:
network analysis. He will discuss the networked structure of economic and
financial activities, and how Big Data can help us identify prominent agents and
patterns in such networks.

IFC Bulletin No 50



14.

15.

16.

In this workshop we will also have the opportunity to learn specific research and
applications of Big Data Analytics that you have implemented in your institutions.
We will hear 7 exciting paper presentations on Tuesday and Wednesday, chaired
by Paul and Roberto. We hope these will further exemplify Big Data Analytics for
policy-making.

As you are already aware, this 3-day Workshop will be followed by the
International Seminar on “Building Pathways for Policy Making with Big Data” on
Thursday. This high-level seminar will host prominent chairs and speakers and
will be attended by 200 audiences from various backgrounds, from central banks,
public institutions, banks and financial institutions, other industries, and
academics. It will discuss important insights and topics of Big Data Analytics for
policy-making, including implementation challenges as well as the strategies
adopted by central banks. We are also hosting a Gala Dinner for the seminar on
Wednesday evening.

I am honored to invite you to attend and I sincerely hope you could participate
in the seminar and the Gala Dinner.

Distinguished Ladies and Gentlemen,

17.

18.

We really hope that this program would be able to strategically contribute to our
knowledge enhancement on Big Data, as well as to provide a strong basis for
better policy-making going forward. I hope this program might reveal the best
result for all of us. I am confident that your in-depth discussions and the
outcomes of this workshop will further enable us to realize this workshop's
objectives.

Before I end my remarks, on behalf of Bank Indonesia, I would like to thank BIS
again for their strong support and collaboration in delivering the success of this
event. Last but not least, I would like to say: “"Have a nice workshop and I wish
you all get fruitful days during this program. Have a pleasant stay in Bali.”

And finally, allow me to declare the official opening of the workshop.

Thank you very much.

Wabillahi taufiq wal hidayah. Wassalamu alaikum Wr. Wb.
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Paul Robinson,
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1 This presentation was prepared for the meeting. The views expressed are those of the author and do not necessarily reflect the views of the BIS, the IFC or the central banks
and other institutions represented at the meeting.



Understanding Big Data: Fundamental
Concepts and Framework

International Workshop on Big Data for Central Bank Policies
Paul Robinson, Bank of England

23 July 2018



Outline

What do we mean by ‘Big Data’?

Several different dimensions that we can classify its use:
— Different types of data
— Different uses of the data sets

— Different analytical techniques
Are central bank needs’ different from other organisations?
Lots of opportunities but also challenges
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What do we mean by ‘Big Data’?

« First page of a Google search for “V’s of big data” included:

Infographic: The Four V's of Big Data | IBM Big Data & Analytics
Hub

The 10 Vs of Big Data | Transforming Data with Intelligence
Understanding the 3 Vs of Big Data - Volume, Velocity and Variety
The 42 V's of Big Data and Data Science - Elder Research

The five V's of big data | BBVA

How many V's are in big data?
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Different types of data

« Despite the confusion and hype the ‘V’s structure does offer a
framework to consider the opportunities and challenges
* |n particular, the following 5 ‘V's set up is useful:
— Volume
— Velocity
— Variety
— Value
— Veracity
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What central banks do

* Regulate important institutions
— Banks, insurance companies, FMIs, ...
« Set policy
— Monetary policy, macroprudential policy, microprudential policy
— Engage in international policy setting
* Implement policy
— Markets, PRA, ...
* Run important functions
— Payment systems, currency issuance ...
— Manage national reserves
— Act as a bank to key institutions (eg the government)
* Run a large, (singular) institution

* Most central banks have similar responsibilities

BANK OF ENGLAND Advanced Analytics at the Bank of England




How do central banks go about discharging these
responsibilities?

Understand the current situation
— Combine information with an understanding of how it fits together
* Forecast what would happen holding policy unchanged
» Consider possible policy changes
* Model how they would affect the economy/financial system, ...

« Set policy
« Monitor the effects of policy

— Update our understanding of the current situation and the structure
of the system

o BANK OF ENGLAND Advanced Analytics at the Bank of England



Why it’s difficult

Imperfect measurement

— Noise, biases, blind spots, out of date information, (near)
simultaneity of cause and effect

«  “Too much” data, too little information

* Imperfect theory

« Complex, adaptive system with lots of feedback
— Leads to “chaotic” behaviour

* Internal frictions

BANK OF ENGLAND Advanced Analytics at the Bank of England




How can Big Data help?

Imperfect measurement
— Insight into previously hidden phenomena
— Combining different types of data
— Speed and completeness of coverage
« “Too much” data, too little information. Use data science methods to:
— Improve processing large data sets
— Help separate the signal from the noise
* Imperfect theory
— Hypothesis generation
— Alternative modelling approaches (eg Agent-based models)
« Complex, adaptive system with lots of feedback

— Difficult to cope with, but more accurate understanding of initial
conditions and more frequent updating help a lot

* Internal frictions
— Improved management information

BANK OF ENGLAND Advanced Analytics at the Bank of England



Big data sets offer significant potential advantages

« Greater detail (Volume, Velocity, Variety)
« Allow insights that aggregate numbers might obscure
 Examples:

— UK housing market

— Market dynamics around the abolition of the EUR/CHF floor

— Market liquidity around large market moves

BANK OF ENGLAND Advanced Analytics at the Bank of England




UK housing market

UK house price inflation (% y/y)
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Tracking home movers

o S
Date: 23/01/2011

Type: Home mover
DoB: 24/04/1887 (Borrower b)
Postcode: XX1 2XX (Property x)

Moving in candidates
Possible matches based on post codes

@ BANK OF ENGLAND

=<

Loan 1
Date: 05/01/2008
Type: First time buyer
DoB: 11/12/1880 (Borrower a)
Postcode: XX1 2XX (Property x)

Loan 2
Date: 15/01/2011
Type: Home mover
DoB: 11/12/1880 (Borrower a)
Postcode: YY1 2YY (Property y)

Moving out candidates
Possible Matches based on date of births
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Large-scale data analysis

« EURCHF trades  « 9.30-10.10am Swiss francs
per euro
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Network of CHF derivatives contracts

15 January 2015 22 January 2015
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Market depth around sterling “flash crash” episode

(7 Oct 2016)
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Big data sets offer significant potential advantages

« Greater flexibility (Velocity, Variety)
« Gives a window into changing structure of the economy

 Example:
— Using job adverts to understand changing labour market dynamics

BANK OF ENGLAND Advanced Analytics at the Bank of England




Understanding the labour market using job ads
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Understanding the labour market using job ads

Productivity and matching efficiency at 1-digit SOC code

120 1
] - Output per worker (normalised to 100, LHS) - Matching efficiency (RHS) i 12

100 -

L 1.0
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60
0.6
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Managers, Professional Associate  Administrative  Skilled Trades Caring, Leisure  Sales And  Process, Plant  Elementary
Directors And  Occupations (2)  Professional — And Secretarial Occupations (5)  And Other Customer ~ And Machine Occupations (9)
Senior And Technical Occupations (4) Service Service Operatives (8)
Officials (1) Occupations (3) Occupations (6) Occupations (7)
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Big data sets offer significant potential advantages

« Greater timeliness (Velocity)

— ‘Nowcasting’ and ‘nearcasting’

— Always important, especially in times of crisis
« Greater efficiency / value for money (Value)

— Using administrative data

— ‘Found’ data

oo BANK OF ENGLAND Advanced Analytics at the Bank of England




Googling the Labour Market

Google index of salaries

—\Nage growth

Percent year
on year

- 10

Google index of JSA

—Unemployment rate

Percent of

labour force

Source: ONS; Google. Notes: The Google indices are mean and variance adjusted to put on the same scale as the unemployment rate and wage growth. The Google
indices are drawn from searches containing the terms “salaries” and “job seekers allowance”. See Mclaren and Shanbhogue (2011) for further details.
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http://www.bankofengland.co.uk/publications/Documents/quarterlybulletin/qb110206.pdf

Exploiting novel datasets

Day of Election
referendum results
Sun, Mon, Tue, Wed, Thu, Fri, 19
14 15 16 17 18 Sep
Sep Sep Sep Sep Sep 2014

2014 2014 2014 2014 2014
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Big data sets offer significant potential advantages

* New statistical / modelling approaches:
— Machine learning
— Network analysis
— Agent-based modelling

@ BANK OF ENGLAND Advanced Analytics at the Bank of England



Machine learning

« Different flavours:
— Supervised
— Unsupervised
— Reinforcement learning
« Differences from conventional econometrics:

— Typically focussed on prediction rather than identifying causal
relationships

 Individual parameter values are generally of limited interest
— Use the algorithm and data to choose the model rather than theory

— Use goodness of fit outside the ‘training set’ to determine the quality
of the model rather than the familiar statistical tests

 Some key issues:
— Feature selection
— Regularisation

— Researcher judgement vs ‘letting the data speak’

« ‘Pure’ objectivity is unusual
BANK OF ENGLAND Advanced Analytics at the Bank of England




Machine learning models: supervised learning

« Typical approach:
— Partition data into three sets:
« Training set — used to choose the model
« Validation — used to calibrate it
» Testing — used to assess it
— Often repeat the process many times

Vi) BANK OF ENGLAND Advanced Analytics at the Bank of England



Machine learning models: supervised learning

« Some common models:
— Linear regression-based:

* Numerical solution of high dimensional models

» Penalised regressions where number of explanatory variables is large
relative to the number of observations (eg LASSO, Ridge, Elastic Net)

— Non-linear regression:
« Support vector machines
» K-nearest neighbours
— Tree-based:
» Decision trees
« Random forests
— Neural networks

BANK OF ENGLAND Advanced Analytics at the Bank of England




Machine learning models: unsupervised learning

« Classification and pattern identification

« Examples:
— K-means
— Hierarchical clustering
— Neural networks (again)
— Topic modelling

Vi~ BANK OF ENGLAND Advanced Analytics at the Bank of England



Cluster Analysis — Identifying potential financial disruptors

y_value
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20
\

-20

-40

-60

Unicorn Firms:

* #FDAE61
* #C7EAES

= #80CDC1
* #35078F
* #F6EBC3
*  #ABDDAS
* #BFB12D
* #F46D43
*  #8CS510A
= #543005
*  Unicom Firms
* #01665E
+ #FEE08BB
+  #003C30
*  #66C2A5
*  #5E4FA2
*  #32888D
+ #DFC27D
* #EG6F598
* #0E0142

BANK OF ENGLAND
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ldentifying occupations

Three steps for grouping jobs based on the demand expressed in
individual vacancies:

1. The text associated with each job vacancy is cleaned and the title and
job description are combined into a single ‘document’ per vacancy

2. Atopic model creates N topics to help determine type of
segmentation

3. Group vacancies into K clusters (final sub-market types) using the K-
means algorithm



Topic models and the LDA

* We model sectors using a topic model based on the Latent Dirichlet

Allocation (LDA)

» Topics are identified by the use of common words and phrases
» Sectors are identified by being made up of common topics

(011 Oy -+ Oy

thy b2 -+ thy
0= _

0p1 Opa -+ bpn

-

/

~
Topics (columns)

Document-topic matrix

BANK OF ENGLAND

> Documents (rows)

/

-

11 Pa - P
Bor Bog -+ Pan
Bri Bra -+ B

—/

v

Topics (columns)

Term-topic matrix

> Words (rows)

7



The topics

Word clouds of topics found using Latent Dirichlet Allocation.
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Sentiment or agreement?

Portugese Bailout

Bear Stearns Greek Debt Restructured
Northern Rock \ Greek Ballout /
C-S peak \ Lehman/AIG \ “Whatever it takes'
4 e : — / . : : /

Ratio

mssmm——  Scntiment
Entropy

1°°h 1"6’ 1@6 1°°1 '1°°$ 10@ 10\6 10“\ 10\1 1'3\3

Year
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Using text and random forests to understand our
own communications

* Analysed periodic summary meeting (PSM) letters from the PRA to the
supervised firms

* Are they written differently to firms with different risk profiles?

 If so, what linguistic features distinguish sub-genres of PSM letters?
 We expected PSM letters to vary depending on firm riskiness

« consistent with the PRA’s principle of proportionality
* We expected higher risk firms to receive letters that were:

* more complex

* more negative in sentiment

* more directive

P BANK OF ENGLAND Text mining PSM letters



Linguistic features considered

« Sentiment
— Positive vs negative words
« Complexity
— Length of sentences, number of subordinated clauses
* Directiveness
— Instructions vs suggestions
* Formality
— Eg “To Whom it may concern” [typed] vs “Dear Jane” [hand-written]
» Forward-lookingness
— Future focus vs discussion of past developments

BANK OF ENGLAND Text mining PSM letters




random training
sample

letters with handwritten salutation

< 1% ‘risky’ vocab

PIF1-2

PIF3-4
@9;@ BANK OF ENGLAND

letters with typed salutation

PIF1-2
PIF3-4

> 1% ‘risky’ vocab

PIF1-2

Text mining PSM letters



Random forests and text analytics in a regulatory
context

ALL LETTERS
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PIF 3-4 PSM letters different from PIF 1-2 letters

percent of times feature is deemed influential
in discriminating PIF

proportion of high risk diction (/total number of words)
proportion of obligatives (/total number of words) T
number of words T

firm type

salutation to named individual or not

proportion of 'please’ (/total number of words)
presence of appendix

ratio 'I'/ ‘we'

salutation typed or not

supervision year

proportion of 1st/2nd person pronouns (/total number of words)
mean sentence length (in words)

financial sentiment score

number of section headings T

ratio 'you'/ firm

mean verb rate per sentence 7

ratio 'I'/ 'PRA'

ratio 'we'/'PRA'

mean punctuation rate per sentence T

proportion of deadlines (/total number of words) T
proportion of acronyms (/total number of words)

ratio sentence-initial 'you'/ sentence-medial 'you'
ratio sentence-initial ‘please’/ sentence-medial ‘please’ ]
proportion of numerals (/total number of words)
mean subordinator rate per sentence 7

%

*  More complex

*  More ‘high-risk’ vocabulary
* Less directive

* Less formal

BANK OF ENGLAND Text mining PSM letters




PSM letters different from ARROW letters in content

Frequency of PSM 2015 section headings

Capital Adequacy

Risk Management and Controls

Liquidity

Board Management and Governance
Recovery and Resolution Planning
Business Model and Strategy

Treasury and Asset Liability Management
Credit Risk and Lending

Relationship with regulators
. Common to both ARROW & PSM

. Unique

IT and Operational Risk

Risk Appetite

Section heading

Authorisations

CEO and Executives
Supervisory Strategy
Management Information
Internal Models

Internal Audit

People Risk

Basis Risk

0 20 40 60
Frequency
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But there is no such thing as a free
lunch ...
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Lots of data == lots of information?

« Example: CPIl micro-data

« The ONS has produced a data set comprising:
— 215 months (Feb 1996-Dec 2013)

— ~110,000 prices collected per month (not the same number each
month)

— 1,113 items (not the same items each year)

— 71 COICORP classes

— various other meta-data (eg type of shop, region etc)
— intotal: 24,442,988 records with 25 fields

— 611,074,700 pieces of data

V>4 BANK OF ENGLAND Understanding Big Data: Fundamental Concepts and Framework



Lots of data == lots of information?

RPI inflation (% change yl/y)
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Correlation versus Causality

« ML focuses on prediction
— Not on structural models

— But central banks set policy and a policy intervention may
change the structure of the economy

— Beware the ‘Lucas critique’ (and structural breaks)

« This does not mean that ML is not a good fit for central banks
— Forecasts often matter
— Intermediate targets can be useful

e BANK OF ENGLAND



Overfitting

« Large data sets contain huge numbers of correlations ...

PLUMBERDAYTIME_HOURLY RATE
<106.9386 | >106.9386

ORANGECLASS_1EACH

<104.6805 | > 104.6805
DOOR_HANDLEPACK WASHING_POWDER_AUTOMATIC
<109.8218 | > 109.8218 <99.0384 | > 99.0384
WOMENS_NIGHTDRESSPYJAMAS CANNED_FISHTUNA180200G
<93.3806 | > 93.3806 £102.279 | > 102.279

WINDOWCLEAN_3BED_SEMI
£101.5122 | >101.5122

BANK OF ENGLAND




Interpreting complicated, often highly non-linear relationships

Email connections: January 2015

It is possible to pick out communities
from:

Prudential Legal Unit
Regulatory Data Group
Notes Division

Understanding Big Data: Fundamental Concepts and Framework



“Veracity”

« Big data sets are often populations, not samples
— Therefore no sampling error

« But the observed population characteristics may not be typical of
the underlying data generating process

« Or it may be biased relative to the true population of interest

s BANK OF ENGLAND Understanding Big Data: Fundamental Concepts and Framework



Confidentiality / ‘Big Brother’ state

 This was not relevant to the CPI work

* In general, the more detailed and granular the data set is, the
more likely it is to contain confidential information

« We must ensure that:
— we only use data for appropriate reasons

— the minimum number of people are able to see any confidential data
given the needs of the situation

— data are stored securely and professionally

s BANK OF ENGLAND Understanding Big Data: Fundamental Concepts and Framework




Engage with AA, but there are no free lunches ...

\. .F J
aneams | o ||| [, | | e
BEFORE T START TO TRYING T0 I IR ACCOMPLISH WITH
DESIGN THE SOFTWARE [f3| | ACCOMPLISH? \ THE SOFTWARE?

D 004 Koot Aceere, e Tt UF S e

% . Al
\‘k | S .

\‘ |

e
TRY TO GET THIS
I%TA%%T CONCEPT THROUGH YOUR CAN YOU DESIGN
S | e
MAT |3 N ;
- ,mm ) WHATEVER I DESIGN it
IT 70 0O \ \\

© Scott Adams, Inc/Dist. by UFS, Inc.

BANK OF ENGLAND Understanding Big Data: Fundamental Concepts and Framework



Irving Fisher Committee on
Central Bank Statistics

" BANK FOR INTERNATIONAL SETTLEMENTS

IFC — Bank Indonesia International Workshop and Seminar on “Big Data for Central Bank Policies / Building Pathways for Policy Making with Big
Data”

Bali, Indonesia, 23-26 July 2018

Big data for central banks?

Bruno Tissot,

Bank for International Settlements

1 This presentation was prepared for the meeting. The views expressed are those of the author and do not necessarily reflect the views of the BIS, the IFC or the central banks
and other institutions represented at the meeting.



Irving Fisher Committee on
Central Bank Statistics

’\ BANK FOR INTERNATIONAL SETTLEMENTS

Big Data for Central Banks

Bruno TISSOT
Head of Statistics and Research Support, BIS
Head of Secretariat, Irving Fisher Committee on Central Bank Statistics (IFC)

International Workshop on Big Data for Central Bank Policies — Bali, 23-25 July 2018

Session 1

The views expressed are those of the author and do not necessarily reflect those of the BIS or the IFC.




Overview

AIntroduction
dFinancial Big Data

dThree key developments

dChallenges in handling and using big data

dAnalysing CBs' experiences
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Introduction — Big Data...

General & increasing policy interest for “Big Data” (BD)

— the world’s most valuable resource is no longer oil, but data (The Economist)

Term usually describes
Extremely large data-sets
Often a by-product of commercial or social activities
Huge amount of granular information, typically transaction-level
Data available in, or close to, real time
Used to identify behavioural patterns / economic trends

— Growing impact on information creation, storage, retrieval, methodology, analysis

Irving Fisher Committee ks i
on Central Bank Statistics SR,



Introduction — ... for Central Banks...

 Private sector use big data to produce new & timely indicators

- New opportunities also for Central Banks (CBs) — as well as
macro-prudential authorities and financial supervisors?
Broader and timelier range of indicators
New statistical methodologies

Extraction of new type of information supporting
Economic forecasts & analysis
Financial stability work
Policy impact evaluation




Introduction — ... with significant opportunities...
-+ Focus on sources that can effectively support micro- and macro-
economic as well as monetary and financial stability analyses

Other big data — eg geospatial information — of lower interest

- Feedback loop inherent to policy-making authorities
Big data sources can affect policy-making

In turn policies implemented can generate new data-sets

- Big data provide new “business opportunities” for CBs, such as:
Qualitative statements to decipher central banks’ communication
Large number of big data pools generated by financial regulations
In turn, big data can strengthen supervisors’ capacity




Introduction — ... but also challenges...

- Specific challenges faced in handling and using big data

Public nature of financial authorities and public trust
Central banks concerned about ethical & reputational consequences
Risk of misusing big data for policy actions?

- Different data quality concerns compared to private sector

Ex: online retailers targeting potential customers based on past web
searches might find it acceptable to be “right” 20% of the time

Such a low accuracy level looks inadequate for official statisticians




Introduction — ... not least due to security concerns...

- Increasing security concerns linked to internet / big data, such as:

Risk that large private records of individual information could be accessed
and potentially misused by unauthorized third-parties

Resilience of financial market infrastructures

- Influence on central banks’ actions

Preserve public trust, especially when collecting data

Supervise firms' capability to gather and interpret security-related
information

Set standards and best practices
Promote cyber threat intelligence and modelling techniques




Introduction — ... with the risk of being behind...

- CBs' constraints compared to private firms

Basic resources needs (IT budget, staff)
Concerns about the lack of transparency in methodologies
Poor quality of some data sources hampering public use

- IFC survey of central banks

Big data work still on an exploratory mode
Regular production of big data-based information likely to take time
Yet increased interest esp. at senior policy level




Introduction — ... and the need to be proactive

- Key objective for central banks is to better understand
The new data-sets and related methodologies for their analysis
The value added in comparison with “traditional” statistics

 Focus on pilot projects to assess how big data can help to
Better monitor the economic and financial situation
Enhance the effectiveness of policy
Assess the impact of policy actions

 Possible tasks may well further expand
Constant creation of new information/research needs

Cf Haldane (2018): exploring behaviours in a “virtual economy”




[ - What is Financial Big Data?

- Broad approach for BD: by-product of commercial or social
activities, providing a huge amount of very granular information

- Yet;

Not sufficient to be large to qualify as “big data” — cf census
Unstructured data require new tools to be processed
Structured data-sets handled with “traditional” techniques?

 Choice of the relevant metric
Volume of data?
Specific characteristics of big data-sets?

Timing issue? “Big data” 10 years ago versus today




[ -Financial Big Data: 3 main BD groups...

- Definition by United Nations Department of Economic and Social
Affairs

- Big data type of information classified in three groups, as a
product of:

Social networks (human-sourced information, eg blogs, videos,
searches)

Traditional business systems (process-mediated data, such as data
produced by commercial transactions, e-commerce, credit cards)

The internet of things (machine-generated data, such as data produced
by pollution/traffic sensors, mobile phone information, computer logs)



[ - Financial Big Data: ... with a key distinction...

- 1. Unstructured data-set (often quite large):

By-product of a non-statistical activity — “produced organically”

Different from the datasets produced for traditional statistics, which are
structured by design

- 2. Data-set with large records, relatively well-structured

Difficult to handle because of size, granularity or complexity
Even “simple” structured datasets can benefit from big data techniques




[ - Financial Big Data: ... some judgment...

- Room for judgment, depends on features such as the “Vs”
Volume (number of records and attributes)
Velocity (speed of data production, eg tick data)
Variety (for instance structure and format)
Veracity (accuracy / uncertainty of large individual records)
Valence (interconnectedness of the data)
Value (often a by-product of an activity, can trigger a monetary reward)

 Features characterising big data can be very diverse

- Information content also quite heterogeneous




[ - Financial Big Data: ... 2 main sources for CBs...

 CBs see Big Data as comprising the variety of large-scale

information requiring/benefiting from “non-traditional” tools to
be processed & analysed

« Two data sources relevant for central banks:

Restricted view: the “internet of things”-type of unstructured data,
heavily used by the private sector

— Public interest eg Google Trends, but not really the core

Large registers, by-products of 3 types of activities: financial,
commercial & administrative

— Key issues include confidentiality and quality




[ - Financial Big Data: ... and 4 main types of BD-sets...

r}

Web-based indicators

11

Commercial data

GG DATA)

Financial market data

Administrative records

d




[ - Financial Big Data: ...with overlaps...

- Increasing part of the information collected on the web can be
the result of financial, commercial or administrative activities

 Cf recent expansion of “Fintech”

“Technology-enabled innovation in financial services that could result in
new business models, applications, processes or products with an associated
material effect on the provision of financial services” (FSB, 2017)

Parallel innovations: big data, mobile phone, internet, artificial intelligence
- Multiple applications that blur traditional boundaries
Digital currencies (Bitcoin)

Various applications in payments, crowdfunding, smart contracts, robot
advice, credit risk assessments & contract pricing



[ - Financial Big Data: ... practical issues...

- In practice CBs deal with various & heterogeneous “big data”

Usually not directly produced for a specific statistical purpose, as in the
cases of traditional census or survey exercises

Indirectly, data sources can be exploited for addressing statistical
information needs that may independently exist

“Smart data”: treatment of the raw, “organic” data is key

« Public authorities just be at the beginning of making sense of all
the increasing volume and variety of data

Use of specific data sources depend on policy questions
Eg payment systems data: of interest to supervisors and tourism analysis



[ - Financial Big Data: ... complexity...

« Micro-level BD universe is complex and evolves over time

Interaction between data available and specific policy needs

- Transforming data into information requires
Merging different sources, with common identifiers
Dealing with inconsistent observations
Choosing a particular source
Aggregating, by using parent relationship and rules

Choices may depend on circumstances (“time dependency”)




[ - Financial Big Data: ... example

- Example: BIS International Debt Security issuance statistics
Micro aggregation derived from large security-by-security data-sets
Data collection based on a “traditional” residency concept...
... and a "nationality basis” (include debt issued by foreign affiliates)

Constructing nationality-based statistics requires to
Identify the perimeter of global firms
Reclassify individual units
Consolidate granular information at the group level
Tasks both time-dependent and source-dependent

— Handling large & complex data can benefit from BD techniques



Irving Fisher Committee

I — Three key developments

- Big Data as a result of the combination of three key
developments in the financial area

The internet of things
Digitalisation

Expansion of micro financial data-sets in the aftermath of the
Great Financial Crisis (GFC) of 2007-09




II - 3 Developments: Internet of things (1: new data)

- Significant experience in recent years in collecting information
generated by the wide range of web and electronic devices

Search queries, clicks on specific pages, display of information and text
online, social media messages...

- Can be used to complement “standard” statistical processes

In general, the (near) real time availability of web data can allow for
getting rapid information and improving timeliness

Approach to estimate current patterns and forecast them in advance of
actual publication dates (nowcasting exercises)




II - 3 Developments: Internet of things (2: inflation)

- Example: “scraping” prices posted online by retailers
Exercises typically limited to specific inflation components (eg volatile
fresh vegetables’ prices)
Process appears robust, scalable and can be automatised

Important challenges: capturing unit-level prices, product characteristics,
quantities, adequate weights

- Billion Prices Project (MIT):

Enhanced international comparisons of price indexes
Dealing with measurement biases
Addressing distortions in international relative prices




I - 3 Developments: Internet of things (3: house prices)

- Example: collection of housing prices on the web

Scraping prices displayed by real estate agencies

Capturing the various housing characteristics posted in advertisements
facilitates the calculation of quality effects (hedonic prices)

- Challenges
Collecting the information in a comprehensive & structured way
Weighting schemes

— Particularly relevant for economies with less developed statistics

— In more advanced countries also: property prices often derived from low
frequency surveys / for a limited number of cities




II - 3 Developments: Internet of things (4: real activity)

 Real-side economic indicators

Job web announcements: indicators of business activity & unemployment
Monitor consumption of durable goods (eg cars)
Overall level of the economy / specific sectors (eg tourism) / areas

- But this use has been relatively incremental and limited, even
for national statistical agencies in advanced economies, and often
targeted at:

Methodological improvements (eg quality adjustment)
Reducing reporting lags and data revisions
Alternative to the organisation of large surveys (eg India)




II - 3 Developments: Internet of things (5: new insights)

» Possibility of capturing unsuspected data patterns

“Traditional” statistical modelling to infer economic relationships
BD algorithms to incorporate various effects without ex ante assumptions
Techniques can be implemented easily and in an automated way

- Opportunity to incorporate qualitative information

Clicks from web searches, twitter messages or posts on social medias

Incorporating sentiment and agents’ expectations for measuring risks,
changing preferences, causality patterns...

Factors that play an important role during crises and are quite difficult to
model (non-linearities, network effects)




II - 3 Developments: Internet of things (6: drawbacks)

- Data quality issues
Errors, typos and self-fulfilling expectations
Need to collect consistent information but goods are not kept identical
Announcement prices can differ from actual transaction prices
Advertisements remain posted after economic transactions are settled
Accuracy of the information that individuals (or robots!) input to the web

- Key limitation is that the data are not well structured

Details on the location of a transaction / job offer difficult to get
Underlying information can be collected several times




II - 3 Developments: Internet of things (7: challenges)

- Technical challenges

Use of new techniques (eg web-scraping) and methodologies

- More fundamental challenges?
Limited interpretability of “black box” calculations

Mining data and the need to derive meaningful conclusions from an
economic perspective

CBs need to present a consistent “story” when communicating policy




II - 3 Developments: Digitalisation (1. new information)

- Expanded access to digitalised information

Rise in textual information moving to the web (while not produced by
internet activities strictly speaking)

Reference documents can be digitalised, accessed and analysed like
“web-based” indicators

- Can be more easily and automatically exploited through ad hoc
BD techniques: eg text semantic analysis
Extraction of textual information of interest

Characterising text attributes and similarities
Classifying information content (eg tone of central banks’ messages)
Assessing the impact of external factors (eg circumstances, policy actions)



I — 3 Developments: Digitalisation (2: new opportunities)

« Techniques can also be used to measure impact on economic
agents’ expectations

» Structured way to assess policy communication
Perceived stance of public authorities’ communication

Impact of this communication / action in view of the messages expressed
In reaction by stakeholders

Formation of public expectations

— Complement traditional “event studies” (eg central bank actions)

— Provides opportunities for fine-tuning policy communication




I - 3 Developments: New financial statistics (1: a revolution?)

- Revolution in financial statistics observed since the GFC

Limitations of aggregated data: consider those institutions that are
systemic on an individual basis

Need to measure the distribution of macro indicators, look at “fat tails”
and go “beyond the aggregates”

Revolution comparable to the 1930s for the real accounts?

- Unprecedented efforts to collect more information on the
financial sector — the Data Gaps Initiative (DGI) endorsed by G20
High demand for large, granular and complex data-sets
Collected at the level of institutions, transactions & instruments




I - 3 Developments: New financial statistics (2: CBs’ interest)

- Fundamental factors explaining why CBs’ have been leading
the way for collecting such financial big datasets

Go beyond aggregated indicators
Make a better use for policy of available/expanding micro-level datasets

Realisation that a huge amount of information is already available and
could be better exploited (eg administrative data)

 Focus on very granular information, derived from various
sources, and more complex compared to “typical” web-based
data




II - 3 Developments: New financial statistics (3: CCRs)

- Example: rising demand for detailed loan-by-loan / security-
by-security information

Central credit registries (CCRS) have become the largest data-sets
maintained by some central banks

Europe’s AnaCredit: "analytical credit dataset”
US FRBNY Consumer Credit Panel: detailed information on consumer
debt and credit derived from individuals’ reports

- Data are well structured, but reporting is highly granular

Multiple attributes: 200 attributes per data point on a monthly basis (and
on a daily basis for a subset) for AnaCredit

Often complex to aggregate / analyse




II - 3 Developments: New financial statistics (4: specificities)

- Information often derived from confidential operations (tax
registers, banks’ books)

Richness across the population of interest (eg capturing very small
enterprises)

Usually collected regularly over a long period of time

But need for anonymization / confidentiality protection

- CBs learning from private sector

Increased experience in dealing with large data-sets (eg production of
“stress tests”)

Supervisors of financial firms to develop their expertise in these areas too




[II — Challenges

Handling big datasets requires significant resources and proper
arrangements for managing the information

Using big data in policy-making creates opportunities but is not
without risks
Key implications

Explains why public authorities’ actual use of big data is still limited, at
least in comparison to the private industry

Significant time and effort needed before any regular production of big
data-based information for supporting CBs' statistical and analytical work

on a large scale



[l — Challenges in handling big data (1)

- Resources and proper arrangements for managing BD
Sheer size of the data-sets
Lack of structure
Often limited quality of raw data

- The statistical production process itself has to be adapted

Work to appropriately collect, clean, reconcile and store BD

Usually, BD produced without standard quality controls of “traditional”
statistics (while public authorities put a lot of attention on those issues)

Significant number of false/inconsistent/missing records




[l — Challenges in handling big data (2)

- Need to set up a clear and comprehensive information
management process
Data acquisition
Data preparation
Data processing
Data validation

- A major area is IT
Large processing costs, difficult & expensive technology choices
Sophisticated statistical techniques: “BD algorithms”, "ML techniques”, "Al"

Public authorities with less budget compare to private sector



[l — Challenges in handling big data (3)

« New issues in terms of confidentiality protection and security

Large amount of data provided by users through their web-based activities

Large financial datasets require the handling of transaction-level,
potentially highly confidential, information

Data privacy issues may increase with the development of big data and
Fintech firms

 Potentially wider implications

Operational incidents can lead to significant privacy and legal issues, with
financial consequences

Cf European General Data Protection Regulation (GDPR, 2018)



[II - Challenges in handling big data (4)

A key risk: reputation risk

Peculiar position of central banks if private information is reported to
them but not protected adequately

Especially for requlatory-type data collections
But internet-based information, often a by-product of commercial
activities, can also pose significant legal, financial, reputational & ethical
Issues
- Operational implications
Public statisticians tend to be “cloud computing-adverse”
Preference to operate in a “secluded” data environment
But could reduce opportunities to use BD techniques in the marketplace




[l - Challenges in handling big data (5)

- Ongoing substantial internal organisational changes to deal
with big data

Cf creation of internal centres for big data statistics, “data lakes”, “internal
clouds”

« Another key area is staff

Various skills needed: IT, data science and methodology, legal expertise...

A "war for talent”? A competition with the private sector that may be
difficult for CBs...

Additional issues: compensation, career path, management




[l - Challenges in handling big data (6)

- How to enhance existing information management processes?

Goal: flexible production of relevant information out of data points

“Traditional”, template-driven data collections to be replaced by accessing
granular data from various sources

- Requirements
Greater harmonisation of data-sets, statistical standards, identifiers and
dictionaries

International efforts eg to develop global Legal Entity Identifiers &
automated data exchanges standards (XBRL, SMDX, ISO 20022)




[l — Challenges in handling big data (7)

- Better integration of various IT systems among both authorities
and reporting entities

- Recent "Fintech innovations” to facilitate secure data transfer
mechanismes:

Distributed ledger technology (DLT) to enable network participants to
securely propose, validate and record information to a synchronised
ledger distributed across the network

Each transaction can be recorded in a batch (a “block”) and added to the
full transactions’ history (the “blockchain”)

- Involvement of private service providers (“regtech” industry)



[l — Challenges in using big data (1)

- Big data opportunities for policy use but is not without risks

Immediate benefits: lower production costs, new insights, production
speed

To be balanced against potential large economic and social costs of
misguided policy decisions

- Key question: does "big data” provide a more accurate picture of
economic reality?




[l — Challenges in using big data (2)

- Risk of conveying a false sense of accuracy and precision
Problem exacerbated by the organic nature of BD:
Data often self-reported or by-product of social activities

Coverage bias unknown, can be significant (eg social media users)

— Extremely large big data samples may thus compare

unfavourably with (smaller) traditional probabilistic samples —
precisely designed to be representative of the population of interest

— Key misperception of the intrinsic value of big data




[l — Challenges in using big data (3)

- Risk of undermining public policy?
Effectiveness (if data are providing wrong signals)
Reputation/legitimacy

« Might systematically alter decision-making?

Greater ability to monitor the economy in real time: bias towards
responding quickly and more frequently to news, encouraging shorter
horizons?

Greater reliance on “big data”-based analyses of sentiment: risk of
excessively fine-tuning policy communication based on perceived
expectations rather than actual economic developments?




IV — Analysing CBs' experiences (1)

Proper information management frameworks needed to make
the most of big data so as to:

Address challenges faced when handling and using big data

Avoid the risk of focussing on cumbersome management tasks — cleaning,
documenting, organising data — instead of using the information

Key is to make sense of the data collected, with a coherent
information management framework

CBs are following step-by-step approaches, with specific use
cases instead of “big bang” solutions




IV — Analysing CBs' experiences (2)

- Pressing challenges
Combination of internet / digitalisation / new post-crisis initiatives

Authorities just at the beginning of making sense of the increasing
volume, granularity and variety of information

"Connecting the dots is as important as collecting the dots, meaning the
right data” (Caruana, 2017)

« Fundamental distinction between “data” and “information”

“Traditional” official statistics were “designed data” collected for a specific
purpose

By definition were organised in order to extract meaningful information

Key difference with “organic”-type big datasets



IV — Analysing CBs’ experiences (3)

- Avoiding the risk of confusing “data” and “information”
Need to complement, not replace, designed data with (organic) BD sets

Calls for ensuring a continuum: from the collection of BD to statistical
processing and the extraction of valuable information for policy use

 Various ingredients:
Proper IT infrastructure
Adequate statistical applications (including big data analytics)
Legal and HR support in terms of skill-sets

Good co-ordination to have a consistent and holistic information
production chain




IV — Analysing CBs’ experiences (4)
 Central banks have already started to rethink their information
Mmanagement processes to:

Be able to access internet data-sets and big data techniques

Handle the new data collections initiated after the GFC

- No one-size-fits-all approach, as it depends on
Characteristics of each data collection
Country circumstances

Actual policy needs
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Types of data-sets Examples of projects

ﬁ%"&i r%écfﬁqc?a%ggg?%%gs / Balance of payments statistics eg tourism, exports

Annex

Fﬁg‘g};%@e{ payroll / unemployment gr510yment, wages, business formation (SMEs)

Selected
BD

ectl:m! ;stratlve Central balance sheet officas Performance vulnerabilities assessment

Loans registers Measurement of credit risk, FX exposures

: inancial market supervisors etwork analysis, exposures
C)I’OJeCtS Fi ial ket supervi Network analysi p
Public financial statements Corporate balance sheet, group-level supervision
Dy ce ntral Financial market activity indicators Payments systems, Trade repositories
Internet clicks Google searches
nan kS social networks confidence & economic sentiment ,
Digitalised content / text policy communication , analysis of expectations

Websites' scraping Various uses
Job portals Employment / activity

Prices posted directly on websites Egﬁgcsgsrﬁns ’eC|f|c comppnents of the CPI, PPIs, Inflation nowcasting /
ricing strategy analysis

Real estate agencies House price indices

Credit card operations Payments patterns, Tourism

ommercial ; ; o . . :
Mobile operators Mobile positioning data (eg travelers'), Financial inclusion

Geo spatial information National statistical system Tasks ) ,
Credit institutions Balance sheet exposures, Investor behaviour/expectations

Settlement operations Operational risks, Market functioning
Securities issuance Security-by-security databases

Market liquidity Bid/ask spreads

Custodians records Securities holding statistics
Tick-by-tick data Real-time analysis of financial patterns

g
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Thank you!!

Questions?
bruno.tissot@bis.org

[FC.secretariat@bis.org
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http://srdas.github.io
http://srdas.github.io/Presentations/ClassClust/toc.pdf

Machine learning ¢ artificial intelligence

ARTIFICIAL INTELLIGENCE

Design an intelligent agent that perceives its environment and makes decisions to maximize chances of achieving its goal.
Subfields: vision, robotics, machine learning, natural language processing, planning, ...

MACHINE LEARNING

Gives "computers the ability to learn without being explicitly programmed” (Arthur Samuel, 1959)

UNSUPERVISED
LEARNING

Clustering, dimensionality
reduction, recommendation

SUPERVISED
LEARNING

Classification, regression

REINFORCEMENT
LEARNING

Reward maximization

Machine Learning for Humans @8 &



Classification

Identifying to which category an object be-
longs to.

Applications: Spam detection, Image recog-
nition.

Algorithms: SVM, nearest neighbors, ran-
dom forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
consider.

Applications: Visualization, Increased effi-
ciency

Algorithms: PCA, feature selection, non-
negative matrix factorization. — Examples

jle Custom Search | ‘:

scikit-learn

Machine Learning in Python

http://scikit-learn.org/stable/

Regression

Predicting a continuous-valued attribute asso-
ciated with an object.
Applications: Drug response, Stock prices.

Algorithms: SVR, ridge regression, Lasso,
— Examples

Model selection

Comparing, validating and choosing parame-
ters and models.

Goal: Improved accuracy via parameter tun-
ing

Modules: grid search, cross validation, met-
rics. — Examples

Clustering

Automatic grouping of similar objects into
sets.

Applications: Customer segmentation,
Grouping experiment outcomes

Algorithms: k-Means, spectral clustering,
mean-shift, ... — Examples

Preprocessing

Feature extraction and normalization.

Application: Transforming input data such as

text for use with machine learning algorithms.

Modules: preprocessing, feature extraction.
— Examples


http://scikit-learn.org/stable/

Supervised and Unsupervised Learning

1. Machine Learning 1. Clustering

2. Linear Models a. K-means

3. Logqistic Regression b. Hierarchical

4. Discriminant Analysis 2. Dimension Reduction

5. Bayes Classifier a. PCA & Factor Analysis

6. Support Vector 3. Neural Networks and Deep
Machines Learning

7. Nearest Neighbors

s (Dm:_gls)ion - Ensemble Methods

9. Random Forest 1. Bagging

2. Stacking
3. Boosting


http://srdas.github.io/Presentations/ClassClust/ML_Classification_Clustering_Overview.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Linear_Regression.slides.html#/
http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Discriminant_Analysis.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Naive_Bayes.slides.html#/
http://srdas.github.io/Presentations/ClassClust/SVM.slides.html#/
http://srdas.github.io/Presentations/ClassClust/SVM.slides.html#/
http://srdas.github.io/Presentations/ClassClust/kNN.slides.html#/
http://srdas.github.io/Presentations/ClassClust/kNN.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Decision_Trees.slides.html#/
http://srdas.github.io/Presentations/ClassClust/RandomForest_CC_Fraud.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Clustering.slides.html#/
http://srdas.github.io/Presentations/ClassClust/Dimension_Reduction.slides.html#/
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/

Small Business Association Loans Dataset

#Import the SBA Loans dataset

sba = pd.read csv("data/SBA.csv")
print(sba.columns)
print(sba.shape)

sba.head()

Index([ 'LoanID', 'GrossApproval', 'SBAGuaranteedApproval', 'subpgmdesc',
'ApprovalFiscalYear', 'InitialInterestRate', 'TermInMonths',
'ProjectState', 'BusinessType', 'LoanStatus', 'RevolverStatus',
'JobsSupported’' ],

dtype='object"')
(527700, 12)

The dependent variable is the guaranteed amount as a percentage of the gross loan
approved.

#Create the dependent variable
Y = sba.SBAGuaranteedApproval.astype("float")/sba.GrossApproval.astype("float")
X = sba[[ 'GrossApproval', 'ApprovalFiscalYear', 'InitialInterestRate', 'TermInMont
hs',

'RevolverStatus', 'JobsSupported’]]

Program code:
http://srdas.github.io/Presentations/ClassClust/Linear Reaqression.slides.html#/



http://srdas.github.io/Presentations/ClassClust/Linear_Regression.slides.html#/

Logistic Regression

Limited Dependent Variables

e The dependent variable may be discrete, and could be binomial or multinomial.

That is, the dependent variable is limited. In such cases, we need a different
approach.

o Discrete dependent variables are a special case of limited dependent variables.

The Logit model we look at here is a discrete dependent variable model. Such
models are also often called qualitative response (QR) models.

The Logistic Function
1

= 1 + e_f(xler’---rxn

y - €(0,1)

where

f&x1,x0,...,%,) = ag + a1 x1+. .. +a,x, € (—00,+00)

#Sigmoid Function
def logit(fx):
return exp(fx)/(l+exp(£fx))

fx = linspace(-4,4,100)
y = logit(£fx)

plot (£x,y)
xlabel('f(x)")
ylabel('Logit value')
grid()

10 4

0.8 -

(=]
N

[=]
S

Logit value

o
N

0.0 1

4 3 =2 -1 0 1 2
fix)

Program code: http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/



http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/

Odds Ratio

What are odds ratios? An odds ratio (OR) is the ratio of probability of success to the
probability of failure. If the probability of success is p, then

R
OR= -2 _ : p= —0
1 — p 1+ OR #Example
] . p=0.3
Odds Ratio Coefficients OR = p/(1-p)

print('OR old =', OR)

e In alinear regression, it is easy to see how the dependent variable changes when beta = 2

any right hand side variable changes. Not so with nonlinear models. A little bitof =~ o .~ _ or exp(beta)
pencil pushing is required (add some calculus too). prEnt( 'OR new =', OR new)

¢ The coefficient of an independent variable in a logit regression tell us by how
much the log odds of the dependent variable change with a one unit change in
the independent variable. If you want the odds ratio, then simply take the
exponentiation of the log odds. OR old = 0.4285714285714286

OR new = 3.1667383281131363
p new = 0.7600041276283266

p_new = OR new/(1+OR_new)
print('p new =', p new)

http://srdas.qithub.io/Presentations/ClassClust/LogisticReqgression.slide
s.html#/12



http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/12
http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/12

Classification Metrics

1. Accuracy: the number of correctly predicted class values.

2. ROC and AUC: The Receiver-Operating Characteristic (ROC) curve is a plot of the
True Positive Rate (TPR) against the False Positive Rate (FPR) for different levels
of the cut-off posterior probability. This is an essential trade-off in all

classification systems.
3. TPR = sensitivity or recall = TP/(TP+FN)

4. FPR = (1 - specificity) = FP/(FP+TN)

.8 _ TP
1. Precision = TP+FP

_ TP
2. Recall = TP+EN

3. F1 score = %

Precision ~ Recall

(F1 is the harmonic mean of precision and recall.)

Confusion matrix

print (metrics.confusion matrix(y test, predicted))
print(metrics.classification report(y test, predicted))

[[43753 3435]
[ 8168 11739]]

precision recall fl-score support

0 0.84 0.93 0.88 47188

1 0.77 0.59 0.67 19907

avg / total 0.82 0.83 0.82 67095

http://srdas.github.io/Presentations/ClassClust/Loqist
icReagression.slides.html#/17



http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/17
http://srdas.github.io/Presentations/ClassClust/LogisticRegression.slides.html#/17

True condition

Total - -
) Condition positive
population
Predicted .
i True positive,
condition
. Power
Predicted positive
condition | predicted
» False negative,
condition
. Type Il error
negative
True positive rate
(TPR), Recall,
Sensitivity,

probability of detection

_ __ 2 True positive
~ 2 Condition positive

False negative rate

(FNR), Miss rate
2 False negative

Accuracy (ACC) =

2 True positive + 2 True negative
2 Total population

Prevalence
_ 2 Condition positive
~ 2 Total population

Positive predictive value

(PPV), Precision =

2 True positive
2 Predicted condition positive

Condition negative

False discovery rate (FDR) =

2 False positive
2 Predicted condition positive

False positive,
Type | error

Negative predictive value (NPV)

_ 2 True negative
~ 2 Predicted condition negative

False omission rate (FOR) =

2 False negative
2 Predicted condition negative

True negative

False positive rate
(FPR), Fall-out,

probability of false alarm
_ 2 False positive

Positive likelihood ratio (LR+)

_ IPR

= FPR Diagnostic F, score =

odds ratio 2

~ 2 Condition negative

Recall * Precision

(OOR) = LB+ 1 L
True negative rate LR-

(TNR), Specificity (SPC)
2 True negative

Negative likelihood ratio (LR-)

_ FNR
~ TNR

= ¥ Condition positive

= ¥ Condition negative

https://en.wikipedia.org/wiki/Receiver operating characteristic



https://en.wikipedia.org/wiki/Receiver_operating_characteristic

ROC Curve




ROC and AUC

A

AUC = 0.995, A = 3.65
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Multinomial Logit

The probability of each class (0, 1, . .., k) for (k + 1) classes is as follows:

Priy=jl= o
and

Priy =0] =

Y e
Note that Zle Prly=il=1.

http://srdas.qithub.io/Presentations/ClassClust/LogisticRegression.slides.html#/28
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Discriminant Analysis

Kaggle credit card fraud dataset Mean Amount in Each class

data[["Class","Amount"]].groupby(["Class"]).mean()

Quick Class counts

data[["Class","V1"]].groupby(["Class"]).count() Amount
Class
Vi 0 88.291022
g'ass T 1 | 122211321
1 492

http://srdas.qgithub.io/Presentations/ClassClust/Discriminant Analysis.slides.html#/



https://www.kaggle.com/mlg-ulb/creditcardfraud
http://srdas.github.io/Presentations/ClassClust/Discriminant_Analysis.slides.html#/

Linear Discriminant Analysis

http://srdas.qithub.io/MLBook/DiscriminantFactorAna
lysis.html#discriminant-analysis



http://srdas.github.io/MLBook/DiscriminantFactorAnalysis.html#discriminant-analysis
http://srdas.github.io/MLBook/DiscriminantFactorAnalysis.html#discriminant-analysis

N CAA Dataset http://srdas.qgithub.io/Presentations/ClassClust/Discriminant Analys

is.slides.html#/13

ncaa = pd.read table("data/ncaa.txt")

yy = append(list(ones(32)), list(zeros(32)))
ncaal"y"] = yy

ncaa.head()

No NAME | GMS | PTS | REB | AST| TO | A/T | STL | BLK | PF I

0 1. ) 6 842 1415|178 | 128 | 1.39 | 6.7 | 3.8 | 16.7 | 0.5
NorthCarolina

1 | 2. lllinois 6 745 1340|190 102|187 (80 |17 | 16504
3. Louisville 5 774 | 354 | 13.6 | 110|124 |54 |42 |16.6 |04
4

MichiganState 5 808 | 378 | 13.0| 126|103 |84 |24 |198 |04

4 | 5. Arizona 4 798 | 350|158 | 145|109 | 6.0 | 65 | 13.3 | 0.5
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Feature Set

#CREATE FEATURES

y = ncaa['y']
ncaa.ilocl:,2:13]

X =

X.head()
PTS | REB| AST| TO | A/T | STL | BLK | PF FG FT 3P
0(842(415|178|128|139| 6.7 | 3.8 | 16.7 | 0.514 | 0.664 | 0.417
1|/745|34.0|19.0| 10.2 | 1.87 | 8.0 | 1.7 | 16.5| 0457 | 0.753 | 0.361
2774|354 (13.6 110|124 |54 |42 |16.6|0.479 | 0.702 | 0.376
3/808(378|13.0]126|1.03|84 |24 |19.8|0.445|0.783 | 0.329
41798 |350|158 (145|109 |60 | 6.5 |13.3|0.542 | 0.759 | 0.397




Naive Bayes Classifier

Classification based on the class with the highest posterior probability:

Pr[xl,. .. axnlcjj] Pr[q]
Y. Prixy,....x,|Ci]1- Pr[Ci]

Pr(Cilxy,...,x,] =

and
Prixy, ..., x, |Gl = fx1|G] - fx2|C] =+ fx,]|C]

where the last equation encapsulates "naivety", i.e., x1, ..., X,, are independent and
Gaussian with density function f(x) ~ N(u,, 62), computed from the raw data.

http://srdas.github.io/Presentations/ClassClust/Naive Bayes.slides.html#/
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Support Vector Machines

What is a SVM?

The goal of the SVM is to map a set of entities with inputs X = {x{, x,, ..., x,,} of
dimension n, i.e., X € R", into a set of categories Y = {yy, ¥, ..., y,, } of dimension m,
such that the n-dimensional X-space is divided using hyperplanes, which result in the
maximal separation between classes Y. A hyperplane is the set of points x satisfying the
equation

W-X=25b

where b is a scalar constant, and w € R" is the normal vector to the hyperplane, i.e., the
vector at right angles to the plane. The distance between this hyperplaneand w - x = O is
given by b/||w||, where ||W|| is the norm of vector w.

http://srdas.github.io/Presentations/ClassClust/SVM.slides.html#/
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H; is the best separating hyperplane.

e Suppose we have two categories of data, i.e., y = {y1, y2 }.
e Assume that all points in category y; lie above a hyperplane w - X = by, and all
points in category y, lie below a hyperplane w - X = b;.

e Then the distance between the two hyperplanes is |b|1|v_vl|,|2|




6.5 1
6.0 4
5.5 4

#Example of hyperplane geometry 5.0 -
wl = 1; w2 = 2 45 4
bl = 10

#Plot hyperplane in x1, x2 space
x1 = linspace(-3,3,100)

x2 = (bl-wl*x1l)/w2 30 1
plot(x1,x2) 25 -
#Create hyperplane 2 -3 -2 -1 0 1 2 3
b2 = 8

x2 = (b2-wl*x1l)/w2

plot(x1l,x2)

grid()

#Compute distance to hyperplane 2

print('Distance between two hyperplanes =',abs(bl-b2)/sqrt(wl**2+w2*%*2))

4.0 -

35 1

Distance between two hyperplanes = 0.8944271909999159



Regularization

Of course, there may be no linear hyperplane that perfectly separates the two
groups. Hence, L2 regularization.

. 1 y . :
min —||w||* + C; + G2 '
b1,ba,w,{n;} 2 ; " ; !

where Cy, C, are the costs for slippage in groups 1 and 2, respectively.

Often implementations assume C; = (5.

The values 7; are positive for observations that are not perfectly separated, i.e.,
lead to slippage.



K Nearest Neighbors

e This is one of the simplest algorithms for classification and grouping.

e Simply define a distance metric over a set of observations, each with M
characteristics, i.e., x1, X2, ..., Xpy.

o Compute the pairwise distance between each pair of observations, using any of
the standard metrics. For example, Euclidian distance between data x and y:

M
d= | D=y
i=1

e Next, fix k, the number of nearest neighbors in the population to be considered.

¢ Finally, assign the category based on which one has the majority of nearest
neighbors to the case we are trying to classify.

http://srdas.qgithub.io/Presentations/ClassClust/kNN.slides.html#/
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Classification

3-Class classification (k = 15, weights = 'distance’)




Decision Trees

A natural outcome of recursive partitioning of the data.

CART, which stands for classification analysis and regression trees.

Prediction trees are of two types: (a) Classification trees, where the leaves of the
trees are different categories of discrete outcomes. and (b) Regression trees,
where the leaves are continuous outcomes.

We may think of the former as a generalized form of limited dependent variables,
and the latter as a generalized form of regression analysis.

http://srdas.qgithub.io/Presentations/ClassClust/Decision Trees.slides.html#/
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Recursive Partitioning

e Bifurcate the data into two categories such that the additional information from
categorization results in better information than before the binary spilit.

e Raw frequency p of how many people made donations, i.e., and humber between
0 and 1. The information of the predicted likelihood p is inversely related to the
sum of squared errors (SSE) between this value p and the x; = 0, 1 values of the
observations.

SSE1 = ) (xi — p)*
=1

e Second bifurcation:

SSE, = Z (x; —pL)* + Z (x; — pr)*

i,Income<K i,Income>K

e By choosing K correctly, our recursive partitioning algorithm will maximize the
gain, i.e., 6 = (SSE| — SSE,). We stop branching further when at a given tree
level § is less than a pre-specified threshold.



C4.5 Classifier

Recursive partitioning as in the previous case, but instead of minimizing the sum of
squared errors between the sample data x and the true value p at each level, here the goal
is to minimize entropy. This improves the information gain. Natural entropy (H) of the data

x is defined as

H=-) f-lnf(

where f(x) is the probability density of x. This is intuitive because after the optimal split in
recursing down the tree, the distribution of x becomes narrower, lowering entropy. This

measure is also often known as "differential entropy."



NCAA Tree

X5 <16.85
gini =05
samples = 64

value = [32, 32]

x; <0.436
gini = 0.454
samples = 46
value =[16, 30]

http://srdas.qithub.io/Presentations/Class
Clust/Decision Trees.slides.html#/7

X565
gini =0.493
samples = 25
value = [14, 11]

X, <115
gini =0.5
samples =2
value =[1, 1]

X;=29.75
gini=0.5

samples =2
value =[1, 1]
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Credit Card Dataset

Image(graph.create png())
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Random Forest Classifier

$pylab inline

import pandas as pd

from sklearn.model_selection import train_ test split
from imblearn.combine import SMOTEENN

from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import accuracy score

from sklearn.metrics import classification report
from sklearn.metrics import roc_ curve,auc

from sklearn.metrics import confusion matrix

Populating the interactive namespace from numpy and matplotlib

http://srdas.qgithub.io/Presentations/ClassClust/RandomForest CC Fraud.slides.html#/
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Rebalance sample with under- or over-sampling

While a Random Forest classifier is generally considered imbalance-agnostic, in this case
the severity of the imbalance resuts in overfitting to the majority class.

The Synthetic Minority Over-sampling Technique (SMOTE) is one of the most well-known
methods to cope with it and to balance the different number of examples of each class.

The basic idea is to oversample the minority class, while trying to get the most variegated
samples from the majority class.

http://srdas.github.io/Presentations/ClassClust/RandomForest CC Fraud.slides.html#/7
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Sepal width

SMOTE

Addressing class imbalance problems of ML via SMOTE: synthesising new dots between existing dots

Minority class

Synthetic minority instances

o Majority class

© o

r
44 5.0

Sepal length

http://rikunert.com/SMOTE explained



http://rikunert.com/SMOTE_explained

Confusion Matrix

cm = confusion matrix(y test, y test hat)

cm normalized = cm.astype('float') / cm.sum(axis=1)[:, np.newaxis]
plt.figure(figsize=(5,5))

plot confusion matrix(cm normalized, title='Normalized confusion matrix')

Normalized confusion matrix

Valid

True label

-04

Fraud

0.2

http://srdas.github.io/Presentati
ons/ClassClust/RandomForest
CC Fraud.slides.html#/21

Valid
Fraud

Predicted label —
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Dimension Reduction
A Matrix Reduction

Suppose we reduce the £k = 11 dimensional feature space X to reduced factor space R
with £ = 3. We translate with a matrix L.

R=X-L
where F is (64 X 3), X is (64 X 11),and Lis (11 X 3).
Where does matrix L come from?

e From Principal Components Analysis.

e Based on an Eigenvalue Decomposition of the covariance matrix of the features,
i.e.,, C = Cov(X), whichissize (11 X 11).

e Decomposition is based on solving the following equation:

M=C-1

e There are 11 solutions [ and the first 3 will form the matrix L.

http://srdas.qithub.io/Presentations/ClassClust/Dimension Reduction.slides.html#/
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Principal Components Analysis (PCA)

#REDUCED DATA

from sklearn import decomposition
pca = decomposition.PCA(n_components=3)

pca.fit(Xs)
R pca.transform(Xs)
print (R.shape)

(64, 3)

#CHECK THAT DECOMPOSITION IS CORRECT
sum(R - Xs.dot(L))

0 -1.893624e-14
1 3.152340e-14
2 1.458902e-15
dtype: floaté64

#LOADINGS MATRIX L

L = pca.components .T

print(L.shape)
print(X.columns)
L

{ Gy 3)
Index(['PTS ', 'REB
'’G ', 'FT '
dtype='object"')
-0.43884425,
.1867903 ,
.47238137,
.17651088,
.45266018,
.03888779,
.02703794,
.05607815,
.44993945,
.03599791,
.32279124,

array ([

e B B R B B B R N ]
O OO OO O0OO0OOOOoOOo

(&

http://srdas.qithub.io/Present
ations/ClassClust/Dimension
Reduction.slides.html#/7

, 'asT ', ''o ', 'Aa/T7 ', 'STL ', 'BLK ', 'PF
"3P'],

.02285078, -0.18631231],
.43294301, -0.21835274],
.04962787, -0.18252437],
.02325077, -0.68627945],
.08602947, 0.37681287],
.57289362, -0.2908659471,
.08087251, -0.16285993],
.51652087, -0.12761847],
.18657986, -0.21900567],
.40620447, 0.17479897],
.01667957, -0.2557268911])


http://srdas.github.io/Presentations/ClassClust/Dimension_Reduction.slides.html#/7
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Treasury Rates Dataset

rates = pd.read table("data/tryrates.txt")

print(rates.shape)
rates.head()

(367, 9)

DATE FYGM3 FYGM6 FYGT1 FYGT2 FYGT3 FYGT5 FYGT7 FYGT10

X.corr()

FYGM3

FYGM6

FYGT1

FYGT2

FYGT3

FYGT5

FYGT7

FYGT10

0 Jun-76
Jul-76

—

Aug-76

Sep-76

H ON

Oct-76

5.41
5.23
5.14
5.08

4.92

5.77
5.53
5.40
5.30

5.06

6.52
6.20
6.00
5.84

5.50

7.06
6.85
6.63
6.42

5.98

7.31
7.12
6.86
6.66

6.24

7.61
7.49
7.31
7.13

6.75

7.75
7.70
7.58
7.41

7.16

http://srdas.github.io/Presentations/ClassClu

st/Dimension Reduction.slides.html#/11

7.86
7.83
(il
7.59

7.41

FYGM3
FYGM6
FYGT1
FYGT2
FYGT3
FYGT5
FYGT7

FYGT10

1.000000
0.997537
0.991125
0.975089
0.961225
0.938329
0.922041

0.906564

#PCA
= rates.drop("DATE",axis=1)
pca = decomposition.PCA(n_components=2)
pca.fit(X)
Y = pca.transform(X)
Y.shape

X

(367,

0.997537
1.000000
0.997350
0.985125
0.972844
0.951266
0.935603

0.920542

2)

0.991125
0.997350
1.000000
0.993696
0.984692
0.966859
0.953130

0.939686

0.975089
0.985125
0.993696
1.000000
0.997767
0.987892
0.978651

0.968093

0.961225
0.972844
0.984692
0.997767
1.000000
0.995622
0.989403

0.981307

0.938329
0.951266
0.966859
0.987892
0.995622
1.000000
0.998435

0.994569

0.922041
0.935603
0.953130
0.978651
0.989403
0.998435
1.000000

0.998493

0.906564
0.920542
0.939686
0.968093
0.981307
0.994569
0.998493

1.000000
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Clustering
Overview

e Grouping individuals, firms, projects, etc.

e Cluster analysis comprises a group of techniques that uses distance metrics to
bunch data into categories.

e Two approaches.

1. Partitioning or Top-down: In this approach, the entire set of n entities is assumed
to be divided into k clusters. Then entities are assigned clusters.

2. Agglomerative or Hierarchical or Bottom-up: In this case we begin with all
entities in the analysis being given their own cluster, so that we start with n
clusters. Then, entities are grouped into clusters based on a given distance metric
between each pair of entities. In this way a hierarchy of clusters is built up and
the researcher can choose which grouping is preferred.

http://srdas.qithub.io/Presentations/ClassClust/Clustering.slides.html#/
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K-means

1. Form a distance matrix.

2. Initialize cluster centroids with evenly spaced items.

3. Assign each observation to closest cluster (to centroid, closest or farthest
mamber).

4. Repeat a few times to re-assign until the scheme stabilizes.

\
N\

\

\‘Q http://srdas.qithub.io/Prese
. ntations/ClassClust/Clusteri
A na.slides html#/5
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Hierarchical Clustering

1. Get distance matrix for n observations. Each in its own cluster.

2. Club the two closest observations into a cluster. Now we have (n — 1) clusters.
3. Recalculate centroids.

4. Repeat to get hierarchical structure.

http://srdas.qithub.io/Presentations/ClassClust/Clustering.slides.html#/13
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Dendrogram

#DENDROGRAM
figure(figsize=(20, 5))
title('Hierarchical Clustering Dendrogram')
xlabel('sample index')
ylabel('distance’')
dendrogram(Zz,
leaf rotation=90., # rotates the x axis labels
leaf font size=8., # font size for the x axis labels

)

show ()

Hierarchical Clustering Dendrogram

e e A [ 5 ey

AR Q"9 " Y RANT2ITIEIRLERYTRAAIIATRARKRR®I IR KRBAFRIKRIAIKIAR

sample index




Hierarchical Clustering in R

%R

#CLUSTER PLOT
library (cluster )
cluspl :

£ < % 4 7
-
o I I T 1 T
o -4 -2 0 2 4
’Jrg %Rﬁﬂ Component 1
Hﬁﬁm These two components explain 42.57 % of the point variability.
< ., - http://srdas.qithub.io/Presentations/ClassClust/Clust

ering.slides.html#/19
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Deep Learning with Neural Networks

Deep Learning is Pattern Recognition Reference Book:
http://srdas.qithub.io/DLBook

- "'"J,”"' #neural network / #machine learning
— e Y\ Facebook launches Al research

: ; Threshold T

/

/

W/ 3
| (AN
Figure 1.1: McCullough Pitts neuron i ‘4.\\{""7’,/;‘ o/
H{\m’mf/ W7
’ lllz . A“’ WA \’\P' N 7;'
4l

0
N 17 N
N7

Input value for each grid \ N ini . " YXKT %
In grayscale “ } - "‘ )4 l".g‘ZC
S . (s e X

28X 28 Grid

SR IIX

70,000 Images
- 50,000 used for training
-10,000 for Validation

[10000forTesting | 1985 1990 1995 2000 2005 2010 2015

Figure 2.2: The NN used for Solving the MNIST Digit Recognition Problem Figure 1 2 Number Of NN research feports

ha (hy () hs (h2 (...)) Py (hy- ()
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Zooming In
Subset of the Net

Zi(r) =f(a§r)) Zj(r+l) =f(a;r+l))

—

(r+1) (r+1)
{W':ir ’bjr }

Activation function

Level (r) Level (r+1)
n

CLj — bj S wazz
=1
1

1+ exp(—a;)

Net input

o(aj) =

Sigmoid function




Activation Functions

Activation function

Unit step
(Heaviside)

Sign (Signum)

Piece-wise linear

Logistic (sigmoid)

Hyperbolic tangent

Equation

Example
Perceptron

variant

Perceptron
variant

Adaline, linear
regression

Support vector
machine

Logistic
regression,
Multi-layer NN

Multi-layer NN

1D Graph

SoftMax



Fitting the DLN is an exercise where the best weights {W,b} = {Wij.'ﬂ) . bj(.'“) }, Vr for all layers are
determined to minimize a loss function generally denoted as

M
- (m) (m)
%;MWLT]

where M is the number of training observations (rows in the data set), 7™ is the true value of the output, and
h(X™) is the model output from the DLN. The loss function L,, quantifies the difference between the model
output and the true output.

Cross c=-1 Z[ylna+(1 —y1n(l - a)]
=plige]e}Y n 3
Quadratic C— (y — a)?

Loss 2




Gradient Descent

Fitting the DLN requires getting the weights { W, b} that minimize L,,. These are done using gradient descent, i.e.,

)
Wi;f+l) e W'(r+l) _ ’7 : %
OWij
b}H—l) - b}r+1) - ” . 0(1:.’:1)
b

Here 7 is the learning rate parameter. We iterate on these functions until the gradients become zero, and the weights discontinue
changing with each update, also known as an epoch.

n L OL,,(w,b; X(m),T(m))

TOtaI ' ’ M m=1 (‘)11';;"
Gradient v |
OL,,(w,b; X(m),T(m))
b, ..
Stochastic U ' ow,” .
Batch ! :

0 Uy ()

Gradient ) : S\ AL, (w,b; X(m), T(m))
~—b NI AN A
: ob."

? his Oc) hs (By (X)) haChs(..)) RoiCh. vC.. D)




Batch Gradient Descent

Set up Model
(Define Computational Graph) |

|

Initialize Weights

Loop for
E Epochs

Loop for
M/B Batches

>

1
Feed-in Next Training Batch
Compute Gradients
Compute New Weights

Compute Loss
Compute Training Accuracy
Compute Test Accuracy

Loop
B Times
(B = batch size)

v

Backprop Forward Pass
Compute 2's

def f(x):

¥

Backprop Backward Pass
Compute &8's

¥

Compute Gradients
oL _ o
dw 2

4

return 3*x**2 -5%x + 10
x = linspace(-4,4,100)
plot(x,£f(x))
grid()
80
70
60
50
40
30
20
10
S =% a1 6§ 1 : 5 s
dx = 0.001
eta = 0.05 #learning rate

x = =3

for j in range(20):
df_dx = (f(x+dx)-£f(x))/dx
X = x - eta*df_dx
print(x,£f(x))

—-1.8501500000001698 29.519915067502733
—-1.0452550000002532 18.503949045077853
-0.4818285000003115 13.105618610239208
—-0.08742995000019249 10.460081738472072
0.18864903499989083 9.163520200219716
0.3819043244999847 8.528031116715445
0.5171830271499616 8.216519714966186
0.6118781190049631 8.06379390252634
0.6781646833034642 7.988898596522943
0.7245652783124417 7.95215813604575
0.7570456948186948 7.934126078037087
0.7797819863730542 7.925269906950447
0.7956973904611502 7.920916059254301
0.8068381733227685 7.918772647178622
0.8146367213259147 7.917715356568335
0.8200957049281836 7.917192371084045
0.8239169934497053 7.916932669037079
0.8265918954147882 7.9168030076222955
0.8284643267903373 7.916737788340814
0.8297750287532573 7.916704651261121



Magic of Backpropagation
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Dropout Regularization
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http://playground.tensorflow.org/
TensorFlow Playground
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http://playground.tensorflow.org/

Cancer Detection

## Read in the data set
data = pd.read csv("data/BreastCancer.csv")
data.head()

Id Cl.thickness Cell.size Cell.shape Marg.adhesion Epith.c.size Bare.nuclei Bl.cromatin Normal.nucleoli Mitoses Class

0 1000025 5 1 1 1 2 1 3 1 1 benign
1 1002945 5 4 4 5 7 10 3 2 1 benign
2 1015425 3 1 1 1 2 2 3 1 1 benign
3 1016277 6 8 8 1 3 4 3 7 1 benign
4 1017023 4 1 1 3 2 1 3 1 1 benign

## Define the neural net and compile it
from keras.models import Sequential
from keras.layers import Dense, Activation

model = Sequential()
model.add(Dense(32, activation='relu', input dim=9))
model.add(Dense(32, activation='relu')) . . . .
model.add(Dense(32, activation='relu')) http://srdas.qithub.io/Presentations/Cla
mOZGi-add(Di-nse(lr ackivetions mignoic ) ssClust/Deepl earning_Introduction_S
model.compile(optimizer="rmsprop’, .

12 v~ Hinezy cronsestropy hort.slides.html#/21

metrics=[ 'accuracy'])



http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/21
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/21
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/21

THE MNIST DATABASE

Ition

t Recogni

Te]

D

of handwritten digits

Yann LeCun, Courant Institute, NYU
Corinna Cortes, Google Labs, New York

Christopher J.C. Burges, Microsoft Research, Redmond

The MNIST database of handwritten digits, available from this page, has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of a larger set available from NIST. The digits have been size-normalized and centered in

afixed-size image.
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https://www.cs.toronto.ed

u/~kriz/cifar.html

0
0

10 000 00 00 OO

2{0 0 |0 (0O /00 |0 |00 (0

©c ©co oo oo ocoocoooooooooo oo
© ©o oo oo oo ooooooooooo oo
© ©coocoocoocooo0ooo0oo0o0oo0o0oco oo
©c o ocoocoocooo0ocooooo0ooco oo
©c oo ocooooo0oo0o0oo0o0oo0o0o0o0o0oo0o
©c o ocoocoocooo0o0o0oo0oo0o0o0oo0o
©c o ocoocoooocoocoooooooo oo
©c o ocoocoocoooocoooooooo oo
©c ©oocoocoocoocooco0oo0ocooecooo
©c©oocococoocoocoocoooooooeooo
© ©coocoooocoo0oo0o0oo0o0oo0o0o0o0o0o oo
© ©c oo oo ocoo <o ©° 0o oo oo oo
c o coocoocooi(~oocoococoocoooe
SOOCOCONORE - oo ooaa.
olo|o|oc|o|oc|o|o|o|dEdo oo olo|e|ole|o|e
OOOOOOOOOnO’OOOOOOOOOO
© oo oo o oo o« © o oo oooooo
©c oo o0 coco0o0o0ceooeo0eoeo oo
©c ©o oo oo cooco0ocoocooco oo o oo
©c o cococoocooco0ocoooooooeo oo
© oo ococoo0ooo0oooo0o0oo0o0o0oo oo o
© ©ooco0oocoocooo0o0o0o0o0o0o0o0ocoo o
©c ©ocoocoocooco0ocoocoocooeeco oo
©c ©coococoooooocooocooooooo oo
©c oo oocoocoocooooo0oo0ooco oo
© ©o o oo ooo0ooo0oo0o0oo0oooo oo o
© ©c o oo o ooooo©oooo0oooo o oo
©c oo ococoocoocoocoocooooooo oo
m e O~ DO NMmT OSBRSS oNm

1111111111 2 R AR

[ =l RIAS|WN
R~INSIMNS NN
BHRNEERONQ
RSN NS
el S YERISIICEN @ ISV NS IS
NN QES
[HERSMNRN S NS
NN QSSR)
TSN =]
QLNERRAMNNSN

tations/ClassClust/Deeplea
rning_Introduction Short.sli

http://srdas.qithub.io/Presen
des.html#/28

0
0

240 0 0 0 0 0 0 0 0 0
250 0 0 0 0 0 0 0 0 O

Showing 1 to 25 of 60,000 entries


https://www.cs.toronto.edu/~kriz/cifar.html
https://www.cs.toronto.edu/~kriz/cifar.html
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/28
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/28
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/28
http://srdas.github.io/Presentations/ClassClust/DeepLearning_Introduction_Short.slides.html#/28

Learning the Black-Scholes-Merton Model

from scipy.stats import norm
def BSM(S,K,T,siqg,rf,dv,cp): #cp = {+1.0 (calls), -1.0 (puts)}
dl = (math.log(S/K)+(rf-dv+0.5*sig**2)*T)/(sig*math.sqrt(T))
d2 = dl - sig*math.sqrt(T)
return cp*S*math.exp(-dv*T)*norm.cdf(dl*cp) - cp*K*math.exp(-rf*T)*norm.cdf(d2

*Cp)

df = pd.read csv('data/training.csv')

C is homogeneous degree one, so
aC(S, K) = C(as, akK)
This means we can normalize spot and call prices and remove a variable by dividing by K.

&K _ ek

http://srdas.qithub.io/Presentations/ClassClust/Deepl earning_Introduction_Short.slides.html#/36
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Machine Learning and the Future of Work

Cognitive

Manual

--David Beyer

Paralegal
research

Inter-Personal
Social
(Sales, Being a Good Leader)

Analytical

The “one

second” rule.

Police facebooks

Routine

Non-Routine

Al researchers salaries go through
the roof:

(Roy) Amara’s Law: “We tend to
overestimate the effect of a technology in
the short run and underestimate the effect in
the long run.”

Arthur C. Clarke’s Three Laws:

1. When a distinguished but elderly scientist
states that something is possible, he is
almost certainly right. When he states that
something is impossible, he is very probably
wrong.

2. The only way of discovering the limits of
the possible is to venture a little way past
them into the impossible.

3. Any sufficiently advanced technology is
indistinguishable from magic.


https://www.nytimes.com/2017/10/22/technology/artificial-intelligence-experts-salaries.html?hp&action=click&pgtype=Homepage&clickSource=story-heading&module=second-column-region&region=top-news&WT.nav=top-news
https://www.nytimes.com/2017/10/22/technology/artificial-intelligence-experts-salaries.html?hp&action=click&pgtype=Homepage&clickSource=story-heading&module=second-column-region&region=top-news&WT.nav=top-news
https://www.nytimes.com/2017/10/22/technology/artificial-intelligence-experts-salaries.html?hp&action=click&pgtype=Homepage&clickSource=story-heading&module=second-column-region&region=top-news&WT.nav=top-news
https://www.nytimes.com/2017/10/22/technology/artificial-intelligence-experts-salaries.html?hp&action=click&pgtype=Homepage&clickSource=story-heading&module=second-column-region&region=top-news&WT.nav=top-news
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Bank of Indonesia — BIS/IFC Workshop on
“Big Data for Central Bank Policies”
July 2018

Professor Sanjiv Ranjan Das
Santa Clara University

(The presentation follows the links below. The slides will open in the browser automatically.
Press “F” to get full-screen slides. “Esc” returns you from full screen mode.)
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Overview slides for all the content below are here. The slides contain links to all the models and
program code below.

14.00 — 15.30
Session 3a: Extracting Knowledge From Large
Quantitative Datasets: Classification and Clustering

Machine L earning
Linear Models

Logistic Regression
Discriminant Analysis
Bayes Classifier

Support Vector Machines
Nearest Neighbors (kNN)
Decision Trees

Random Forest

© 0N EWN=

15.45-17.15
Session 3b: Extracting Knowledge From Large
Quantitative Datasets: Classification and Clustering

1. Dimension Reduction

2. Clustering
3. Neural Networks and Deep Learning
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e Session 1
e Session 2
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Introduction to Text Mining
Bank Indonesia—IFC Workshop

Stephen Hansen
University of Oxford



Introduction

Most empirical work in economics relies on inherently quantitative data:
prices, demand, votes, etc.

But a large amount of unstructured text is also generated in economic
environments: company reports, policy committee deliberations, media
articles, political speeches, etc.

One can use such data qualitatively, but increasing interest in treating
text quantitatively.

My lectures will review how economists have done this until recently, and
also more modern machine learning approaches.



Textual Databases

A single observation in a textual database is called a document.
The set of documents that make up the dataset is called a corpus.

We often have covariates associated with each document that are
sometimes called metadata.



Example

In “Transparency and Deliberation” we use a corpus of verbatim FOMC
transcripts from the era of Alan Greenspan:
> 149 meetings from August 1987 through January 2006.

» A document is a single statement by a speaker in a meeting
(46,502).

» Associated metadata: speaker biographical information,
macroeconomic conditions, etc.



Data Sources

There are many potential sources for text data, such as:
1. PDF files or other non-editable formats
2. Word documents or other editable formats

3. Web pages

4. Application Programming Interfaces (API) for web applications.



From Files to Databases

Turning raw text files into structured databases is often a challenge:

1. Separate metadata from text
2. ldentify relevant portions of text (paragraphs, sections, etc)

3. Remove graphs and charts

First step for non-editable files is conversion to editable format, usually
with optical character recognition software.

With raw text files, we can use regular expressions to identify relevant
patterns.

HTML and XML pages provide structure through tagging.

If all else fails, relatively cheap and reliable services exist for manual
extraction.



What is Text?

At an abstract level, text is simply a string of characters.

Some of these may be from the Latin alphabet—*a’, 'A’, 'p’ and so
on—but there may also be:

1.

o oA~ e

Decorated Latin letters (e.g. )

Non-Latin alphabetic characters (e.g. Chinese and Arabic)
Punctuation (e.g. ‘")

White spaces, tabs, newlines

Numbers

Non-alphanumeric characters (e.g. ‘@)

Key Question: How can we obtain an informative, quantitative
representation of these character strings? This is the goal of text mining.

First step is to pre-process strings to obtain a cleaner representation.



Pre-Processing |: Tokenization

Tokenization is the splitting of a raw character string into individual
elements of interest.

Often these elements are words, but we may also want to keep numbers
or punctuation as well.

Simple rules work well, but not perfectly. For example, splitting on white
space and punctuation will separate hyphenated phrases as in ‘risk-averse
agent' and contractions as in ‘aren't’.

In practice, you should (probably) use a specialized library for
tokenization.



Pre-Processing Il: Stopword Removal

The frequency distribution of words in natural languages is highly skewed,
with a few dozen words accounting for the bulk of text.

These stopwords are typically stripped out of the tokenized
representation of text as they take up memory but do not help distinguish
one document from another.

[

Examples from English are ‘a’, ‘the’, ‘to’, ‘for’ and so on.

No definitive list, but example on
http://snowball.tartarus.org/algorithms/english/stop.txt.


http://snowball.tartarus.org/algorithms/english/stop.txt

Pre-Processing Il: Stopword Removal

The frequency distribution of words in natural languages is highly skewed,
with a few dozen words accounting for the bulk of text.

These stopwords are typically stripped out of the tokenized
representation of text as they take up memory but do not help distinguish
one document from another.

[

Examples from English are ‘a’, ‘the’, ‘to’, ‘for’ and so on.

No definitive list, but example on
http://snowball.tartarus.org/algorithms/english/stop.txt.

Also common to drop rare words, for example those that appear is less
than some fixed percentage of documents.


http://snowball.tartarus.org/algorithms/english/stop.txt

Pre-Processing Ill: Linguistic Roots

For many applications, the relevant information in tokens is their
linguistic root, not their grammatical form. We may want to treat
‘prefer’, ‘prefers’, ‘preferences’ as equivalent tokens.

Two options:

» Stemming: Deterministic algorithm for removing suffixes. Porter
stemmer is popular.
Stem need not be an English word: Porter stemmer maps ‘inflation’
to ‘inflat’.

» Lemmatizing: Tag each token with its part of speech, then look up
each (word, POS) pair in a dictionary to find linguistic root.
E.g. ‘saw’ tagged as verb would be converted to ‘see’, ‘saw’ tagged
as noun left unchanged.

A related transformation is case-folding each alphabetic token into
lowercase. Not without ambiguity, e.g. ‘US’" and ‘us’ each mapped into
same token.



Pre-Processing 1V: Multi-Word Phrases

Sometimes groups of individual tokens like “Bank Indonesia” or “text
mining” have a specific meaning.

One ad-hoc strategy is to tabulate the frequency of all unique two-token
(bigram) or three-token (trigram) phrases in the data, and convert the
most common into a single token.

In FOMC data, most common bigrams include ‘interest rate’, ‘labor
market', ‘basi point’; most common trigrams include ‘feder fund rate’,
‘real interest rate’, ‘real gdp growth’, ‘unit labor cost’.



More Systematic Approach

Some phrases have meaning because they stand in for specific names, like
“Bank Indonesia”. One can used named-entity recognition software
applied to raw, tokenized text data to identify these.

Other phrases have meaning because they denote a recurring concept,
like “housing bubble”. To find these, one can apply part-of-speech
tagging, then tabulate the frequency of the following tag patterns:

AN/NN/AAN/ANN/NAN/NNN/NPN.

See chapter on collocations in Manning and Schiitze's Foundations of
Statistical Natural Language Processing for more details.



Example from NYT Corpus

Clwt w?)  w! w? tag pattern
11487 New York AN
7261 United States AN
5412 Los Angeles NN
3301 last year AN
3191 Saudi Arabia NN
2699 last week AN
2514 vice president AN
2378 Persian Gulf AN
2161 San Francisco NN
2106 President Bush NN
2001 Middle East AN
1942 Saddam  Hussein NN
1867 Soviet Union AN
1850 White House AN
1633 United Nations AN
1337 York City NN
1328 oil prices NN



Pre-Processing of FOMC Corpus

| All terms  Alpha terms  No stopwords  Stems

# total terms 6249776 5519606 2505261 2505261
# unique terms 26030 24801 24611 13734



Notation

The corpus is composed of D documents indexed by d.

After pre-processing, each document is a finite, length-Ny list of terms
wg = (Wg1,. .., Wd n,) with generic element wy ,.

Let w = (wy,...,wp) be a list of all terms in the corpus, and let
N =", Ny be the total number of terms in the corpus.

Suppose there are V' unique terms in w, where 1 < V < N, each
indexed by v.

We can then map each term in the corpus into this index, so that
Wd,n € {1, RN V}

Let xg,v = ), 1(wq,n = v) be the count of term v in document d.



Example

Consider three documents:
1. ‘stephen is nice’
2. 'john is also nice’

3. ‘george is mean’

We can consider the set of unique terms as
{stephen, is, nice, john, also, george, mean} so that V = 7.

Construct the following index:

stephen is nice john also george mean

1 2 3 4 5 6 7
We then have wy = (1,2,3); wy = (4,2,5,3); ws = (6,2,7).

Moreover x;1 =1, x01 =0, x3.1 =0, etc.



Document-Term Matrix

A popular quantitative representation of text is the document-term
matrix X, which collects the counts xg,, into a D x V matrix.

In the previous example, we have
11100 00
X=]101 11100
01 00 01O
The key characteristics of the document-term matrix are its:

1. High dimensionality
2. Sparsity



Ngram Models

In the above example, we made an explicit choice to count individual
terms, which destroys all information on word order.

In some contexts, this may be sufficient for our information needs, but in
others we might lose valuable information.

We could alternatively have counted all adjacent two-term phrases, called
bigrams or, more generally, all adjacent N-term phrases, called Ngrams.

This is perfectly consistent with the model described above, where v now
indexes unique bigrams rather than unique unigrams:

stephen.is is.nice john.is is.also also.nice george.is is.mean
1 2 3 4 5 6 7

We then have wy = (1,2); wa = (3,4,5); wz = (6,7).



Dimensionality Reduction through Keywords

The first approach to handling X is to limit attention to a subset of
columns of interest.

In the natural language context, this is equivalent to representing text
using the distribution of keywords across documents.

One can either look at the incidence of keywords (Boolean search), or
else their frequency (dictionary methods).

The researcher must decide in advance which are the keywords of interest.



Application

The recent work of Baker, Bloom, and Davis on measuring economic
policy uncertainty (http://www.policyuncertainty.com/) is largely
based on a media index constructed via Boolean searches of US and
European newspapers.

For each paper on each day since 1985, identify articles that contain:

1. “uncertain” OR “uncertainty”, AND
2. “"economic” OR “economy”, AND

3. “congress” OR “deficit” OR “federal reserve” OR "“legislation” OR
“regulation” OR “white house”

Normalize resulting article counts by total newspaper articles that month.


http://www.policyuncertainty.com/

Results

News-Based Policy Uncertainty Index
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Why Text?

VIX is an asset-based measure of uncertainty: implied S&P 500 volatility
at 30-day horizon using option prices.

So what does text add to this?
1. Focus on broader type of uncertainty besides equity prices.
2. Much richer historical time series.

3. Cross-country measures.



Term Weighting

Dictionary methods are based on raw counts of words.
But the frequency of words in natural language can distort raw counts.

Zipf's Law is an empirical regularity for most natural languages that
maintains that the frequency of a particular term is inversely proportional
to its rank.

Means that a few terms will have very large counts, many terms have
small counts.

Example of a power law.



Zipf's Law in FOMC Transcript Data

log(freq)

Zipf's Law for FOMC Tokens

14

log(rank)

12



Rescaling Counts

Let x4,, be the count of the vth term in document d.

To dampen the power-law effect can express counts as

0 if Xd.v = 0
thy,, = .
’ 1+ log(xq,,) otherwise

which is the term frequency of v in d.



Thought Experiment

Consider a two-term dictionary © = {v/, v"'}.
Suppose two documents d’ and d” are such that:

Xd’,v’ > Xd//’vl and Xd/,v” < Xd/’,v”'

Now suppose that no other document uses term v/ but every other
document uses term v/’

Which document is “more about” the theme the dictionary captures?



Inverse Document Frequency

Let df, be the number of documents that contain the term v.

The inverse document frequency is

. D
idf, = log (dﬁ,) ,
where D is the number of documents.

Properties:
1. Higher weight for words in fewer documents.

2. Log dampens effect of weighting.



TF-IDF Weighting

Combining the two observations from above allows us to express the term
frequency - inverse document frequency of term v in document d as

tf—idfd’v = tfd,v x idf,.

Gives prominence to words that occur many times in few documents.
Can now score each document as sy = ZVE’D tf-idfy , and then compare.

In practice, this can provide better results than simple counts.



Data-Driven Stopwords

Stopword lists are useful for generic language, but there are also
context-specific frequently used words.

For example, in a corpus of court proceedings, words like ‘lawyer’, ‘law’,
‘justice’ will show up a lot.

Can also define term-frequency across entire corpus as

tf, =1+ log (Z xd7v> .

d

One can then rank each term in the corpus according to tf, x idf,, and
choose a threshold below which to drop terms.

This provides a means for data-driven stopword selection.



Stem Rankings in FOMC Transcript Data

R1 = collection frequency ranking

R2 = tf-idf-weighted ranking

Rank 1 2 3 4 5 6 7 8 9
R1 rate think year will  market growth inflat price percent
R2 panel katrina graph fedex wal mart mbs  mfp euro



Ranking of All FOMC Stems
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Vector Space Model

One can also view rows of document-term matrix as vectors lying in a
V-dimensional space.

Tf-idf weighting usually used, but not necessary.

The question of interest is how to measure the similarity of two
documents in the vector space.

Initial instinct might be to use Euclidean distance /> (xj,, — xj7v)2.



Three Documents

Term 2 o

X2

X1

X3

Term 1



Problem with Euclidean Distance

Semantically speaking, documents 1 and 2 are very close, and document
3 is an outlier.

But the Euclidean distance between 1 and 2 is high due to differences in
document length.

What we really care about is whether vectors point in same direction.



Cosine Similarity

Define the cosine similarity between documents / and j as
L. X; + X;
CS(i,j) = s

IR

1. Since document vectors have no negative elements CS(i, j) € [0, 1].

2. x;/ ||xi|| is unit-length, correction for different distances.



Application

An important theoretical concept in industrial organization is location on
a product space.

Industry classification measures are quite crude proxies of this.

Hoberg and Phillips (2010) take product descriptions from 49,408 10-K
filings and use the vector space model (with bit vectors defined by
dictionaries) to compute similarity between firms.

Data available from http://alex2.umd.edu/industrydata/.


http://alex2.umd.edu/industrydata/

Towards Machine Learning

Dictionary methods focus on variation across observations along a limited
number of dimensions and ignore the rest.

Ideally we would use variation across all dimensions to describe
documents.

This obviously provides a richer description of the data, but a deeper
point relevant for many high-dimensional datasets is that economic
theory does not tell us which dimensions are important.

At the same time, incorporating thousands of independent dimensions of
variation in empirical work is difficult.

(Unsupervised) machine learning approaches exploit all dimensions of
variation to estimate a lower-dimensional set of types for each documents.



Unsupervised Learning for Text

The implicit assumption of dictionary methods is that the set of words in
the dictionary map back into an underlying theme of interest.

For example we might have that
® = {school, university, college, teacher, professor} — education.

Latent variable models formalize the idea that documents are formed by
hidden variables that generate correlations among observed words.

In a natural language context, these variables can be thought of as
topics; other applications will have other interpretations.



Information Retrieval

Latent variable representations can more accurately identify document
similarity.

The problem of synonomy is that several different words can be
associated with the same topic. Cosine similarity between following
documents?

school university college teacher professor

0 5 5 0 2
school university college teacher professor
10 0 0 4 0

The problem of polysemy is that the same word can have multiple
meanings. Cosine similarity between following documents?

tank seal frog animal navy war

10 10 3 2 0 0
tank seal frog animal navy war
10 10 0 0 4 3

If we correctly map words into topics, comparisons become more
accurate.



Mixture versus Mixed-Membership Models

An important distinction in modeling documents is whether they are
associated with one or more latent variables.

In traditional cluster analysis, and in mixture models, observations are
represented as coming from a single latent category.

In fact, we might imagine that documents cover more than one topic:
monetary policy speeches discuss inflation and growth.

Models that associated observations with more than one latent variable
are called mixed-membership models. Also relevant outside of text
mining: in models of group formation, agents can be associated with
different latent communities (sports team, workplace, church, etc).



Latent Semantic Analysis

One of the first mixed-membership models in text mining was the Latent
Semantic Analysis/Indexing model of Deerwester et. al. (1990).

A linear algebra rather than probabilistic approach that applies a singular
value decomposition to document-term matrix.

Closely related to classical principal components analysis.

Examples in economics: Boukus and Rosenberg (2006); Hendry and
Madeley (2010); Acosta (2014); Waldinger et. al. (2018).



Singular Value Decomposition

The document-term matrix X is not square, but we can decompose it
using a generalization of the eigenvector decomposition called the
singular value decomposition.

Proposition

The document-term matrix can be written X = AXB7T where A is a
D x D orthogonal matrix, B is a V x V orthogonal matrix, and X is a
D x V matrix where X;; = o; with o; > 011 and X;; =0 for all i # j.



Approximating the Document-Term Matrix

We can obtain a rank k approximation of the document-term matrix Xy
by constructing X, = AX, BT, where X is the diagonal matrix formed
by replacing X; = 0 for i > k.

The idea is to keep the “content” dimensions that explain common
variation across terms and documents and drop “noise” dimensions that
represent idiosyncratic variation.

Often k is selected to explain a fixed portion p of variance in the data. In
this case k is the smallest value that satisfies 3, 02/ 32,02 > p.

We can then perform the same operations on X, as on X, e.g. cosine
similarity.



Example

Suppose the document-term matrix is given by

car automobile ship boat

di | 10 0 1 0
dr| 5 5 1 1
X — d3| 0 14 0 0
dy| O 2 10 5
ds| 1 0 20 21
dg| O 0 2 7



Matrix of Cosine

d
d>
d3
ds
ds

Similarities
d d d3 di ds
1 .

0.70 1 .

0.00 0.69 1 .

0.08 0.30 0.17 1

0.10 0.21 0.00 0.92 1

0.02 0.17 0.00 0.66 0.88

ds

1



SvD

The singular values are (31.61,15.14,10.90, 5.03).

0.0381
0.0586
0.0168
0.3367
0.9169
0.2014

0.1435
0.3888
0.9000
0.1047
—0.0792
—0.0298

0.0503
0.0380
0.7024
0.7088

—0.8931 —0.02301 0.3765
—0.3392 0.0856  —0.7868

0.2848 0.0808 0.3173
0.0631  —0.7069 —0.2542
0.0215 0.1021 0.1688
0.0404 0.6894  —0.2126

0.2178 —0.9728 0.0595
0.9739  0.2218  0.0291
—0.0043 —-0.0081 —0.7116
—0.0634 0.0653  0.6994

0.1947
—0.3222
0.0359
0.5542
—0.3368
0.6605



Rank-2 Approximation

car  automobile ship boat

di | 0.5343 2.1632 0.8378  0.7169
dy | 1.3765 5.8077 1.2765  0.9399
dsz | 2.9969 13.2992 0.3153  0.4877
ds | 0.8817 1.9509 7.4715  7.4456
ds | 1.1978 0.0670 20.3682 20.6246
ds | 0.2219 0.1988 4.4748  4.5423

X, =



Matrix of Cosine

d
d>
d3
ds
ds

Similarities
d d d3 di ds
1 .

0.97 1 .

0.91 0.97 1 .

0.60 0.43 0.23 1

0.45 0.26 0.05 0.98 1

0.47 0.29 0.07 0.98 0.99

ds

1



Application: Transparency

How transparent should a public organization be?
Benefit of transparency: accountability.

Costs of transparency:
1. Direct costs
2. Privacy
3. Security

4. Worse behavior — “chilling effect”



Transparency and Monetary Policy

Mario Draghi (2013): “It would be wise to have a richer
communication about the rationale behind the decisions that the
governing council takes.”

Table: Disclosure Policies as of 2014

| Fed | BoE | ECB
v v X
v | X | X

Minutes?
Transcripts?




Natural Experiment

FOMC meetings were recorded and transcribed from at least t