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Indicators to support monetary and financial
stability analysis: overview of the seventh IFC
conference

Ummil Aminudin, Blaise Gadanecz and Bruno Tissot!

The seventh IFC conference on “Indicators to support monetary and financial stability
analysis: data sources and statistical methodologies” was hosted by the BIS in Basel
on 4-5 September 2014. It was opened by Muhammad Ibrahim, the IFC Chairman,
who welcomed the 139 participants representing central banks and statistical
agencies from 60 countries. He underlined the importance of the main theme of the
Conference given the new environment that has emerged from the 2007-08
financial crisis and which will have lasting implications for central bank statisticians,
among others.

In his opening remarks, Hervé Hannoun, the BIS Deputy General Manager,
stressed that the increasing involvement of central banks in macroprudential policy
will give rise to new data needs, in addition to those required for supporting
monetary policy. Data collection, processing and analysis will all need to adapt
accordingly. One example, where it is essential to make progress, is measurement
issues around inflation and inflation expectations. Low or negative inflation in a
number of countries is raising important issues for central banks, reflecting not only
their “traditional” monetary policy mandate, but also their new financial stability
focus.

The conference was a good forum for reflecting on these issues. The first two
sessions covered the new indicators for monetary policy and financial stability in the
aftermath of the financial crisis. Recent advances in the development and use of
such indicators were presented, with a focus on accuracy, comparability and
comprehensiveness. The third and fourth sets of sessions dealt with the use of
sample surveys, micro and granular data, new statistical methodologies and
techniques to enhance monetary and financial stability analysis at central banks,
especially in the presence of data gaps. A special session was devoted to household
finance statistics. Two main themes emerged from the closing panel discussion:
communication around statistics and the use of micro versus macro data.

Session 1: New indicators for monetary policy

The overarching theme of the first session on New indicators for monetary policy,
chaired by Aurel Schubert, European Central Bank, was how to condense several
monetary indicators into a single one to serve as an input for policymaking. Several
central banks shared their experiences of using composite indicators for (i)

! Central Bank of Malaysia (Statistical Services Department), Bank for International Settlements (BIS;

Monetary and Economic Department) and IFC Secretariat, respectively.
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assessing the impact of monetary policy and (ii) for monitoring economic
developments.

Regarding the first objective, ie measuring of the impact of monetary policy, one
example was presented by the ECB. It has built a set of indicators that reflect the
cost of bank borrowing in the euro area. The indicators capture the lending rates
faced by households and non-financial corporates in each member country. They
are constructed as a weighted average of monetary financial institutions’ lending
interest rates, encompassing lending to various borrowers and providing a simple
maturity breakdown. The aim is twofold: firstly to facilitate the analysis of the
transmission mechanism of monetary policy and the pass-through of policy interest
rates to actual lending rates; and secondly to assess the fragmentation of lending
conditions across the euro area.

The National Bank of the Republic of Macedonia has also developed an
indicator that measures the actual monetary policy stance once policy actions have
been transmitted through the financial system. The objective is to assess the
financial conditions experienced by economic agents in the real sector once
commercial banks have adjusted their lending behaviour to changes in monetary
policy. To obtain the indicator, a structural VAR model is estimated that
incorporates both non-policy and policy variables. This approach aims at facilitating
the analysis of monetary policy as a stabilisation tool.

Turning to the second objective, ie the monitoring of economic developments,
several composite indicators have been developed to facilitate the work of
monetary authorities. For instance, the Central Bank of Malaysia has designed a
Holistic Inflation Surveillance Framework to gauge how various demand, cost,
supply and expectation elements can both directly and indirectly impact inflation.
The aim is to fine-tune the analysis of rapidly-changing inflation dynamics by better
monitoring first-round effects (inflation pervasiveness) and second-round effects
(inflation persistence) arising from a price shock. The framework also comprises a
means of forecasting the inflation path (and the associated probability distribution),
using a number of techniques. These include a nowcasting model (1 month ahead),
a univariate model (3-6 months ahead), a VAR and Phillips curve model (12-24
months ahead), and a structural/DSGE model (beyond 24 months).

Bank Indonesia has also built an indicator for monitoring how the real economy
is impacted by external shocks. The approach relies on the identification of various
vulnerability indicators, the collection of which can be used as an early warning
system. A composite index is then constructed that facilitates the monitoring of
external sector fragilities.

Lastly, the Central Bank of Nigeria related its experience computing a group of
macroprudential indicators in order to analyse the effects of economic factors on
the financial system. Apart from its usefulness for financial stability purposes (see
below), the monitoring of these indicators can be a key element for informing
monetary policy decisions.

There are, however, a number of challenges related to these indicators. While
they can be useful to provide input into monetary policy decision-making, there is a
need to ensure that they are accurate and comprehensive. As regards accuracy, a
drawback of composite indicators is that their apparent simplicity may mask a
number of underlying issues. One example is survival bias: for instance, the
measurement of the transmission of monetary policy tends to capture the financial
conditions faced by those firms that continue to exist after a specific shock, not of
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those that may have closed their business because of their inability to access credit.
Another accuracy issue is that composite indicators mix a number of heterogeneous
components: for instance, financial conditions indices typically mix fixed and
floating lending rates, various loan maturities, and so on. Yet another aspect is that
cross-country comparisons can be complicated when using composite indicators.
For instance, the monetary transmission mechanism, as measured by the ECB's
borrowing cost indicators, can be distorted by the fact that competitive structures
differ across various national banking sectors.

Turning to the issue of comprehensiveness, the conference highlighted
policymakers’ need to rely on more than just a single indicator to inform their
decisions. That is particularly the case when gauging monetary conditions. For
instance, an innovative monetary policy stance index like that of the National Bank
of the Republic of Macedonia can help assess the effectiveness of both conventional
and unconventional policy instruments. However, the actual reaction function of the
central bank often depends on other factors such as the constraints (in Macedonia's
specific case) posed by the exchange rate regime. Even an approach that
encompasses a large range of indicators, like the holistic inflation analysis
framework introduced by the Central Bank of Malaysia, may still be unreliable for
making comparisons across sectors and over time. Changes in economic dynamics
(eg the degree of persistence of an inflation shock) and structural breaks (eg
changes in policy regimes) are additional factors complicating the construction of
composite indicators that can pass the test of time.

Session 2: New indicators for financial stability

The second session on New indicators for financial stability, chaired by Gilbin
Sahinbeyoglu, Central Bank of the Republic of Turkey, showed that financial stability
monitoring can be enhanced by (i) constructing and using composite financial
conditions indices based on macro variables and (ii) aggregating micro data
reported at the granular level by individual institutions.

Regarding the construction and use of composite financial conditions indices
based on macro variables, several central banks presented their work in this area.
Their indicators are generally constructed by averaging various sectoral indices and
applying a specific weighting methodology. The monthly Financial Conditions
Composite Indicator (FCCI) constructed by the Reserve Bank of India covers the
banking and monetary sectors, as well as equity, bond and foreign exchange
markets. By controlling for the effects of macroeconomic fundamentals, the
information value of these financial indicators is used to (i) track financial stability as
an explicit policy variable, (ii) identify periods of financial stress, and (iii) provide
signals of possible future tensions. In particular, a so-called Composite Leading
Indicator has been constructed to detect early warning signals of financial stress in
the Indian economy.

A similar approach has been followed by the Central Bank of Nigeria in
developing a composite financial system stability index (FSSI) for the Nigerian
financial system. This FSSI is derived by applying statistical and empirical
normalisation methods to various indicators of banking system strength, equity
market performance and insurance industry soundness. The index aims to capture
episodes of stability and vulnerability in the financial system and can be used as a
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composite indicator to support financial stability analysis. This approach also
complements parallel work conducted at the Central Bank of Nigeria and presented
in Session 1. the computation of financial soundness indicators based on
macroprudential indicators allows for the assessment of the resilience of the
banking industry (in addition to informing monetary policy decisions).

The BIS has also developed a regular monitoring at the macro level of the
global financial system for financial stability purposes. The aim is to assess the level
of global liquidity, a concept defined as the degree of ease of financing in global
financial markets. While it is hard to summarise this concept in a single indicator,
the objective is to monitor the funding conditions of financial intermediaries, which,
in turn, influence the build-up of vulnerabilities in the whole financial system in the
form of asset price inflation, leverage, or maturity or funding mismatches. The
indicators monitored and published by the BIS try, therefore, to measure these
"footprints” of global liquidity. For instance, the cross-border US dollar positions of
global internationally active banks are a gauge of (i) the ease by which they get
international funding, (ii) their ability to channel dollar funds to the rest of the
economies in which they operate, and (iii) the sources of potential contagion
between major financial centres in times of stress.

Turning to the more micro level, a number of central banks presented ways to
use institution-level data to support financial stability analysis, and in particular
identify system-wide vulnerabilities/contagion channels. The Bank of Italy's
approach assesses the interaction of individual banks’' balance sheets using their
granular bilateral exposures to identify the transmission channels of financial stress
— going beyond the simple propagation effects due to the cascading of
counterparty defaults. Such contagion/network analysis allows one to detect those
financial institutions that can have a “systemic” impact and thereby provides useful
information for regulatory authorities. It also echoes the analysis conducted by the
Bank of Russia, which calculates a range of indicators for Russian commercial banks,
based on their individual balance sheet data (such as loan-to-deposit ratios, or net
stable funding ratios). Information on the funding structure of the banking industry
is deemed useful for monitoring macroeconomic conditions and episodes of
financial stress.

The Central Bank of Ireland also mobilises granular, security-by-security data to
enhance the oversight of the Irish money market funds (MMFs) industry. A number
of specific indicators have been identified to support such analysis, in particular,
investor outflows/inflows and average yields, broken down by funds’ characteristics
(eg size, investor base). Since these funds play an important role in determining the
funding and liquidity of Irish financial intermediaries, their monitoring appears
useful for financial stability analyses at large.

A key takeaway of session 2 was the recognition that there is value in using
more granular (institution-level) data, even when presented in aggregate. It helps to
identify vulnerabilities that macro indicators collected at a sector- or country-level
can less easily capture. One major point of debate, however, was whether all aspects
of financial conditions can be summarised by a single indicator. For instance, a
specific leading indicator can be selected because of its usefulness during an
observed period of stress, but it may be less effective on other occasions. Moreover,
other indicators may exhibit superior leading properties as circumstances evolve.
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Sessions 3 A —4 A: the use of sample surveys

Can central banks make use of surveys to supplement other statistical data
collections in order to fill information gaps? The answer from these sessions, chaired
by Eugeniusz Gatnar, National Bank of Poland, was undoubtedly positive: the use of
surveys can help enhance monetary and financial stability analysis, especially by
getting a better picture of areas that are not well covered by more “traditional”
statistics. However, there are a number of challenges.

As regards the use of surveys for financial stability purposes, in the first of its
presentations, the Central Bank of Nigeria reported on its recent experience
assessing agents’ financial positions, such as domestic financial situation and
income. Moreover, a specific survey of foreign assets and liabilities is targeted to
enterprises with foreign investment and helps to measure the size of foreign
financial flows in the country. All this information is deemed instrumental in
assessing the resiliency of the financial system and its smooth functioning.

Similarly, the first presentation by Bank Indonesia showed how a hedging
survey is used as a tool to identify potential risks faced by non-bank private
companies in managing their external debt, particularly currency risk and interest
rate risk. The survey results help to assess the size of the private sector external debt
that is hedged, with information by sector, type of risk exposure, and type of
hedging instruments. The authorities can thus devote specific attention to those
companies that do not hedge their external debt and are vulnerable to currency risk
(eg when their revenues are primarily in domestic currency). Based on the risks
identified, specific macroprudential policy tools can in turn be deployed to influence
agents’ level of debt, its composition, and the use of hedging.

Turning to the use of surveys for monetary analysis, Nigeria relies on a number
of enterprise and household surveys. In particular, its business and consumer
surveys help to generate reliable, accurate and timely information on economic
agents’ expectations, thereby facilitating the calibration of the instruments used by
monetary policy and its effectiveness. A second paper by the Central Bank of
Nigeria showed how consumer confidence data can support the modelling and
forecasting of household consumption in the country. Similarly, the experience of
the Reserve Bank of India is that qualitative business tendency surveys provide
flexibility in tracking economic developments in a timely manner, compared to more
conventional methods. One example is the quarterly Industrial Outlook Survey,
which appears to outperform other data in capturing short-term movements and in
anticipating turning points in the Indian economy. This survey information can
therefore be of key interest for monetary authorities.

Several presentations underlined the usefulness of surveys when there is a lack
of "real” economic data. One example, reported by Bank Indonesia, is to use surveys
as “leading information”. Because they provide useful insights into the real state of
the economy and into the economic outlook, firms and household surveys are used
for "nowcasting” exercises and short-term projections. Similarly, one issue faced by
the Bank of Mauritius is that of the uncertainties surrounding output gap estimates
and therefore the assessment of potential inflationary pressures. This stems from
the absence of sufficient data collected in some sectors (eg tourism) when
compiling GDP figures. In fact, the use of additional indicators (eg hotel occupancy
rates) can significantly improve output gap estimations. A specific Business
Perspective Survey is therefore being designed as a survey-based approach for
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capturing retail activity to enhance output gap estimates. The flagship short-term
economic survey of the Bank of Japan (the Tankan survey) is a long-established
source of information on the economic situation and outlook for Japanese
enterprises. This survey has been recently expanded to include new items in order
to get additional information on inflation expectations, both at the level of the firm
and the economy in general. Evidence presented at the conference suggested that
this new information is particularly valuable for the central bank: first, it captures the
distribution of inflation expectations depending on a firm’s size and the industrial
sector in which it operates; second, it complements other sources on inflation
expectations.

Yet monetary authorities can also usefully conduct surveys to obtain data that
are usually not captured in the “traditional” apparatus of the national accounts. That
is particularly the case when assessing the state of financial conditions and their
impact on economic agents’ spending. For instance, bank lending surveys can
convey useful information on credit standards — especially for small and medium-
sized enterprises — that is not available from other sources. The Bank of France
presentation emphasised that “traditional” quantitative credit statistics are of limited
use for simultaneously assessing credit supply and demand. Indeed, while opinion
surveys can show how credit standards are applied by bankers and are perceived by
borrowers, and how possible rationing effects can therefore arise. For instance, the
Bank Lending Survey coordinated by the Eurosystem has been used to assess the
dynamics of credit supply and demand for French SMEs, estimated through a
dynamic disequilibrium model relating qualitative surveys’' opinions and actual
credit flows. The presentation by the ECB also emphasised the usefulness of the
Survey on Access to Finance of Enterprises (SAFE) sponsored by the European
Commission and the ECB. Another advantage of qualitative survey data is that they
can be matched with other, quantitative micro data sources, for instance business
registers containing firms' level financial information.

Participants confirmed that sample surveys can allow central banks to fill data
gaps and improve their monetary and financial stability analysis. In fact, a number of
central banks are using the same surveys for both monetary and financial stability
analysis — a duality emphasised in the papers presented by the central banks of
Nigeria and Indonesia, among others.

However, challenges remain. Low response rates, sampling bias, interpretation
errors, discontinuities in the composition of the panel of respondents, inadequate
methodologies are among the various problems that need to be overcome to
ensure sufficient survey quality, as highlighted in the Indonesian case — these
problems appear particularly acute for those surveys conducted by telephone, as
reported by the ECB presentation. Another difficulty relates to the combination of
granular datasets. For instance, matching the European SAFE survey with firm
balance sheet data can provide useful information, but it also raises issues in terms
of the preservation of respondents’ confidentiality as well as sample
representativeness. Lastly, survey data can raise important cross-country
comparability issues, as reported in the ECB study on SMEs’ access to credit.

6 IFC Bulletin 39



Sessions 3 B — 4 B: Granular and micro data

Another avenue for supporting central banks’ policies and analyses is to mobilise
granular data - or so-called "disaggregated”, or “micro data”, ie economic
information that is broken down at the individual level of households or firms. These
sessions, chaired by Charles Thomas, Federal Reserve Board of Governors,
highlighted the usefulness of such data, which can complement the more traditional
information provided at a more aggregated level, for instance by the national
accounts framework.

One area of interest is credit information. Many central banks rely on individual
loan data, derived from several sources such as central credit registers, private credit
bureaus, individual loan repositories as well as micro credit surveys. This information
efficiently supports the banks' financial stability and monetary analysis as well as
microprudential supervision tasks. For instance, the Bank of Korea has obtained
micro data from private registries set up to assist creditors in evaluating individual
borrowers’ credit quality. Timely information is available on how credit is provided
to customers (eg type of loans), their loan payment behaviour (eg credit incidents)
and the situation and sustainability of their balance sheets. That is a key input
supporting the central bank’s monitoring of macroeconomic and credit conditions
as well as financial stability risks.

Authorities may even use micro data to assess a very specific segment of the
credit market. For instance, the Czech National Bank has started collecting
information on renegotiated loans. Loan renegotiations have become frequent,
especially in the housing area in the recent period of falling interest rates, and can
have important financial stability implications, as credit institutions are competing
forcefully to attract clients. The Central Bank of Ireland also uses loan-level data to
assess lending conditions in the SME sector. Such a micro credit data set allows for
a deeper understanding of lending to this sector, by providing information that is
not available from aggregate statistics — eg lending by customer types, loan pricing
trends, maturity profile, and loan characteristics by sector. The first paper presented
by the ECB during the session reported on the European System of Central Banks
collection of granular data from various sources, which helps to better assess
borrowers’ creditworthiness as well as the credit risks borne by lenders.

A second and growing area of interest is the use of micro data to support the
development of macroprudential tools. The Reserve Bank of New Zealand (RBNZ)
presented the data collection exercises set up to support its macroprudential policy
functions. For instance, in 2013 it introduced a limit on loan-to-value ratios (LVR) so
as to slow down the rapid increases in house prices and household debt (LVRs were
one of the four instruments adopted under its new macroprudential policy
framework). The central bank had to mobilise data that was sufficiently granular and
harmonised across various credit institutions so as to support the implementation of
these LVR restrictions. A second ECB presentation showed how information from
supervisory reports — the “Consolidated Banking Data”,” can serve as an input for its
macroprudential analyses. These micro data can be aggregated by bank size, type

2 These data are collected at the level of individual credit institutions for various variables and

covering the whole spectrum of the banking business, from balance sheets or profits and losses to
capital adequacy and asset quality.
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of banks (eg foreign banks) and regions. The information is used in the context of
the regular European quarterly macroprudential review exercises aimed at assessing
the systemic risk faced by national and EU financial systems. They can be
complemented by other similar indicators such as the Key Risk Indicators computed
by the European Banking Authority (EBA) for its monitoring of the EU banking
system.

A third area of interest is the use of micro data to refine macroeconomic
statistics in specific areas, for instance to cover the activities of financial institutions.
One example is the Bank of Japan's use of newly available, micro-level data
disclosed by mutual funds in their investment reports. This fund-level data can serve
to enhance the statistical estimates of household incomes and savings in Japan's
financial accounts. Another example is the international banking statistics compiled
by the BIS. Reporting central banks collect bank-level information on their
internationally active credit institutions, and they transmit country-level aggregates
to the BIS. That information can be used for various financial stability issues — eg
country risk exposures, funding risks in different currencies, banks’ role in the
transmission of financial stress across countries. Numerous enhancements are being
implemented for this dataset, which will further raise its usefulness for analytical and
policy purposes.

A fourth area relates to debt securities. The BIS and the ECB shared their
experiences with the compilation and use of large security-by-security databases.
The BIS explained that, while it publishes statistics on domestic and total debt
securities that are derived from countries’ aggregated sources, it also compiles
international debt securities (IDS) using micro level market data. This enables
unique identification of each security and its issuer and provides a wealth of
information. In particular, it allows issuers to be classified based on their residence
(“immediate issuer”), or on the residence/nationality of their parent corporations
(“ultimate issuer”). Such information allows one to better understand the risks borne
by issuers and the economic groups they belong to. It can be used for various kinds
of financial stability analysis, for instance when assessing the international issuance
of emerging market borrowers through the foreign entities controlled by them.

Further on the topic of debt securities, the third ECB presentation noted that
the European System of Central Banks (ESCB) has been compiling security-by-
security data on holdings of debt securities and shares by euro area residents. The
information on cross-border holdings, for different holding and issuing sectors and
types of securities, can be particularly useful for monitoring the degree of financial
integration in the euro area. For instance, one can measure the share of government
debt in one country which is held by non-domestic residents — quite an important
indicator, as highlighted during the sovereign crisis of recent years.

The sessions’ discussions of country experiences highlighted the challenges
posed by the collection and use of micro data, particularly with respect to data
quality, confidentiality, cost-benefit issues and comparability. First, the volume and
complexity of very granular data make it more difficult to maintain data quality.
Indeed, micro datasets tend to be less complete than aggregated ones: the more
granular the data are, the more likely there will be significant gaps. Second, a
balance needs to be struck with respect to confidentiality: drilling deep down into
individual (entity-level) data adds substantial information that aggregated data
would not deliver; but collecting, storing, using and disseminating information
based on micro-data requires overcoming confidentiality restrictions or at least
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offering confidentiality safeguards. In fact, granular data are often sensitive by
nature. Central banks and other authorities typically have a statutory and/or legal
obligation not to disclose information about individual institutions, except for
specific, precisely identified purposes. These limitations need to be communicated
to the potential users of the data, who can be disappointed by limited data access
(especially when different levels of access exist depending on the type of users).
Third, granular datasets can be very labour- and time-intensive and costly to build
and manage. In particular, such statistics require extensive cleaning and quality
checking, possibly leading to lengthy delays when publishing aggregates. This
means that a careful cost-benefit analysis needs to be conducted before deciding
on the collection of micro-data, especially when the information is not already easily
available in the internal systems of the reporting entities. Lastly, there are
harmonisation and comparability issues between granular databases prepared by
various institutions or set up in different jurisdictions. That can pose a challenge for
any cross-sector and/or cross-country analysis that relies on micro-data. A key
recommendation of the panels in this respect was to ensure that granular data are
collected on a very structured basis, with the use of clear definitions, identic data
formats, and proper IT infrastructures and analytical tools.

Session 3 C: statistical techniques and methodologies

This session, chaired by Jacques Fournier, Bank of France, reviewed a number of new
statistical techniques and methodologies that have been mobilised in the aftermath
of the recent crisis for financial stability purposes, in particular to: (i) monitor the
propagation of financial stress across countries and/or sectors; (ii) better assess the
development of systemic risk over time; and (iii) address data limitations.

On the topic of how systemic risk can evolve at a specific point in time, the Bank
of Italy’s presentation looked at how micro-data can be mobilised to track the
propagation of shocks in the financial system. The structure of the unsecured
interbank money market plays an important role in this context. It acts as a network
transmitting private information among banks and generating spillover effects in
the prices of loans — particularly during times of acute uncertainty, ie when market
participants’ expectations are heterogeneous.

As regards the time dimension of systemic risk, the last financial crisis
underscored the importance of taking a long-term perspective to assess the
building up of financial fragilities. That puts a premium on using all the data that
can be made available and for a period of time that is wide enough to cover the
(long) financial cycles, and also on using various statistical techniques to extend
available series. In this context, the BIS presentation discussed the methodology
recently adopted to select and link various statistical series to produce long-term
series on credit to the private sector, spanning several decades.

Turning to data limitations, several presentations reviewed particular
techniques to meet users’ needs despite incomplete data. One source of data gaps
is confidentiality, which limits the use of micro-data, especially when these data are
derived from different countries. The ECB presented the “distributed micro-data
analysis” method to fill such gaps, by making available aggregated data with
sufficient information on the distribution of the underlying (and not disclosed)
micro-based dataset. The methodology was applied to construct a dataset
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containing the distribution of several financial indicators derived from anonymised
firm-level information (eg balance sheets, profit and loss accounts). Similarly, the
Central Bank of Malaysia presented a method to estimate ("best-fit") probability
distributions. The analysis is based on the distributions of the original set of data, so
as to use its information without accessing individual data points. This was applied
in particular to assess interactions in the financial industry.

In contrast, an opposite issue with the increasing use of micro-data is a surfeit
of information. The Dutch National Bank showed how the rise in non-bank financial
entities has led to an unsustainable workload for compilers of statistics. The use of
stochastic sample design (incorporating random sampling instead of a systematic
data reporting scheme) helped to reduce the number of reporters. It also, somehow
counterintuitively, improved the quality of both aggregated data estimates and
breakdowns. That was because the freeing of more capacity to check the reports
and provide support to reporting entities led to a more efficient data collection
system and alleviated reporting burdens.

Discussions during the session focussed on what central banks should bear in
mind when contemplating the possible use of such statistical techniques. On the
one hand, these methods can help to limit data collection exercises and/or enhance
their efficiency — an appealing proposition when resources are scarce, data are
incomplete and the statistical burden already high. On the other hand, they rely on
implicit or explicit modelling assumptions that should be carefully tested. Moreover
they can also be highly demanding, for instance in terms of computation, and their
complexity may be disorienting. In any case, it is key to properly communicate to
users on the techniques utilised and their inherent limitations.

Session 4 C: policy indicators (public debt and
macroprudential data)

The recent crisis has underscored the need for reliable policy indicators in the area
of public finance and prudential supervision. Indeed, many countries have made
substantial efforts since 2007/08 to cover national data gaps in these areas, not
least in the context of the Data Gaps Initiative endorsed by the G20. This session,
chaired by Katherine Hennings, Central Bank of Brazil, thus provided a timely
platform to take stock of country experiences in this domain.

A first avenue is to collect better fiscal data. The South African Reserve Bank
and the Bank of Thailand described their respective experiences with public debt
statistics. In South Africa, significant progress has been achieved through the
broadening of these statistics to include all levels of government and public
enterprises. Data has also been added on loan guarantees extended by the
government, on instrument breakdowns (eg index-linked debt securities) and on
holding sector. A main objective is to provide sufficient information to enrich and
put into context the analysis of fiscal positions. Nonetheless, a number of challenges
remain with regard to the measurement of public debt — eg treatment of IMF
Special Drawing Rights (SDRs), identification of the holders of government debt
securities, difficulty of getting a comprehensive view of the government's balance
sheet, move to full accrual accounting.
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In Thailand, the authorities have focussed on the establishment of
internationally accepted standards for fiscal transparency. The aim is to improve the
comprehensiveness, quality and timeliness of fiscal data. These transparency efforts
have been focussing on three dimensions: fiscal reporting, fiscal forecasting and
fiscal risk analysis, with a view to strengthening sovereign credibility.

A second avenue is to mobilise various other data sources, using the full
spectrum of the national accounts. In particular, the Bank of Korea has worked on
the compilation of detailed Flow of Funds that show linkages between debtor and
creditor sectors ("who does what with whom”). These statistics are deemed to be
very useful for better analysing financial interconnectedness and in turn the specific
financial position of certain sectors such as the government (eg identification of the
holdings of public securities by non-residents). But the new data collected in the
context of the just-introduced 2008 system of national accounts are still in their
early stages of development. In addition, a number of compilation issues arise,
especially regarding the consistency of creditors’ and debtors’ data and the
relatively limited identification of the counterparts holding financial assets. The joint
ECB/Netherlands Bank presentation highlighted the importance of enhancing
capital stock estimates in the euro area, with sufficient breakdowns by asset types
and a specific focus on non-financial assets data (eg housing), which are often
incomplete.

A third avenue is to enhance the analyses based on available fiscal data. The
first ECB presentation detailed in this context some new indicators on government
debt securities. In particular, granular, security-by security information is being
collected in the ECB Centralised Securities Database and can be used to construct
useful indicators on government debt service, nominal yield, and instrument
breakdowns. These shed light on governments’ expected disbursements related to
the servicing of their debt and the associated refinancing needs (and risks). Such an
analysis is interesting from both a fiscal and a financial stability perspective. It also
provides useful information on the monetary transmission mechanisms, eg from
policy rates to government yields. Lastly, the data are used for cross-country
comparisons.

As emphasised in the second ECB presentation, “the monitoring of government
debt is not enough”. It has to be complemented by the assessment of the financial
positions of other economic agents (eg households, non-financial corporates),
because they can have spillover effects on both the financial sector and the
government. A recurring theme in the session was the issue of consolidation,
especially in the context of the developments of financial accounts on a from-
whom-to-whom basis. Non-consolidated data may suit international comparisons
better, and is indeed recommended by national accounts standards. In fact,
consolidating financial flows between institutional units of the same sector would
prevent the capturing of lending relationships within each single sector. That could
be detrimental for financial stability analyses, since intra-sector financial flows can
be large and have destabilising systemic effects. On the other hand, one could also
argue that the claims held by a sector unit on another unit of the same sector
should be netted out. Furthermore, non-consolidated data include intra-group
financing, while consolidated data at group level could be more meaningful from
this perspective.

Another important issue with respect to public sector statistics is whether to
measure net versus gross debt. Deducting assets from liabilities may be meaningful,
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but their value can change quickly over time and valuation practices may differ
markedly across countries (especially for non-financial assets). Moreover, there are
still important differences among countries as regards the way to measure public
debt indicators — eg at nominal (or face) value or at market value. The current
situation of very low interest rates has led to higher debt market values for several
countries, which may overstate their underlying indebtedness.

Another measurement question to consider is that of the intertemporal
financial positions of the government, which include future tax flows as well as all
liabilities (especially contingent liabilities arising from pension rights). Discussions
suggested that a useful way forward would be to compile various indicators of
public debt based on alternative concepts in order to provide different, albeit
complementary perspectives.

Session 5: household finance statistics

The recent financial crisis has highlighted the need for policymakers to specifically
monitor the indebtedness and vulnerability of households when trying to identify
emerging threats to financial stability. The final session of the conference, chaired
by Luca Errico, International Monetary Fund, addressed progress and remaining
challenges in the area of measuring household liabilities and assets, including
housing, as well as the construction of vulnerability indicators.

The first ECB presentation emphasised the importance of monitoring specific
ratios of household financial fragility, in particular debt service-to-income and debt-
to-asset ratios. The analysis conducted with these data includes country heat maps
(assessment of vulnerabilities by household groups), cluster analysis (determination
of groups of countries presenting similar characteristics, using principal component
analysis techniques) as well as conditional quantile regressions (to assess the joint
distribution of vulnerability ratios by groups of households). This approach requires
having information not only on debt, but also on income and assets. It should be
sufficiently granular, because individual household characteristics (both across and
within countries) are found to play a key role in explaining aggregate fragilities. The
study presented relied on micro information on households’ wealth and income,
available in the new Eurosystem Household Finance and Consumption Survey. This
survey was also referred to in a second ECB presentation. It illustrates how
consumption patterns can be influenced by population heterogeneity. Another
interesting application is the identification of those population segments that
contribute to national savings rates most.

The Central Bank of Norway presentation concurred in stressing the importance
of a granular approach, since "aggregate data hide important information”. In fact,
household characteristics are heterogeneous, debt is concentrated on a narrow
group of borrowers, and their situation depends on the value of their housing as
collateral. Moreover, the distribution of debt across households is changing over
time. Administrative register data have been compiled using Norwegian tax returns
and other surveys, helping to capture the dynamics of household characteristics and
vulnerabilities over time (eg birth-cohort studies).
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The Bank of Italy presentation also emphasised the importance of using micro
data to monitor the financial vulnerability of Italian households. As in the case of the
ECB, such household-level data can be obtained through household surveys. In
addition, these data can be matched with macroeconomic forecasts on debt and
income, allowing for the forward projection of households’ indicators. This
microsimulation model hence allows for the monitoring of how household’s
fragilities evolve under specific macroeconomic conditions, stress scenarios, and
alternative policy actions — something that could not be done using the micro
household data alone.

Since real estate is often households’ main source of wealth, residential property
prices are a key indicator of interest to policymakers for their assessment of
household vulnerabilities and financial stability risks more generally. However, such
statistics were relatively limited in the past, and this became particularly obvious
during the recent financial crisis. Moreover, data sources exhibit significant
heterogeneity across countries, in particular in terms of types of prices referred to,
geographical coverage, quality adjustments and the representation of dwelling
types. A third ECB presentation suggested that these major issues could be
addressed by (i) having detailed metadata on the statistics available; (ii) harmonising
concepts across countries as much as possible, in line with recent European
initiatives on both residential and commercial property prices®; and (iii) providing
clear methodological guidance (the international "Handbooks"). In any event, it was
stressed that property prices, despite their statistical shortcomings, can provide
useful insights on housing market dynamics and can support financial stability
analysis more generally.

A similar message was spelled out in the BIS presentation. In 2009 the BIS was
tasked to publish residential property prices in the context of the Data Gaps
Initiative endorsed by the G20. Its monthly publication covers 57 countries (as of the
beginning of 2015), and the number of series published is above 300. The BIS has in
addition selected a single representative residential property price indicator per
country. Moreover, long series have been constructed for about half of the
reporting countries, and these have proved to be extremely helpful for the analysis
of long financial cycles.

Closing panel discussion

The closing panel discussion of the conference centred on two main themes: (i)
communication issues related to statistics and (ii) micro versus macro data.

As regards communication issues related to statistics, a first point is that better
statistical quality could be achieved through enhanced data sharing among
institutions. There are different stakeholders (eg central banks and supervisory
agencies) involved in the collection of financial stability data, and there are
limitations to the extent to which these data can be shared among them — not to
mention the issue of publication for the general public. Difficulties include legal

An harmonised dataset of house price indices has been created by the statistical institutes in the
European Union, while for commercial property the European System of Central Banks has recently
established an experimental price indicator.
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requirements, potential conflicts of interest among independent authorities, and the
fact that data access often needs to be reciprocal.

There are even communication challenges within the same institution. Good
statistical communication should first be horizontal, by involving the various
departments providing and using the data. In fact, engaging with staff with different
professional backgrounds and experiences (statisticians, economists, supervisors,
etc) can significantly enhance statistical output. Communication should also be
vertical, to ensure that the different hierarchical levels of the institution are involved
and to gain buy-in from senior management when conducting statistical projects.

Communication should also be enhanced vis-a-vis the public at large. A
constant dialogue should be maintained between reporters, compilers and users of
data, and statistical compilation methods should be transparent. One recommended
form of communication is to perform more analysis with the data and to make them
clearly presented to the public. Another important requirement is to ensure regular
consultation with data reporters. Their reporting burden should be appropriate to
ensure good quality data. And comprehensive cost-benefit analyses are essential to
manage users’ information needs, and to make them aware that more data will not
solve all their problems and may in fact be counterproductive.

The conference also highlighted the need for good communication on
statistical issues between advanced and emerging market economies. Reporting
rules or guidelines are often established in the former, where there is a lot of
statistical expertise. However, they must also be applied by the latter, where they
may have less relevance because of idiosyncratic specificities.

As regards the second issue of micro versus macro data, there was general
agreement that micro data can often yield superior analytical insights into
aggregate or macro data. But a balance needs to be found between exploiting the
full granularity of the information and protecting its confidentiality. Another
challenge in the use of micro data is cross-country comparability, because of
potential differences in methodologies (while there is more harmonisation for
aggregated, national accounts-type data). A good compromise might be to enrich
statistical analysis with indicators such as concentration measures (eg probability
distribution) to complement aggregate averages.

Several participants also emphasised the importance of enriching individual
data with other statistical information as well as judgement. Composite indicators
are good examples. They can be particularly useful in summarising the wealth of
statistical data that is being collected in response of the recent financial crisis,
especially to support the growing information needs of authorities in the areas of
monetary and financial stability. But a single index is often insufficient to
characterise conditions or vulnerabilities in the entire economy. It can be particularly
challenging to perform cross-country comparisons with composite indicators,
because weights and contents differ across countries. Again, good communication
and transparency — especially on the methodologies followed and the data sources
used — are essential to ensure that statistics can effectively and adequately support
monetary and financial stability analysis.
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Seventh Irving Fisher Committee Conference on Central Bank
Statistics

Hervé Hannoun, Deputy General Manager, Bank for International Settlements

Basel, 4 September 2014

Opening Remarks

Good morning ladies and gentlemen. It is my pleasure to welcome you all to the seventh biennial
conference of the Irving Fisher Committee on Central Bank Statistics.

I would like to extend a special welcome to Muhammad Ibrahim, Chairman of the IFC, to all the
members of the IFC Executive Committee, and to all presenters at the conference.

We at the BIS are very pleased with the continued strong support for the biennial IFC
conference, which today brings together close to 150 participants who will collectively contribute around
50 papers to the forthcoming IFC Bulletin. I would also like to congratulate the nine contestants for the
IFC's Best Paper by a Young Statistician Award.

Of course, we welcome the opportunity to see so many representatives of the central banking
statistical community here in Basel and I trust that you have many good reasons to feel at home here,
not only because your Secretariat is located in Basel, but also because the BIS is the global forum for
central bank cooperation.

New indicators for financial stability analysis

The focus of today's conference is particularly apt: “Indicators to support Monetary and Financial
Stability Analysis: Data Sources and Statistical Methodologies”. In the wake of the global financial crisis, it
is indeed the right time to revisit the data sets we need for financial and monetary stability purposes.

Indeed, the increasing involvement of central banks in macroprudential policy will certainly
bring new data requirements, in addition to those required for supporting monetary policy. Data
collections, processing and analysis will all need to adapt accordingly. The specific topics of the various
sessions indicate the richness of new initiatives. These include new indicators for financial stability
analysis; new statistical techniques and methodologies, particularly the use of surveys by central banks;
and ventures into new domains such as those related to household finance. I very much look forward to
the summaries of your deliberations that will be included in the next IFC Annual Report to Governors.

Financial stability is a field where the IFC has already made substantial contributions towards
improving statistics of interest to central banks. I need only cite your 2008 workshop on securities
statistics, which resulted in the joint BIS, ECB and IMF Handbook on Securities Statistics. Likewise, your
work on housing price statistics led to the Handbook on Residential Property Price Statistics and further
initiatives by the BIS on global property prices. And it was at the IFC conference in mid-2008 that the
idea was first floated of identifying possible data gaps as revealed by the global financial crisis. This, in a
sense, foreshadowed the launch of the Data Gaps Initiative by the G20, the Financial Stability Board and
the IMF.
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As monetary stability is no less important, I find it highly appropriate that the first session of
this conference is devoted to “New monetary policy indicators”. No topic could be more topical, given
the vigour of the current debate about the supposed threat of deflation. But no debate can be
productive, especially at the policy level, unless the supporting data are sound. In this light, measures of
inflation and inflation expectations are surely an appropriate focus for an intensive review by central
bank statisticians — and I would like to raise the question here if the IFC might not play a catalytic role in
that process. Let me start by revisiting the intricacies of inflation measurement.

Measure of inflation (CPI)

Inflation has been on a downward trend in the major advanced economies since its 2011 peak (Graph 1),
especially in the euro area, where headline inflation (CPI) is only slightly positive. But underlying inflation
("core inflation”) has been more stable: the recent decline in headline inflation is mainly a reflection of
falling commodity prices, which as we know are quite volatile.

Inflation in selected advanced economies

Twelve-month changes, in per cent Graph 1
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! Excluding food and energy.

Sources: Datastream; OECD; national data.

This shows that inflation data need to be interpreted with care and that conclusions made in
haste are likely to mislead. In fact, the measurement of inflation was one of the very first topics to be
discussed by the IFC. I am referring to your workshop on “CPI measurement” in 2006, which was chaired
by Jan Smets of the National Bank of Belgium. Reliable CPI measures are, of course, of critical
importance to monetary policymakers.

The workshop's participants reached agreement on a number of points:

. First, that CPI measures should be reliable, timely and comparable (internationally and over
time).
) Second, official CPI numbers needed improvement. The publication of an official CPI Manual

would contribute to this end.

o Third, the treatment of owner-occupied housing was a particular area where improvement was
needed. In Europe it is still not included in the Harmonised Consumer Price Index, but I
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understand that there is at least official agreement on the methodology to correct this in the
future. The current weight of housing costs in the CPIs of the euro zone is as low as 6.2% (see
Table 1), which is hard to justify.

Weighting of housing rent expenditure in the CPI for selected countries®

Table 1

Owner-occupied

Countries Actual rents housing? Total
EU 28 5.8 - 5.8
Euro area 6.2 - 6.2
France 7.1 - 71
Germany 10.2 - 10.2
Italy 27 - 27
Japan 31 156 18.7
Spain 29 - 29
Turkey 54 - 54
United Kingdom 7.0 - 7.0
United States 7.0 239 309

1 CPI stands for the Harmonised Index of Consumer Prices (HICP) for the EU countries and Turkey, Consumer Price Index for All Urban
Consumers (CPI-U) for the United States and Consumer Price Index for Japan. 2 Not part of the CPI basket in the EU countries and
Turkey; imputed rent for Japan; owners’ equivalent rent of residences for United States.

Sources: Eurostat; national data.

) Fourth, dealing with quality adjustments was seen as a major challenge for CPI compilers but
particular methods such as hedonic treatments are becoming more widely accepted.

. Fifth, keeping track of new products and outlets, as well as accounting for substitution effects,
were important elements for consideration.

o Sixth, research by central banks indicated a positive bias in official CPI measures at that time.
But there was quite a degree of uncertainty about the size of this bias and this issue could be
revisited.

o Seventh, central banks rightly looked at a range of inflation measures, including core inflation

and inflation expectations.

) Finally, it was noted that a big challenge remained in terms of communicating CPI measures to
the general public. More transparency would help. Ultimately, more credible CPI measures
would strengthen the credibility of monetary policy.

These were very important findings. They were discussed by the BIS's Governors in 2007 and I
ask myself if they might not now be of renewed relevance to the IFC, especially in this period of low
inflation.

It's striking how many of the main questions raised in the 2006 workshop remain open today.
For example, one might touch on the following issues:

o Has the comparability of CPI measures really improved? I note that there is a new international
initiative to complement the CPI Manual with more normative methodology for CPI
measurement. Indeed, the current Manual avoids being overly prescriptive, which therefore
limits the comparability of current CPI measures across jurisdictions.
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o When will the issue related to the weight of housing in the CPI be addressed? Improved house
price statistics should go hand in hand with improvements in Europe of the way house prices
and rental costs feed into the harmonised consumer price indices on which monetary policy
decisions are based.

. Is there still a measurable bias in official CPI statistics?

) Has the public understanding of CPI measures improved? As you know consumer surveys reveal
a large gap (6% in some cases’) between inflation as measured by the statisticians and inflation
as perceived by the public. In other words, the general public may view price trends very
differently from financial market participants who complain that “inflation is too low”. And,
needless to say, if the central bank itself starts to express concerns that inflation is too low, it
may find it difficult to convince the public of its case.

Measures of inflation expectations

Inflation expectations are another source of potential misunderstandings and, here too, central bank
statisticians can play a useful part in cautioning against overhasty interpretations. And this is particularly
important in the case of the two main market indicators of inflation expectations, which are the
breakeven inflation rates derived from index-linked bonds, (see Graph 2) and inflation swaps (see
Graph 3).

Breakeven inflation rates (index-linked bonds)*

In per cent Graph 2

4.0

15

|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||1-0
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—— Euroarea == United Kingdom United States

! Five-year, five-year forward breakeven inflation rates; monthly averages.

Sources: Bloomberg; Consensus Economics; BIS calculations.

! See Institut National de la Statistique et des Etudes Economiques (INSEE), “L'inflation telle qu'elle est percue par les

ménages”, Analyses, no 5, July 2012.
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Inflation swaps’

In per cent Graph 3
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2
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! Five-year, five-year forward inflation swap rates.

Source: Bloomberg; BIS calculations.

Suggestions are heard from many quarters, particularly in financial markets, that these indicators
are now signalling imminent deflation in the euro zone. And the proposed response to this purported threat
is that that the monetary authorities should embark on a further round of quantitative easing.

Yet these fears are almost certainly overblown from a historical perspective. As the graphs
show, long-term inflation expectations appear to be relatively well anchored, having hovered at around
2-2%% in the euro zone (depending on the selected indicator) and 2%2-3%2% in the United States ever
since the financial crisis. In the short run, though, it's true that these indicators can be quite volatile.
Central bank statisticians could therefore help to explain to a wider audience how these data should be
approached.

The same caution could be applied to consumer surveys on price expectations. In the euro
zone, for instance, the latest indicators in August show that inflation expectations are on a moderating
trend. But, looking at the long-term behaviour of this indicator (see Graph 4, covering the period
2004-14), it is hard to see any evidence for a deflationary spiral.

Consumer survey-based inflation expectations in the euro area’

Net balances, in per cent Graph 4

30
20
10

AV 0

2004 2006 2008 2010 2012 2014

! Price trends over the next 12 months; European Commission (DG-ECFIN) Consumer Survey.

Sources: Datastream; European Commission.
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Again, central bank statistical experts could help the public and market participants to arrive at
a balanced and well supported view of the actual risks to price stability. And here might I conclude with a
mention of the great economist for which your committee is named? As the originator of the debt
deflation concept, Irving Fisher would surely have approved of any statistical initiatives that, one way or
the other, can inform the debate around price stability.

Let me close by wishing you every success in your discussions today and tomorrow. And we
look forward to seeing you here again in two years’ time.

Thank you for your attention.
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Opening remarks

Muhammad Ibrahim, IFC Chairman

Good morning ladies and gentlemen,

I am pleased to open the seventh IFC Biennial Conference on “Indicators to
support monetary and financial stability analysis: data sources and statistical
methodologies”. I wish you a warm welcome, and I would also like to thank the BIS
very much for hosting the conference and for the very interesting thoughts that its
Deputy General Manager, Hervé Hannoun, has just shared with us.

It is now 14 years since the first conference took place in 2000. Since that time,
the IFC Committee has been formally set up in Basel with a Secretariat provided by
the BIS, and it reports to the BIS Governors on an annual basis.

It is a great pleasure for me to attend this biennial conference here in Basel for
the second time as the IFC Chairman. I am encouraged by the great support from all
of you present here today. Your participation is a testimony to your enthusiasm and
to the support by your central banks of the IFC. I wish to take this opportunity to
extend my deep appreciation to all the IFC Executives and members, distinguished
speakers and participants, who have made time to attend this conference.

Ladies and gentlemen

Let me start by sharing with you some views on a number of key developments
reviewed by the IFC Committee in its annual meeting yesterday.

Firstly, we elected two new members to the IFC Executive. They are:

e Mr Jodo Cadete de Matos, Director of Statistics Department, Bank of Portugal;
and

e Mr Robert Kirchner, Deputy Head of Statistics Department, Deutsche
Bundesbank.

Let us welcome these two experienced central bankers in the statistical and
central banking community and thank them for their willingness to play an active
role in the IFC.

My term as the IFC Chairman, which started in 2012, will be completed by the
end of this year. The process of identifying and selecting a new Chairman started
several months ago. In line with IFC statutes, we are currently in the midst of
finalising the selection of a candidate; a proposal will be presented to all IFC
Committee members for endorsement before final approval by the BIS All
Governors during their November meeting.

Another development in the IFC is the upcoming retirement, with effect from 1
October 2014, of Paul Van den Bergh, former Head of the IFC Secretariat. Paul is an
experienced economist and supported the work of various committees of BIS
central banks before he took up his responsibility in the statistical area in early 2000.
He joined the IFC Executive soon after, and was its Chairman for two years in 2004-
2005. He then helped the central banks to establish the IFC as a BIS committee of
central banks and obtained support from Governors for the BIS to provide a
Secretariat, which he has since headed. He has contributed personally, and with the
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support of his colleagues at the BIS, to the organisation of numerous IFC events. He
has also guided us on content issues and in formulating excellent high-level
summaries for Governors of all our deliberations, including the IFC Annual Reports.

Let me record all of these achievements by Paul and his team. I would also like
to convey my personal thanks to Paul for his significant contribution during my term
as the IFC Chairman. His advice and wisdom has greatly helped me to uphold the
trust pledged in me by the BIS Governors.

I look forward to the continuous strong cooperation and good work from both
new and existing members of the Executive as well the Secretariat, now headed by
Bruno Tissot, the new Head of Statistics and Research Support at the BIS. I trust that
the great teamwork I experienced and excellent support given to me by the
Executive and Secretariat will continue under the leadership of the next Chairman.

On a personal note, I wish to take this opportunity to extend my greatest
appreciation to all the Executive and Committee members for all their support and
cooperation over the last two years, as well as to the BIS and the Central Banking
Community more generally. I recognise this as a particularly rewarding experience in
my career. Working with all of you here, as part of the central bank statistical
community, has indeed been an enriching experience.

Yesterday, we also discussed the findings of this year's survey of IFC
membership. The findings have been very useful in setting the IFC agenda,
determining focus, planning initiatives and activities, and in improving the
Committee’s governance. In the survey responses, I am pleased to report that IFC
Committee members indicated a continued strong interest in and commitment to
contributing towards the successful implementation of IFC's initiatives.

The survey also confirmed that recent IFC programmes have prompted very
strong interest among committee members, especially regarding supervisory data,
financial accounts, and monetary and financial stability indicators. Almost all the
responding institutions have expressed a strong interest in participating in today’s
conference, and more than 50% have already indicated that they will join us at next
year's conference in Rio de Janeiro.

As regards the IFC's work programme, the survey shows that there are many
statistical topics of interest to the central banking community, especially on:

e macroprudential and supervisory data;

e  BIS statistics, especially on securities, banks and property prices;

e external sector statistics; and

e data management issues (eg technology, communication and dissemination).

Lastly, the survey also indicates a general satisfaction with the Committee’s
governance and activities as well as with the work of the IFC Secretariat.

The IFC Executive will establish a list of plans and actions to fulfil these needs
and these will be implemented in the next one to two years. These activities will be
in addition to the planned initiatives which the IFC has already begun. These
include:

e additional regional workshops on sectoral financial accounts;

e  contribution to the ISI Regional Statistics Conference on 16-19 November 2014
in Kuala Lumpur;
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e organisation of the IFC Satellite Seminar with the theme “Is the household
sector in Asia overleveraged: what do the data say?” to be held on 15
November 2014, in conjunction with the ISI conference in Kuala Lumpur; and

e contribution to the 60th World Statistics Congress of the ISI, and IFC Satellite
Seminar in Rio de Janeiro in July 2015.

Of importance, most of the key initiatives and activities planned for the year
have been delivered or achieved. These include: the establishment of a formal
relationship with the ISI through an MOU; the conclusion of the study by the Task
Force on Data Sharing and; the successful organisation of two regional workshops
on sectoral financial accounts already held in Istanbul and Kuala Lumpur. All these
planned activities and completed initiatives will be documented in our next Annual
Report to the BIS All Governors.

Ladies and gentlemen,

Let me move on to talk about our conference and specifically the agenda for
the next two days.

Over the past decades, the functions and objectives of modern central banks
have evolved in tandem with changing economic structures and advancements in
the financial landscape. The pursuit of monetary stability has traditionally been the
primary mandate of central banks. In many countries, price stability is the dominant
monetary policy objective. However, as recent years have demonstrated, the role of
central banks in the area of financial stability is also critical. The most recent crisis
has increased the focus on financial stability and its interconnectedness with
monetary stability.

With these seemingly conflicting mandates, central banks are confronted with
the challenge of balancing the need to maintain monetary stability and the desire to
promote financial stability. Research findings suggest that price stability objectives
may not always be consistent with financial stability objectives. Occasionally, price
stability itself could potentially be associated with excessive risk-taking behaviour.
This in turn leads to financial imbalances, which can result in a sharp and
destabilising correction in the financial system. These trade-offs have posed
challenges to the function of modern central banks. This matter is a subject of
debate and central banks are learning how best to deal with this trade-off.

The topic for today’'s conference “Indicators to support monetary and financial
stability analysis” is timely given the increasing challenges confronting monetary
policy analysis, which has been complicated by a confluence of internal and external
factors. In addition, central banks' responsibility with respect to financial stability
requires a comprehensive view of the patterns, elements, and relationships in the
global financial system. This essentially raises demands for high quality, more
granular and standardised data sets that encompass the entire financial system, as
well as the interactions with the real economy.

To be useful, it is essential that indicators are compiled using appropriate tools
and methodologies so that they can appropriately assist central banks in
formulating the best combination of monetary and financial stability policies. A
comprehensive and meaningful list of indicators on monetary conditions would
guide central banks in devising a timely policy response to emerging threats in the
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financial system and the economy. For example, central banks should be able to
identify, and respond in a timely manner, not only to short-term inflationary
pressures but also to destabilising financial imbalances and other imminent risks.
For instance, in response to possible build-up of excessive vulnerabilities, central
banks may opt to increase the policy rate, which otherwise would remain
unchanged on the basis of the short-term outlook for inflation.

We have structured this year's programme to facilitate deliberation on
indicators related to the key elements of central banks’ mandate. In particular,
discussions in the first two sessions of this conference will provide a general review
of the new types of monetary and financial stability indicators. The subsequent
sessions are devoted to more specific topics, eg relevant methodologies for
compiling the data needed for monetary and financial stability analyses (ie sample
surveys), micro data, statistical techniques, and policy indicators. I wish to thank
those who will be presenting their work on all these issues at this conference. Let
me also take this opportunity to thank in advance the various members of the IFC
Executive who will chair the different sessions and help us draw some general
conclusions from the discussions.

On the second day, Mr Hyun Song Shin, BIS Economic Adviser and Head of
Research, will share his thoughts with us on "Breaking the Triple Coincidence in
International Finance”. We very much look forward to his keynote address. The
conference will conclude with a panel discussion to address the important question
of "How to integrate and combine data from central banks and supervisory
authorities, as well as across different micro and macro databases and sources, to
support monetary and financial stability analysis”. I will introduce the selected
panellists tomorrow afternoon.

As part of our continuing efforts to encourage more involvement of young
statisticians in statistical conferences and to recognise their participation in this
conference, we will be presenting the Young Statistician’s Award at the end of the
conference. This is the third time we will confer such an award at our biennial
conference. There are nine entries for this year's award. The winner will be
announced at the closing ceremony tomorrow afternoon.

As IFC Chairman for almost three years now, I have noticed that the IFC has
become an increasingly important forum for the exchange of views on statistical
issues of interest amongst central bank economists, statisticians and policy makers.
The IFC platform and its statistical initiatives were planned and implemented with
the aim of generating greater interest, collaboration and benefits to all the above
stakeholders.

Lastly, let me also take this opportunity to remind you again that many
important IFC events will take place during the remainder of 2014. In particular, I
would like to personally invite you and your institutions to participate in the IFC
Satellite Seminar on household debt and in the ISI regional conference, both to be
held in Kuala Lumpur this November.

With this, ladies and gentlemen, I conclude my opening remarks. Let me thank
the BIS again for its hospitality and all of you for your presence and participation.

On that note, I wish you a productive and engaging conference.

Thank you.
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Breaking the Triple Coincidence in
International Finance®

Hyun Song Shin
Bank for International Settlements

Keynote speech at seventh conference of
Irving Fisher Committee on Central Bank Statistics
Basel, 5 September 2014

*Views expressed here are the author’s, not necessarily those of the BIS.
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Figure 1. Boundary for national income accounting defines “economic territory”
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Figure 2. Boundary for national income accounting defines decision-making unit
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Figure 3. Boundary for national income accounting defines exchange rates as relative prices across boundary
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Figure 4. Boundary for national income accounting defines balance of payments and external claims/liabilities
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Figure 5. Boundary for national income accounting defines reach of monetary policy; floating exchange rates
ensures monetary policy autonomy



“Triple Coincidence”

e Boundary of national income area

e Boundary defining decision-making unit with coherent preferences

— Consumption and savings decisions (e.g. “global savings glut”)
— Portfolio choice decisions (e.g. preference for “safe assets”)

e Boundary defining currency area

— Exchange rate as relative price level



Three Examples

1. “Roundtrip” bank capital flows from United States to Europe and then
back to the United States (2003 - 2008)

2. Offshore issuance of corporate bonds by EM borrowers (2010 - )

3. Cross-border banking and global liquidity (2003 - 2008)



Example 1

“Roundtrip” bank capital flows from Europe to the United States

(2003 - 2008)
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Figure 6. Schematic of “safe asset preference” view of global imbalances
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Figure 7. Assets and liabilities of foreign banks in the U.S. (Source: Federal Reserve H8 weekly series on
assets and liabilities of foreign-related institutions)
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Figure 9. Amount owed by banks to US prime money market funds (% of total), based on top 10 prime
MMFs, representing $755 bn of $1.66 trn total prime MMF assets (Source: IMF GFSR Sept 2011, data
from Fitch).
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Example 2

Offshore issuance of corporate bonds by EM borrowers

(2010 - )
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Figure 13. International debt securities outstanding (all borrowers) from China by nationality and by residence
(Source: BIS Debt Securities Statistics, Table 11A and 12A)
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Figure 14. International debt securities outstanding (all borrowers) from Brazil by nationality and by residence
(Source: BIS Debt Securities Statistics, Table 11A and 12A)
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Figure 15. International debt securities outstanding for non-financial corporates from India by nationality
and by residence (Source: BIS Debt Securities Statistics, Table 11D and 12D)
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Figure 16. Offshore borrowing by multinational firm from emerging economy
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Yields of local EM government bonds and the exchange rates’ Graph 2
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The black vertical lines correspond to 1 May 2013 (FOMC statement changing the wording on asset purchases).

L All 3 graphs show the simple average of Brazil, India, Indonesia, Malaysia, Mexico, the Philippines, Poland, South Africa and
Turkey. * Yields on 5-year local currency bonds. * 180-day moving standard deviation of daily changes in yields. * In dollars per unit
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Figure 18. Source: Philip Turner (2014) BIS working paper 441
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Impact on Emerging Economies

e EME local currency bond yields
— fell in tandem with advanced economy bond yields
— began to move in lock-step with advanced economy bond yields
e Explosion of EME corporate bond issuance activity, especially offshore

Issuance

— Implications for domestic monetary aggregates and potential for runs

of wholesale deposits
— Currency mismatch on consolidated corporate balance sheets

e Transmission channel is reinforced by exchange rate changes
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Elements in Distress Loop

. Steepening of local currency yield curve

. Currency depreciation, corporate distress, freeze in corporate CAPEX,
slowdown in growth

. Runs of wholesale corporate deposits from domestic banking sector

. Asset managers cut back positions in EME corporate bonds citing slower
growth in EMEs

. Back to Step 1, and repeat...
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Unfamiliar Problems

e Asset managers (not banks) are at the heart of transmission mechanism
in the Second Phase of Global Liquidity

e Textbooks say long-term investors are benign, not a force for
destabilization

e How do we adjust to the new world?
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Example 3

Cross-border banking and global liquidity
(2003 - 2008)
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Figure 19. Topography of global liquidity
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Three BIS working papers

e Borio, Claudio (2014) “The International Monetary and Financial System:
Its Achilles Heel and What To Do About It" BIS Working Paper 456
http://www.bis.org/publ /work456.pdf

e Borio, Claudio, Harold James and Hyun Song Shin (2014)
“The International Monetary and Financial  System: A
Capital Account Historical Perspective” BIS Working Paper 457
http: //www.bis.org/publ /work457 .pdf

e Bruno, Valentina and Hyun Song Shin (2014) “Cross-border
Banking and Global Liquidity” BIS Working Paper 458
http://www.bis.org/publ /work458.pdf
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Where to draw the boundary?

The balance sheet chain is consistent with many variants with different
placement of the border:

e The local bank can be within the border (say, branch of foreign-owned
bank)

e The local bank can be in a neighbouring jurisdiction

e The asset side of the global bank could be in a regional financial centre
(Hong Kong or Singapore, say)

e The liabilities side of the global bank could in the United States

e What of the European headquarters? \Where does it fit in the picture?
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Figure 23. Global and regional banks
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Bruno and Shin (2014)

e Demand for dollar credit in regions from corporate borrowers

e Credit risk follows Vasicek (2002), many-borrower extension of Merton
(1974)

e Risk-neutral, price taking banks in each region; credit supply determined
by regional bank leverage

e Risk-neutral, price taking global bank with access to US dollar money
market funds
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Closed Form Solution

Total private ~ Aggregate bank capital (regional + global)

credit B | — soread x regional bank y global bank
P debt ratio debt ratio

Total cross- Global and weighted regional bank capital

border lending regional bank global bank
1 — spread X ) X )
debt ratio debt ratio
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Exchange rates and leverage

e Depreciation of US dollar constitutes a loosening of global financial
conditions

— US dollar depreciation strengthens local borrowers’ balance sheets

— Creates slack in lending capacity of local banks

— Creates slack in global bank lending capacity

— Expansion of lending; “excess elasticity” (Borio and Disyatat (2011))

e US monetary policy is global factor determining financial conditions
worldwide

Empirical evidence in Gourinchas and Obstfeld (2012), Rey (2013), Miranda-
Aggripino and Rey (2013)
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Bruno, Kim and Shin (2014)

e Panel VAR exercise

— 1995 - 2007

— US GDP, Fed Funds rate, global bank leverage, VIX, bank capital
flows, nominal exchange rate

— US broker dealer sector leverage as proxy for global bank leverage

e Sample of 46 countries (Claessens, van Horen, Gurcanlar and Mercado
(2008)): Argentina, Australia, Austria, Belgium, Brazil, Bulgaria,
Canada, Chile, Cyprus, Czech Republic, Denmark, Egypt, Estonia,
Finland, France, Germany, Greece, Hungary, lceland, Indonesia, Ireland,
Israel, Italy, Japan, Latvia, Lithuania, Malaysia, Malta, Mexico,
Netherlands, Norway, Poland, Portugal, Romania, Russia, Slovakia,
Slovenia, South Korea, Spain, Sweden, Switzerland, Thailand, Turkey,
Ukraine, United Kingdom and Uruguay.
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Empirical Counterparts
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Figure 24. Leverage of US Securities broker dealer sector (Source: Federal Reserve Flow of Funds)
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Impulse Responses to FFR Shocks
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Breaking free from Triple Coincidence

e BIS tradition of consolidated statistics

— Identifying the decision maker
— Modified suitably; ownership not always same as decision making

boundary (e.g. Santander)

e Balance of payments statistics under the microscope

— When is the national income boundary the right one for analysis?

e Global financial system needs new boundaries of analysis



A new indicator for the cost of borrowing in the
euro area

Karine Feraboli, Hanna Hakkinen and Josep Maria Puigvert Gutiérrez’

Abstract

In order to assess the effectiveness of the monetary policy pass-through across the
euro area countries, it is necessary to use an accurate and comparable measure of
the borrowing costs for firms and households in those countries. Cost-of-borrowing
indicators can be used to accurately assess borrowing costs for non-financial
corporations and households and to further enhance cross-country comparability.
The construction of the new cost-of-borrowing indicators is based on Monetary
Financial Institutions interest rate statistics, which are considered the most relevant
source of information for bank lending rates in the euro area in particular due to
their harmonised collection across countries. Four basic categories of lending rates
per country are used in the calculations: short- and long-term lending rates to non-
financial corporations and to households for house purchase, respectively. This
paper will provide an assessment of the methodology employed in the calculation
of the cost of borrowing indicators and an assessment of the results focusing on the
use for policy purposes as well as the national evolution on different euro area
countries.
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Introduction

Monetary Financial Institutions interest rates (MIR) statistics cover all interest rates
that credit institutions and some other MFIs resident in the euro area apply to euro-
denominated deposits and loans vis-a-vis all households and non-financial
corporations of any size that are resident in the participating EU Member States.’
Euro area rates and volumes are calculated in terms of the so-called “changing
composition”, i.e. euro area aggregates are calculated on the basis of the countries
forming part of the euro area at the time.

MIR statistics are collected, on a monthly basis, according to harmonised
reporting requirements as from January 2003 for the initial 45 categories in
Regulation ECB/2001/18 and as from June 2010 for additional 56 new breakdowns
established in Regulation ECB/2009/7. Additionally, 16 new indicators will also be
published as from January 2015 as established in Regulation ECB/2013/34. The new
indicators will further expand the data set by including interest rate reset and
renegotiations.

MFI interest rate (MIR) statistics enable a more complete assessment of the
impact of monetary policy on the euro area economy. They facilitate the analysis of
the transmission mechanism of monetary policy, in particular of the extent and the
speed of the pass-through of official rates and market interest rates to lending and
deposit rates faced by households and non-financial corporations.

In the aftermath of the financial crisis and as country-specific financing
conditions have taken increased prominence in the analysis of euro area
developments, the question of building a sound and reliable composite indicator for
the cost of bank borrowing has been taking into consideration and brought to the
forefront.

In this context, this note elaborates on the purpose of the cost of borrowing
indicator and links it with the current aggregates using MIR, and presents some
proposals for new indicators based on MIR statistics. In this respect, a new synthetic
indicator reflecting the cost of borrowing has been defined by ensuring that these
indicators comply with the high output quality principles of ESCB statistics in terms
of: i) relevance, ii) accuracy and reliability (including stability), iii) consistency and
comparability, iv) timeliness and v) clarity.

This note first describes the MFI interest rate statistics data set; section two
discusses the conceptual issues in respect of the cost of borrowing indicators,
section three provides the context in which cost of borrowing indicators are defined,
section four and section five describe how the cost of borrowing indicators are
being constructed and section six provides an example on how to interpret the
evolution of the cost of borrowing indicators to non-financial corporations and
households over time.

2 The household sector also includes non-profit institutions serving households. Non-financial

corporations include all enterprises excluding insurance companies, banks and other financial
institutions.
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Background data: MFI Interest rate statistics

In January 2003 the Eurosystem started compiling harmonised statistics on euro-
denominated lending and deposits of national credit institutions vis-a-vis
households and non-financial corporations. Work on the development of a steady-
state approach started in summer 1999 with the aim of compiling a set of euro area
interest rates on retail deposit and lending business that is harmonised, complete,
detailed, and able to cope with financial innovation. To avoid invoking a potentially
misleading contrast between 'retail’ and ‘'wholesale’ interest rates, expressions that
can carry different meanings, the statistics developed under the steady-state
approach are referred to as ‘MFI interest rate statistics'.

MFI interest rate statistics ‘provide an increasingly important source of
information for the assessment of monetary policy transmission mechanism. The
analysis derived from MFI interest rate statistics ‘includes several aspects: a)
studying the pass-through process from changes in official rates to lending and
deposits of households (HHs) and non-financial corporations (NFCs); b) assessing
the changes in the cost of capital influencing investment decisions; c) analysing
cash-flow income effects resulting from changes in interest rates, with an impact on
disposable income; d) structuring the cost of financing assumptions in the context
of the macroeconomic projection exercise. MIR statistics are regularly used in a
variety of publications and notes, inter alia the ECB Monthly Bulletin, Annual Report,
and Financial Integration Report.

While the currently available breakdowns in MIR are now very detailed, and
hence increasingly valuable, economic analysis may also require the construction of
synthetic indicators, which aim at using the information for other analyses as well as
in the context of (regular or ad hoc) forecasting exercises. In particular, cost of
borrowing indicators, as part of the overall cost of capital (or corporate funding), are
intended to reflect the composite interest rates that are most relevant in the
investment decisions taken by non-financial corporations (NFCs), the choice
between current and future consumption made by households (HHs) and the cost
spread between self-financing and use of credit by both NFCs and HHs.

The prices of certain financial services in the euro area countries can also give
insights into the state of financial integration. For this purpose, composite indicators
of the cost of borrowing for non-financial corporations, as well as for house
purchases by households, are used.

Cost of borrowing context: National Bank lending rates
dispersion

In the period following the onset of the Economic and Monetary Union (EMU), at
the beginning of 1999, until the start of the current financial crisis, in September
2008 with the default of Lehman Brothers, the rates charged by euro area MFIs to
households, mainly for new house purchases, and to non-financial corporations for
new loans recorded a low level of dispersion. Even though a certain degree of
heterogeneity in MFI interest rates still persisted, as a consequence of country
differences of regulatory and fiscal frameworks, different degrees of competition
between banks or differences in the economic cycle, among others factors, the level
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of integration of the financial markets as measured by converging MIR could be
qualified as highly satisfactory.

This situation suddenly changed with the eruption of the financial crisis, which
fragmented the financial markets of the euro area. This complicated very much the
assessment of the monetary policy transmission mechanism, since whereas in some
countries, the loose monetary policy adopted by the ECB during the crisis reflected,
more or less, the expected correspondence in the bank credit growth to non-
financial private sectors, in other countries, this variable recorded a much lower
response compared to the foreseen results in periods prior to the crisis. These
different effects depending on the countries, can be explained, on the one hand,
because the standard pass-through models used before the crisis are not suitable
equipped to explain the levels of heterogeneity in bank lending rates during the
crisis; and, on the other hand, because the relative importance of loan instruments
have changed with the crisis.

Regarding the standard pass-through models (i.e. models where policy interest
rates and market interest rates are considered the most important determinants of
retail bank lending rates) they have failed because they do not include risk factors
and sovereign debt spread among the explanatory variables. These two kinds of
variables have had a strong impact on bank lending rates in some countries. On the
other hand, users require less volatile instruments than the broad range of MFI
interest rates instruments categories for modelling and forecasting purposes.

With respect to the relative weight of the different loan instruments, the
financial crisis has, logically, increased the relative weight of short term instruments
which in a situation of growing uncertainty, cover better the credit and interest rate
risks than the long term instruments. Regarding bank loans to non-financial
corporations, there has been a significant increase in overdrafts and other short
term loans in the countries more affected by the crisis compared to other countries
less affected. Therefore, it is necessary to use an accurate and more cross-country
comparable measure of the borrowing costs for non-financial companies and
households.

The cost-of-borrowing indicators serve both purposes: they are based on MFI
interest rates statistics and they allow for easier and less volatile arguments in
modelling and a better comparison on the credit conditions among euro area
countries with different structures of borrowing to households and non-financial
corporations.

Computing cost of borrowing indicators

In order to assess the effectiveness of the pass-through across countries it is
necessary to apply an accurate and consistent measure of the borrowing costs for
firms and households across the euro area countries.

Four basic cost of borrowing rates are considered per each country: short and
long-term lending rates both to non-financial corporations and to households for
house purchase, respectively.

Long-term lending rates to non-financial corporations and short and long-term
rates on loans to households for house purchase are obtained directly from the MFI
interest rate statistics. In this respect, MFI interest rate statistics on short-term loans
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to non-financial corporations, which capture bank lending rates on loans with a rate
fixation period of up to one year, only offer a partial view of firms’ financing costs in
some countries. That is because those statistics do not include interest rates on
overdrafts, which are a major source of finance for firms in some large euro area
economies (e.g. Italy and Portugal). Consequently, when taking into account the
interest rates on overdrafts (which are generally higher than other short-term bank
lending rates), the estimated borrowing costs would be higher, especially in those
countries where overdrafts are an important source of firm's external finance.

Cost of borrowing indicators construction

The following section describes how the different cost four types of cost of
borrowing indicators are being constructed.

a) Cost of borrowing indicator for households

The cost of borrowing for households includes only loans for house purchase.
Loans for consumption and other purposes have been excluded as they are too
volatile and less relevant for macroeconomic projections. “Short-term” refers to
loans with a floating rate or an initial period of interest rate fixation up to one year
regardless of maturity. Accordingly, “long-term” refers to loans with an initial period
of interest rate fixation over one year.

This indicator is calculated as a weighted average of MFI interest rates on short-
term and long-term loans to households for house purchase, where the new
business volumes used are smoothed with a moving average of previous
24 months’ observations.

The precise formula is as follows:

At time t:

1 t-23 1 t-23
R?T(NB)*i b3 V?T (NB)[+R£{T(NB)*7 > V?T(NB),'
CB = 24, 24,
1 t-23 1 t-23
— %y (NB)+— ¥ Vi(NB),
) 24 .

1=t i=t

where:
CB" is the cost of borrowing for households.

R?T NB) are the interest rates on new business on loans to households for

house purchase with a floating rate or an initial rate fixation up to 1 year as defined
in ECB/2013/34.

gT(NB) are the new business volumes of loans to households for house

purchase with a floating rate or an initial rate fixation up to 1 year as defined in
ECB/2013/34.
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H
Ry NB) are the interest rates on new business on loans to households for
house purchase with an initial rate fixation over 1 year as defined in ECB/2013/34.

# (NB) are the volumes of new business of loans to household for house

purchase with an initial rate fixation over 1 year as defined in ECB/2013/34.

b) Cost of borrowing indicator for non-financial corporations

The aggregated cost of borrowing indicators for non-financial corporations is
calculated in broadly the same way as the one for households above, i.e. as a
weighted average of rates on short-term and long-term loans.

As regards short-term loans to non-financial corporations, the MFI interest
rates data on new business does not include overdrafts, revolving loans,
convenience and extended credit. For companies in some euro area countries, these
instruments, mainly overdrafts, are however a significant source of short-term
finance. Thus, since interest rates on overdrafts are, on average, higher than other
short-term bank lending rates, their exclusion tends to lower average short-term
rates. To improve comparability across countries, for cost of borrowing purposes,
revolving loans and overdrafts and extended credit card credit are incorporated in
the calculation of short-term lending rates as described below.

At time t:
R;VTFC * VNFC + RVE¢(NB) * 71 5 NFC(NB)
CBNFC = 2
7 (NB),+ LS e (NB),
24 P
where:

CBM¢ . . . . .
is the cost of borrowing for non-financial corporations.

RYC(NB) . | |

are the interest rates on new business of long-term loans (i.e. loans
with interest rate fixation over one year) to non-financial corporations as defined in
ECB/2013/34.

NFC (N )

are the volumes of new business of long-term loans (i.e. loans with
interest rate fixation over one year) to non-financial corporations as defined in
ECB/2013/34.

N NFC

Rer is the estimated interest rate on new business of short-term loans to non-
financial corporations adjusted to take into account the overdrafts as defined in
ECB/2013/34.

~ NFC . . .
Vsr is the estimated volume of new business of short-term loans to non-

financial corporations slightly inflated to take into account the overdrafts as these
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are an important source of short-term funding for non-financial corporations. The
way to do this is to increase the volume of new business short-term loans by the
share of overdraft in the total amounts outstanding of short-term loans. When
calculating the total amounts outstanding of short-term loans, we consider that
long-term loans with a residual maturity below one year and interest reset below
one year can be considered short-term and therefore their amounts are added to
the outstanding amounts of short-term loans as defined in ECB/2013/33.

The estimated volume is calculated as follows:

= L"s yye(NB) x| 1+ v (O4)
2%, AN (OX VRS N (0% )
_/

1=t VLT,[R<1year
—

YT
=p
where:

NFC
ST )i are the volumes of new business of short-term loans to non-financial

corporations as defined in ECB/2013/34.

and ﬂ is the share of overdraft in the total amounts outstanding of short-term
loans.

NFC
Ve (OA) is the volume of overdrafts, revolving loans, convenience and
extended credit (outstanding amounts).

NFC

ST )l

are the volumes of total short-term loans to non-financial
corporations as defined in ECB/2013/33.

~NFC (OA)

V iz imetyear is the estimated volume of long-term loans with original
maturity over 1 year, residual maturity over 1 year and with interest rate reset within
a year as defined in ECB/2013/34.

1

$ i rasea (OA)
7 (04)=12,- Vi (04)

VLT,1R<1year

Vi (OA),
with
V5 (OA)

are the volumes of total long-term loans (loans with original
maturity over 1 year) to non-financial corporations as defined in ECB/2013/33.

Vit (OA4) - .

AsLyear is the real volume of long-term loans with original maturity
over 1 year, residual maturity over 1 year and with interest rate reset within a year as
defined in ECB/2013/33.
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= NFC

Rsr

The estimated rate, is calculated as follows:

R = BRI (0A)+(1- B)RY(NB)

where:

RNFC( )
0 are the interest rates on overdrafts, revolving loans, convenience and
extended credit to non-financial corporations as defined in ECB/2013/34.

NFC(N ) . .
are the interest rates on new business of short-term loans to non-
financial corporations as defined in ECB/2013/34.

c¢) Cost of borrowing indicator for short-term loans to households and non-
financial corporations

t—23
— X V4%(NB),
24 .
CB%"< =Rt (NB)x = +.....
1 ~
— X VE(NB),+P7 ¢
24l.=t
t — 23

~ Z VST (NB)z
1 NNFC
4 z Vi (NB),+

where all the components of the formula are already defined in the previous
sections a) and b)

d) Cost of borrowing indicator for long-term loans to households and non-
financial corporations

(NB)*— Z Vi.(NB), +RNFC(NB)*— 2 Ve (NB),

C H,NFC — 24'—0 241:0
LT -

23

_ Z V (NB) +L NFC(NB)

i=0 i=0

where all the components of the formula are already defined in the previous
sections a) and b).
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Example: Cost of borrowing evolution to non-financial
corporations and households in distressed and non-
distressed countries in the euro-area

Chart 1 and Chart 2 show a composite indicator of the cost of borrowing for non-
financial corporations and households in distressed and non-distressed countries in
the euro area. The two charts show that the cost of bank borrowing for non-
financial corporations has exhibited different dynamics across time in response to

the financial crisis and particularly since the intensification of sovereign debt
concerns in the euro area.

Composite cost of borrowing for non-financial corporations Chart 1
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In particular, the composite indicator for non-financial corporations shows that
the borrowing costs in those countries with risk of debt distress, i.e. Greece, Ireland,
Italy, Spain and Portugal and those with no risk of debt distress, i.e. France and
Germany, have progressively diverged since the onset of the financial crisis. The
dispersion between these two country groups increased to 160 basis points in 2012.
These developments hint at some fundamental issues in the banking markets:
banking markets are increasingly less integrated, as corporations do not have equal
access to funding in all euro area countries because of national factors (e.g. country-
specific macroeconomic risks which affect borrower risk). In the early stages of the
financial crisis in late 2008 and in 2009, bank lending rates to non-financial
corporations tracked broadly the ECB main refinancing rate in the distressed and
non-distressed countries in the euro area. Thereafter, following the intensification of
sovereign debt tensions in 2010 and in response to the increase in policy interest
rates in early 2011 bank interest rates on loans to non-financial corporations started
to rise sooner and more rapidly in distressed countries, especially Portugal and
Greece, than in non-distressed countries. And while the cuts in policy interest rates
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since mid-2011 translated broadly into lower interest rates on loans to non-financial
corporations in France and Germany, the pass-through has been much more
sluggish in the case of Portugal and Greece, where interest rates remain at a higher
level than that recorded in the other large euro area economies.

However, the same fundamental issues are not evident in the household
mortgage lending market as presented in Chart 2. The composite indicator of
household borrowing costs for households shows almost no divergence between

distressed and non-distressed countries.

Composite cost of borrowing for households

Chart 2
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In the case of loans to households for house purchase, bank lending rates in
Spain and in Italy reacted particularly strongly to the cut in policy interest rates
recorded in late 2008 and in 2009. This strong reaction reflects the higher share of
mortgage loans with a short-term interest rate fixation period in these two countries
compared with other large economies in the euro area. Since the start of the
sovereign debt crisis in early 2010, interest rates in these two countries increased
more strongly than in Germany and France. Following the policy rate cuts since mid-
2011, mortgage interest rates have contracted across countries, as expected, and in
particular in Greece. Nevertheless, mortgage rates in Italy, Portugal and Spain

remain above the levels observed in 2010 in spite of monetary policy rates having
reached record low levels.
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External Vulnerability Indicators: The Case of
Indonesia

Ayi Supriyadi®
Abstract

This paper aims to find indicators that can be used to monitor Indonesia's external
vulnerability as well as an early warning system of crisis. The study is conducted by
evaluating a number of indicators deployed in the previous studies by using
signaling method. An analysis of external vulnerability is facilitated by separating
the pressure of vulnerabilities into four zones, namely normal, alert, cautious, and
suspected crisis. The study obtains 12 external indicators that are then aggregated
to produce a composite index of external vulnerability. The selected indicators and
the composite index are well able to capture the external vulnerability.
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Introduction

1.1 Background

The economic crisis that swept over Asian countries in 1997-1998 was the worse
experience for Indonesia. At the time, Indonesian economy is growing fairly high
with stable inflation, but the impact of Bath depreciation spread to most countries
in Asia and as a result, Indonesia fell in a very deep crisis. During the crisis,
Indonesia’s economy contracted the highest, reaching 13.1% in 1998. Meanwhile,
economic growth in Thailand, Malaysia, South Korea, and Philippine in the same
year contracted respectively by 10.5%, 7.4%, 6.9%, and 0.6% (Simorangkir, 2012).

This Asian crisis was not able to be predicted by various models developed
prior to 1997-1998. The first generation model of crisis developed by Krugman
(1979) explains that the crisis could occur if the government did not implement
appropriate macroeconomic policies through money creation to cover the fiscal
deficit. While the second generation developed by Eichengreen & Wyplosz (1993)
and Obstfelt (1994) are also not suitable to explain the onset of the Asian crisis.
According to this model, the crisis caused by investor behaviour who expects there
will be a devaluation so that they tend to invest their funds in foreign currency. This
action ultimately deplete official reserve assets and make the country was unable to
maintain fixed exchange rate regimes. Krugman (1999) ultimately develop a third
generation model to explain the Asian crisis in which the role of the financial system
became a central point of crisis.

In three models mentioned above, basically the economic crisis in a country
depends on two main things, namely the vulnerable conditions and the triggers. The
difference between those crisis models lies in the indicators used as reference to
describe the vulnerability of economy. If the indicators increased then the level of
vulnerability rose and the probability of crisis would increased.

In 1990s, Indonesian economy is already vulnerable. Dabrowski (2001)
describes that short term external debt position is swollen, current account is always
deficit, and ratio of exports to external debt is very low. The condition is also
accompanied by a low foreign exchange reserves so emerged a doubt about
Indonesia’s ability to meet its external obligations. In such conditions, when the first
outbreak occurred in Thailand, the investors rushed to attract their fund from
Indonesia. Even worse, the ratio of money supply to foreign reserves is rising so that
causing panic in the market and encourage irrational actions such as the sale of
domestic assets. As a result, the exchange rate depreciates very deep and triggering
high inflation. Foreign reserves are depleted and interest rates are raised very high
caused economic contraction. Indonesia then fell into deep economic crisis since
that time.

Thus, the efforts to identify and to measure vulnerability indicators becomes
indispensable. By using these indicators, then we can develop a mechanism to
detect an early symptoms of the economic crisis, so potential crisis can be detected
and anticipated. In this case, the early warning system is one method that can be
used to identify and to anticipate economic crisis in the future.

This study aimed to identify which indicators can be used as an early warning
system for economic vulnerability in Indonesia, especially if the vulnerability
pressure comes from external sector. Thus, the evaluation of indicators limited to
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the indicators related to external sector only. It is based on the experience of the
crisis in 1997-1998 which shows that the world economy is becoming more
integrated and inter-state dependence is becoming stronger. If the shock occurs in
one country then it will quickly spread to other countries. The shock transmission
from one country to another is reflected from various external indicators. The
problem is which external indicators are the most appropriate for use. Furthermore,
from the selected external vulnerability indicators, in order to facilitate monitoring
of the external sector vulnerabilities, will be constructed composite index that is able
to reflect the vulnerability of the external sector as a whole.

1.2 Theoretical background

1.2.1 Definition of Crisis

One of the important things when identifying indicators that can capture the level
of vulnerability is the definition of the crisis itself. Crisis is defined differently by each
researcher, as well as the methods used to quantify crisis definition. Chui (2002)
sums up the crisis definition used by various researchers such as Goldman Sachs,
JP Morgan, Frankel & Rose, and Kumar, Moorthy & Perraudin. In general, the
similarity of the researchers in defining crisis is significant depreciation of the
exchange rate.

Other researchers, such as Eichengreen (1996) and Kaminsky (1998) used an
index called the Exchange Market Pressure (EMP) as a basis for determining the
crisis. Eichengreen used three variables to measure the EMP namely changes in
exchange rates, interest rates, and official reserve assets position. While Kaminsky
used only two variables, namely changes in exchange rate and reserves position.

Several researchers also used three variables when calculate the EMP, but the
weights used by researchers differ from one another. Herrera-Garcia (1999) used
these three variables when calculated the Index of Speculative Pressure (ISP) which
is used to determine crisis periods and give equal weight to each variables. While
Eichengreen (1996) gives the weights based on the standard deviation of each
variable. Sachs (1996) used the weights based on the standard deviation of each
variable relative to the standard deviation of all variables. Kaminsky (1998) also did a
weighting based on the standard deviation of each variable but relative to the
standard deviation of exchange rate depreciation.

Herrera-Garcia (1999):
ISP = Standardize(Ae) + Standardize(Ai) — Standardize(Ar)

Eichengreen (1996):

EMP,, = ——= —
O €t Oy

1he, 1 (Armi‘t _ Armyg,

1
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Sachs (1996):

EMP,, = /o, Aeiy Yo, Aty
it — -

((1/03) + (1/@) + (1/Ji)) Cit ((1/09) + (1/@) + (1/Ji)> Tit

s,
+ - Ai;,
((1/09) + (1/@) + (1/Ji)>
Kaminsky (1998):
EMP,, = Beu el % iy,
€t Or Tyt O;

Where: ISP = Index of Speculative Pressure

EMP = Exchange Market Pressure
e = Nominal exchange rate
[ = Interest rate

r = Foreign reserves position

1.2.2 Selection of Indicators

Research on indicators that are leading to the crisis have been conducted by various
researchers. Among these are Eichengreen (1996) who conducted a study of 20
industrialized countries in order to capture the contagious effect of crisis. While
Kaminsky (1998) did the research with the signaling approach.

Chui (2002) summarised the research into three different methods. The first
method is signaling approach. Signaling method analyzed the behavior of an
indicator with a certain threshold level. If the indicator passes the threshold, then
the signal of crisis is given. The chosen threshold is the threshold which the most
able to identify the signal of crisis.

The second method is discrete method which can analyze probability of crisis.
Basically, the discrete method used probability distribution function of the crisis
periods and tranquil periods. While the third method is more concerned with the
relationship between certain variables with the crisis.

Other researchers, Babecky, Havranek, Matéj(i, Rusnak, Smidkova, and Vasicek
(2011), used both discrete and continuous models. In the discrete model, the
method used dynamic panel logit models, whereas the continuous model used
panel VAR models.

In general, the most widely used methods are signaling and discrete models. In
signaling method, threshold selection is done in non-parametric. Threshold is
determined based on a certain percentille. An indicator is said to issue a signal
whenever it departs from its mean beyond a given threshold level. A signal that is
followed by a crisis within specific time, Kaminsky (1998) used next 24 months, is
called a good signal, while a signal not followed by a crisis within that interval of
time is called a false signal.
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Signaling Methods Table 1

_ Crisis (within 24 months) No Crisis (within 24 months)
Signal was Issued A B

No signal was issued (€ D

Where:

A = The number of periods in which the indicator issued a good signal

B = The number of periods in which the indicator issued a bad signal

C = The number of periods in which the indicator failed to issue a signal

D = The number of periods in which the indicator refrained from issuing a signal

The standard method to measure the effectiveness of the indicators in signaling
method as an early warning indicator is determined by the indicators’ ability to issue
good signals and to avoid false signals. The common parameters which can capture
this ability is Type I and Type II of statistical error and noise to signal ratio. The noise
to signal ratio is obtained by dividing false signals measured as a proportion of
periods in which false signals could have been issued, by good signals measured as
a proportion of periods in which good signals could have been issued
(Kaminsky, 1998). As a guideline, the lower the noise to signal ratio then the better
the indicator.

Type I error = o = P(reject HO|HO is true) = C/(A+C)

Type Il error = 8 = P(not reject HO|HO is false) = B/(B+D)

B/(B+D)
A/(A+C)

Noise to signal ratio =

An indicator is said to be a leading indicator of crisis if it has a noise to signal
ratio not greater than 1 (Chui, 2002). Meanwhile, the threshold of crisis is
determined by minimizing a and B or, in other words, has the smallest noise to
signal ratio.

On the other hand, discrete method (a parametric approach) evaluates the
conditional probability of a crisis. If y defined variable of crisis (1 if the crisis
occurred and 0 otherwise) and x defined as a potential indicator with B8 as the
parameter, then the probability of crisis can be stated as follows:

Ply=1) = f(B’%)

where f(5’x) is a probability distribution function. If we assume the distribution is
logit, then

1

Brx)
Ply=1) =280 54 PO=0=0an

1+exp(BrX)

Parameter 8 is estimated using maximum likelihood method and logit regression.

Meanwhile, in terms of the indicators, the researchers used different data sets.
Eichengreen (1996) evaluated 10 indicators while Kaminsky (1998) evaluated up to
105 indicators.
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1.2.3 Composite Index

Some researchers calculated a composite index of the vulnerability indicators. This is
done with the consideration that each indicators has a different performance and
influence. The assumption for the composite procedure is that the vulnerability
indicators drift more or less in the same direction or have a common element in
their behaviour prior to the crisis. Kaminsky (2000) suggest to set up a composite
index for each country using a weighted average of a number of indicators that give
a signal.

I . Stj

t— a)f

j=1

where Stj is equal to I if the indicator j sent a signal at time t, n defined as the total
number of the indicators, and w’ stated noise to signal ratio of indicator j. The
composite index, either simple aggregation or weighted based on the noise to
signal ratio, illustrates the vulnerability of a country at a given period.

The OECD also developed a composite indexing methodologies in order to
construct a composite leading indicators. Since each indicator has different scale of
measurement, then the indicators should be normalized before aggregated into one
composite index. Normalization is done by reducing each observation with their
average and dividing by the mean absolute deviation for each indicators. Then the
result added with 100 for each data. Finally, each indicators multiplied by their
respective weights to obtain aggregate value and created the index.

2. Methodology

Research for Indonesia’s external vulnerability indicators have already done by
Majardi (2009). The vulnerability indicators selected by using panel data of 151
developing countries as the members of IMF. However, the use of panel data is less
precise because not all countries have a significant economic relationship with
Indonesia. Therefore, this study only used 31 countries (including Indonesia) as a
sample.

Reduction of the countries in the sample is conducted by considering that
contagious effect will have significant impact if the crisis comes from close ties
countries, both in terms of exports and investment transactions. The reduction is
also considering the countries in the region and the availability of data. Countries
sample selected based on main destination countries of Indonesia's export,
countries of origin of the investors for direct investment and portfolio investment,
countries in the ASEAN region, emerging countries in the same peer group rating,
and European countries affected by the crisis recently.
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Table 2

List of Countries in the Sample

10 main Top 10 countries Top 10 ASEAN
destination of origin of DI? countries of countries®
countries of origin of PI?
export"
1. China 1. Singapore 1. US 1. Brunei Darussalam 1. China 16. Philippines
2. Japan 2. Japan 2. Luxembourg | 2. Malaysia 2. Japan 17. Kuwait
3. US 3. Luxembourg® | 3. England 3. Philippines 3.US 18. Canada
4. India 4. England 4. Norway 4. Singapore 4. India 19. Australia®
5. Singapore 5. US 5. UAE 5. Thailand 5. Singapore 20. Germany’
6. Malaysia 6. South Korea 6. Singapore 6. Vietnam 6. Malaysia 21. Brazil®
7. South Korea 7. China 7. Switzerland | 7. Myanmar 7. South Korea 22. South Africa’
8. Thailand 8. France 8. Kuwait 8. Cambodia 8. Thailand 23. Saudi Arabia’
9. Netherland 9. Hongkong 9. Japan 9. Laos 9. Netherland 24. Mexico’
10. Taiwan 10. Canada 10. China 10. England 25. Russia’
11. France 26. Argentina’
12. Hongkong 27. Turkey’
13. Norway 28. Greece’
14. UAE 29. Portugal®
15. Switzerland 30. Italy’

! Pposition in 2012, Taiwan is not included as sample based on the degree of his exposure to Indonesia. 2 Based on the country of origin
of foreign direct investment in 2012.  * Based on the country of origin of portfolio investment (stocks) in January — June 2013.  * Only
4 countries chosen as samples takes into account of the economic size of the country and the level of exposure to Indonesia.
® Luxembourg was not chosen because it is the tax havens country. ° Australia selected with consideration of the proximity of the region,
diplomatic relations, and the economy (2.6% share of non-oil & gas exports). ' Germany chosen with consideration of economic relations
(2.0% share of non-oil & gas exports). & Countries in the peer group rating. ° European countries affected by the crisis last few years.

Meanwhile, the external indicators which will be evaluated consists of
29 indicators. Those indicators obtained from various researchers like Majardi et al.
(2009), Chui (2002), IMF (2000), Kaminsky et al. (1998), Babecky et al. (2001),
Eichengreen et al. (1997).
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List of Candidate External Vulnerability Indicators Table 3

No Variables Description
1 DSR Debt Service Ratio
2 IRSTED Reserves position/Short-term external debt position
3 IRMS Reserves position/Monthly average of imports
4 IRBM Reserves position/Broad money
5 RES Changes in reserves position/12 months of imports (moving average)
6 NETPIIR Short term capital flows/Reserves position
7 CAGDP Current account/GDP
8 EDPGDP Public sector external debt/GDP
9 EDX External debt/Current account receipt
10 EDGDP External debt/GDP
11 AVIN Average interest rate of external debt
12 IRMO Reserves position/base money
13 IRGDP Reserves position/GDP
14 IR Official reserve assets position
15 GIR Growth of reserves position
16 FDIED Foreign direct investment/Total external debt
17 KAGDP Capital account/GDP
18 DSGDP Debt service/GDP
19 TBGDP Trade balance/GDP
20 XM Export/Import
21 DX Change in exports
22 DM Change in imports
23 DTOT Change in term of trade
24 DXP Change in export price
25 FDIGDP Foreign direct investment/GDP
26 STDTOEXTDEBT Short term external debt/Total external debt
27 FDIINGDP Net inflows FDI/GDP
28 FDIOUTGDP Net outflows FDI/GDP
29 RGX Growth of real exports

The definition of a crisis in this study used EMP indicator as described by
Herrera-Garcia (1999). EMP formed by three variables, namely changes in exchange
rates, interest rates, and foreign reserves position. All the variables were
standardized to have mean zero and unit variance.

EMP;, = Standardize(%Ae; ) + Standardize(Ai;,) — Standardize(%Ar; ;)

8 IFC Bulletin No 39



Furthermore, A crisis is defined as period in which EMP moves one-half
standard deviation above the average, as done by Eichengreen (1997).

0,if EMP < u+1.50

CRISIS = {l,if EMP > i+ 150

Selection of vulnerability indicators and the threshold for each indicators were
done by signaling method. Monitoring the signals on the signaling method
performed until a two years period, as was done by Kaminsky (1998).

Lastly, the construction of the composite index will use OECD methodology
with the help of CACIS software. Meanwhile, the weight for each selected indicators
will be determined referring to the Kaminsky (2000) by using weights derived from
the noise to signal ratio of each indicator.
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Diagram 1: Construction of Indonesia’s External Vulnerability Indicators
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3. Empirical Results

3.1 Definition of Crisis

The data is collected from 31 countries, including Indonesia, with quarterly basis.
Meanwhile the sample period is 1980Q1 to 2013.Q2. The first step of this research is
determining the crisis periods by using EMP. The EMP is calculated to capture the
high pressure periods on the exchange rates. In other words, the EMP is used to
capture the level of vulnerability in each sample periods. Herrera-Garcia method
used when calculating EMP and this method is able to capture the pressure on the
exchange rate volatility. This is indicated by the movement of the EMP which is
quite volatile with a few spikes in the sample periods inline with the exchange rate
movements.

For Indonesia, Herrera Garcia method is able to identify the crisis that occurred
in 1997-1998, 2005 and 2008. At such periods seem that EMP moves exceed the
crisis threshold.

EMP of Indonesia

Graph 1

10 1
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noag 4
1595

10 4

Likewise with the other sample countries, this method is able to capture most
of the crisis. For example, the crisis in Thailand and South Korea can be well
identified as shown with EMP movements exceed the crisis threshold at 1997-1998.
So did with the crisis in Greece at 2012 and the crisis in Mexico at 1980s and 1990s
can be captured by EMP.
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EMP of Thailand, South Korea, Greece, and Mexico Graph 2
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3.2 Selection of Indicators

The selection of indicators are done by using the signaling method. Chui (2002)
requires that the chosen indicators should have a noise to signal ratio not greater
than one. However, the research used more stringent criteria by chosing noise to
signal ratio below 0.5 for each indicators. Using this requirement, we have
12 indicators met the criteria.
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The Smallest Noise to Signal Ratio for Each Potential Indicators Table 4

. The Smallest Noise to . The Smallest Noise to
Indicators ) . Indicators . .
Signal Ratio Signal Ratio
1 DSR 0.30 16 FDIED 0.70
2 IRSTED 0.46 17 KAGDP 0.60
3 IRMS 0.38 18 DSGDP 0.78
4 IRBM 0.42 19 TBGDP 0.38
5 RES 0.35 20 XM 0.61
6 NETPIIR 0.13 21 DX 0.52
7 CAGDP 0.09 22 DM 0.52
8 EDPGDP 0.98 23 DTOT 0.70
9 EDX 047 24 DXP 0.55
10 EDGDP 0.48 25 FDIGDP 0.19
11 AVIN 0.78 26 STDTOEXTDEBT 0.04
12 IRMO 0.61 27 FDIINGDP 1.58
13 IRGDP 0.87 28 FDIOUTGDP 2.28
14 IR 0.70 29 RGX 0.97
15 GIR 0.56
From the result above, in order to complete the analysis of monitoring,
threshold for each indicator will be determined. Each indicator will be divided into
four stages of pressure, namely normal, alert, cautious, and suspected to crisis. The
suspected crisis area is determined from the standard deviation which gives the
smallest noise to signal ratio.
Threshold for Selected External Vulnerability Indicators Table 5

Threshold

Variables

N TR T
1 DSR 31.62 38.26 4490
2 STDTOEXTDEBT 1891 19.83 20.76
3 EDX 170.68 214.86 259.03
4 EDGDP 51.10 60.42 79.07
5 IRMS 4.39 3.82 3.25
6 IRBM 27.69 24.69 21.68
7 IRSTED 149.97 128.37 106.78
8 RES -37.56 -50.60 -63.63
9 CAGDP -1.42 -2.26 -3.10
10 TBGDP -0.16 -1.17 -2.18
11 FDIGDP -0.16 -0.37 -0.58
12 NETPIIR -2.15 -341 -4.66
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Furthermore, the threshold of alert and cautious determined arbitrarily by a
margin of 0.25 standard deviations from the threshold of suspected to crisis. For
example, if the threshold for IRMS obtained from the average plus one standard
deviation, then the alert threshold is obtained from the average plus 1.25 standard
deviation and the cautious threshold derived from the average plus 1.5 standard
deviations. The normal area will be marked with green colour, alert area marked in
yellow, cautious area marked in pink, and suspected to crisis area marked in red.
Graph for each selected indicators and their threshold can be found in the
Appendix. The threshold resulted by this research are not too different when
compared with the results obtained by other researchers.
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Next, to answer the question whether the selected external vulnerability
indicators are capable to providing an early warning to the crisis, the performance
of these indicators will be evaluated at some period of crisis, 1997-1998 crisis, 2005
crisis, and the global crisis of 2008.

In the 1997-1998 crisis, external vulnerability indicators have shown
abnormality condition. This is reflected by four liquidity indicators, namely DSR,
IRSTED, IRMS, and IRBM, lie outside the normal area, even up to several periods.
Furthermore, the other liquidity indicators (RES, FDIGDP, and NETPIIR) go beyond
the suspected crisis threshold at 1997Q4. This problem mainly driven by the low
foreign exchange reserves and high external debt position.

In the other side, Indonesia also faced a solvency problem as reflected by four
solvency indicators (CAGDP, EDX, EDGDP, and STDTOEXTDEBT) lies outside the
normal area for several periods. Current account deficit and the external debt
position which higher than the ability to pay was the cause of this solvency
problems.

Thus, it can be concluded that Indonesia’s external sector in the period, even
starting from some previous period, is already vulnerable. In such circumstances,
only waiting for a trigger factor for the occurrence of a crisis. The trigger then came
from the depreciation of Bath which later affected the Indonesian economy.

Heat Map for external vulnerability indicators during the crisis period 1997-1998 Table 7

INDICATORS 1996Q3 1996Q4 1997Q1 1997Q2 1997Q3 1997Q4 1998Q1 1998Q2 1998Q3 1998Q4

IRSTED

IRBM
RES

FDIGDP

NETPIIR

TBGDP
EDX

STDTOEXTDEBT

Meanwhile, in the 2005 crisis, five liquidity indicators (IRSTED, IRMS, IRBM, RES,
and NETPIIR) had entered alert zone since though not to give a signal. The pressure
mainly concerns from the adequacy of international reserves and foreign capital
outflow. In terms of solvency, highly external debt position and current account
surplus dwindling until reach the deficit in 2005Q3 was the cause of the pressure on
the domestic economy.

However, the external pressure is not as strong as in the period of pressure on
the eve of the crisis of 1997-1998. This is understandable because the root cause of
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the crisis in 2005 was the increase of fuel price which then impacted the domestic

economy.

Heat Map for external vulnerability indicators during the 2005 crisis

INDICATORS
DSR
IRSTED
IRMS
IRBM
RES
FDIGDP
NETPIIR
CAGDP
TBGDP
EDX
EDGDP
STDTOEXTDEBT

416

26.37
-48.65

-1.62

Table 8

2004Q3 2004Q4 2005Q1 2005Q2 2005Q3 2005Q4 2006Q1 2006Q2 2006Q3 2006Q4

In 2008Q4, deteriorating global conditions led to an outflow of foreign capital.
This factor coupled with a decline in foreign exchange reserves add to pressure on
vulnerability of liquidity indicators. Meanwhile, solvency indicators are relatively
safer except the ratio of short-term external debt to total external debt which
deteriorated along with the increase of short-term external debt position.

Heat Map for external vulnerability indicators during the 2008 crisis

INDICATORS
DAY
IRSTED
IRMS
IRBM
RES

FDIGDP
NETPIIR
CAGDP

TBGDP

EDX

EDGDP
STDTOEXTDEBT
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2007Q3 2007Q4 2008Q1 2008Q2 2008Q3 2008Q4 2009Q1 2009Q2 2009Q3 2009Q4
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The analysis of external vulnerability indicators during crisis periods in
Indonesia has shown that the resulting vulnerability indicator may give a warning or
signal before the crisis occurred. Thus, the twelve selected indicators has been able
to describe the level of vulnerability of external sector and can be used as a
monitoring and early warning system to predict the crisis.

3.3 Composite Index

The composite index is calculated using weights based on the noise to signal ratio
for each selected indicator. This research used an OECD methodology to obtain
external vulnerability index (EVI). The index is aggregated from external vulnerability
index, so it can be used to show the vulnerability of the external sector in general.

External Vulnerability Index vs EMP Graph 3
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The result of EVI has shown in Graph 3. In general, EVI movements cointegrated
with EMP. This graph also supported by low noise to signal ratio, amounting to 0.1.
Thus, EVI is able to send a good signal to detect the occurance of crisis in the next
two years and can be used as leading indicator for EMP.

Furthermore, the noise to signal ratio also provides information about
suspected crisis threshold. In this case, the smallest noise to signal ratio is obtained
by using the threshold of 1.25 standard deviations above the average. The other
thresholds will be determined using the difference of 0.25 standard deviations from
suspected crisis threshold. Because of EVI movements and crisis are unidirectional,
then the higher EVI means external vulnerability has increased. So the level of
cautious and alert must be placed below the suspected crisis threshold. Thus, the
cautious threshold determined by 1 standard deviation above the average and the
alert threshold determined by 0.75 standard deviation above the average.
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Threshold and Noise to Signal Ratio for External Vulnerability Index Table 10

Threshold
Variables Noise to signal ratio
1 EVI

100.39 101.18 101.96 0.1

From the results, it appears that EVI is able to identify the pressure in
1997-1998, 2005, and 2008. In 1997-1998, EVI send a signal before the crisis
occured. It can be seen from the EVI movement through the suspected crisis area.
EVI movements also indicated the pressure from external sector when the crisis
occured in 2005, although not to exceed the suspected crisis threshold.

External Vulnerability Index Graph 4
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4. Conclusion

This study evaluated a number of external indicators with the aim to establish an
early warning system of crisis from external side. The data used in this study was
obtained from the 30 countries that have close ties with Indonesia, both from an
economic standpoint or in terms of regionality and peer group ratings.

By using the signaling method, this research resulted in 12 indicators that need
to be monitored on a regular basis in order to identify the pressures of the external
sector. Of the twelve indicators then compiled a composite index of external
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vulnerability (EVI) in order to capture the level of pressure in the external sector as a
whole. The threshold for composite index has been tested for its ability to provide a
signal through the events previous crisis (1998, 2005, and 2008).

The twelve indicators coupled with the composite index is also feasible to use
to predict the crisis. The signal issued by one of the external vulnerability indicators
is a sign of increased external vulnerability for two years ahead.
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Alternative indicator of monetary policy stance for
Macedonia®
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Abstract

This paper applies a SVAR model which combines different monetary policy
instruments to construct an alternative indicator of monetary policy stance in
Macedonia. It employs the approach introduced by Bernanke and Mihov (1995,
1998) of isolating monetary policy shocks from overall policy that otherwise react to
real developments. The residuals from such VAR are cleaned from the central bank’s
reaction function and represent true monetary policy innovations. Further, we solve
the interdependence among different monetary policy instruments contained in the
residuals by developing a structural model. We use the model to extract
unanticipated policy stance, as alternative view on the monetary policy.
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1. Introduction

Measuring the monetary policy stance enables the central bank to determine
whether monetary policy is contributing to macroeconomic and financial
developments in the country in a way that insures achieving the aimed combination
of inflation and output stabilization.

In this paper we apply the Bernanke and Mihov (1998) methodology to
Macedonia thus building a multivariable indicator for the monetary policy stance.
Unlike the policy rate which represents central bank’s intentions thus depicting the
intended or “de jure” monetary policy stance, our indicator tends to proxy the actual
or "de facto” monetary policy stance vis-a-vis the real sector after transmission takes
through and commercial banks adjust their behavior to monetary policy changes, in
one way or another. Our indicator has additional advantage as it captures the effect
of all monetary policy instruments applied by the NBRM. As such, it can be useful in
detecting disruptions in monetary policy transmission mechanism due to shocks of
various types. We also analyze inflation and GDP reaction with respect to monetary
policy stance thus witnessing on NBRM's ability to react counter-cyclically and
stabilize domestic economy given the constraints of the applied monetary strategy
of targeting the exchange rate.

The paper is organized as follows. Section 2 provides a brief overview of the
monetary policy setup in the Macedonian economy covering the monetary strategy
and monetary policy instruments that the central bank applies. Sections 3 to 6
discuss the data and methodology. Section 7 documents the empirical results.
Section 8 concludes.

2. Monetary policy in Macedonia

In order to achieve the principal monetary policy goal — price stability — the NBRM
has been implementing a monetary strategy of targeting the nominal exchange rate
of the Denar against the Euro (prior 2002 against the Deutsche Mark) been effective
since October 1995. Thus, the NBRM pursues the nominal exchange rate as
intermediate monetary policy target.

In order to pursue its intermediate and final objectives, the NBRM applies a
range of monetary policy instruments. The monetary policy instruments setup of the
NBRM is determined by the exchange rate targeting framework and the specifics of
the banking sector in the country as monetary policy counterpart.

As to sustain the stability of the exchange rate the NBRM performs direct
interventions on the foreign exchange market by purchase/sale of foreign currency.
Over the 2005-2013 period, central bank's foreign interventions were
predominantly net-purchases of foreign currency, thus contributing to a significant
accumulation of foreign reserves as an important element for successful exchange
rate targeting strategy. Exemption was the global crisis in its acute phase of late
2008-early 2009 when NBRM suffered massive loss in gross foreign reserves as to
sustain the stability of the exchange rate. The shock was short-lived with losses
being largely recovered as soon as the end of 2009. Since then, gross foreign
reserves are generally on a growing path thus credibly supporting the exchange rate

peg.
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With respect to domestic liquidity management, the NBRM uses a set of various
market-based monetary instruments. The main monetary policy instruments
available to the NBRM are: open market operations, reserve requirements and
deposit facility. Open market operations are the most important and most flexible
monetary policy instrument of the NBRM with the purpose to steer interest rates,
manage liquidity conditions in the banking sector and signal monetary policy
stance. The underlying instruments for open market operations include CB bills
auctions, repo operations and outright transactions. Due to predominant purchases
of foreign exchange, open market operations conducted by the NBRM are
principally used with a view to mopping up excess liquidity in the banking sector.
Hence, over 2000-2013 period, CB bills hold the main role in managing liquidity
with their interest rate representing the key policy rate of the central bank. As to
address short-term liquidity shortage in the banking system, NBRM conducts
liquidity-providing repo operations. In conditions of short-term excess liquidity,
banks may place funds with the NBRM in deposit facility. Reserve requirement as
standard instrument is also applied by NBRM to directly influence money and credit

supply.

3. Excess reserves — an intermediate target (commitment
device) of monetary policy in Macedonia

This section represents an adaptation from Lang and Krznar (2004) and aims at
explaining the rationale behind using excess reserves in our monetary policy model.
A number of different monetary instruments the NBRM has used during the period
under consideration makes their joint assessment in the analysis of monetary policy
necessary. Since most measures were tailored to support the domestic liquidity
management (base money), they can be combined. As shown below, these
measures have influenced both money supply and money demand. In order to use
the base money as a policy variable, it needs to be adjusted for the changes in
reserve requirement, which were common during the analyzed period. Otherwise
the growth of the base money that results from the increase in required reserve
could be interpreted as monetary easing, while the opposite is true.

Following Lang and Krznar (2004), the connection of excess liquidity and other
monetary policy instruments is explained in the following accounting framework.
The framework relies on the concept of demand (Rd) and supply (Rs) of commercial
banks' reserves at the NBRM:

(1) Rd = RR (T,RB) + ER
(2) ARd = ARR + AER = rr* ARB + RB*Arr + AER

The demand for reserves (Rd) is equal to required reserves (RR) and excess
reserves (ER). "In a developed financial system, such as in the Eurozone, with
well-functioning marginal facilities, the preferred excess reserves are zero. However,
if there is a shallow and inefficient money market and standing facilities are
non-existent or expensive, commercial banks may prefer to hold positive excess
reserves. The (preferred) excess reserve can be modelled as a function of the cost of
the use of credit facility (difference between interest rate on credit facility and
money market interest rate)” [Lang and Krznar, 2004].
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Excess reserves as positive deviations from required bank reserves might be
used by the banks as a buffer to cover unforeseen changes in the supply of central
bank money. The settlement banks usually prefer to have accounts at the central
bank because this gives them direct access to the ultimate source of domestic
liquidity [adaptation from Ganley, BoE Lecture Notes Series].

“If required to do so for monetary policy purposes, the banks will hold a
proportion of their deposit liabilities at the central bank in either remunerated or
unremunerated form. Obviously, these required bank reserves are more costly to
the banks if they are unremunerated. If the central bank chooses to pay a rate of
return to the banks this can be at a market or sub-market rate of interest. The cost
of required reserves will also depend on their coverage, namely how much of the
banks' liabilities are actually included” [Ganley, BoE Lecture Notes Series]. Therefore,
monetary policy can influence the demand for reserves through the change in the
rate of required reserves and the change in the scope of the reserve base. During
the period under review a number of changes in both rate and scope of required
reserves have been implemented in Macedonia.

Following Lang and Krznar (2004), the supply of the reserves (Rs) is the
difference between the base money (M0) and autonomous factors (Af — cash in
circulation and government deposits):

(3) Rs = MO - Af
(4) ARs = - AAf + ANFAcb + ANDAcb
= — AAf + INTb + INTg + ACR + AOMO

Cash in circulation is one of the autonomous factors in reserves supply. It is
defined as all central bank notes held outside the central bank. Decreases
(increases) in the outstanding note issue imply credits (debits) to the banking
system'’s accounts with the central bank; in other words, decreases in the note issue
add to central bank reserves. Changes in the note issue can be volatile on a daily
basis, but often have some predictable seasonality, both within-week and within-
month. The main long-run determinants of currency demand are transaction
variables such as GDP or private consumption and opportunity cost measures like
interest rates or inflation. In addition, the second potential factor in the creation of
reserves is transactions to government; this accrues through the net daily cash flows
in and out of the consolidated fiscal account at the central bank. In terms of the size
and volatility of the flows involved, this account may have a substantial effect on the
supply of reserves [adaptation from Ganley, BoE Lecture Notes Series].

According to (4), the change in the supply of the reserves is the sum of the
(negative) change in autonomous factors, the change in the foreign assets of the
central bank and the change in the net domestic assets of the central bank. The
change in the net foreign assets (NFA) is equal to the amount of foreign exchange
interventions (both transactions with commercial banks INTb and government
INTg).

In a fixed exchange rate country, the central bank may be forced to intervene
on the foreign exchange market to maintain the parity for the domestic currency. If
there is downward pressure on the parity then, with non-sterilised intervention, it
acquires domestic currency in exchange for net foreign assets, resulting in a
reduction in the monetary base. The central bank is generally able to neutralise this
effect on the monetary base by engaging in an offsetting transaction which injects
domestic currency liquidity into the market to coincide with the drain of liquidity
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caused by the intervention. The sterilisation transaction will usually be a purchase of
domestic financial assets [adaptation from Ganley, BoE Lecture Notes Series].

The change in net domestic assets (NDA) is the sum of the change of NBRM's
credits to commercial banks (CR), i.e. credit facility and open market operations
(OMO). OMO includes both rarely used money creating open market operations
(repo), and widely used money destructing monetary operations (CB bills in Denar),
which enter with a negative sign.

Following Lang and Krznar (2004), combining the demand (1) and supply (3) of
the reserves, the excess reserves are equal to the difference between base money,
required reserves and autonomous factors:

(5) Rs =Rd
(6) ER = MO - RR - Af

The change in excess reserves is therefore influenced both by changes in the
supply and demand of the reserves, both of which the NBRM is influencing with its
monetary policy instruments:

(7) AER = - AAf + ANFAcb + ANDAcb - ARR
(8) AER = - AAf + INTb + INTg + ACR + AOMO - rr* ARB — RB*Arr

Excess reserves are a function of interventions, open market operations, reserve
requirement and autonomous factors (signs of coefficient are given in parentheses):

(9) ER =f(INT (+), OMO (+), CR (+), RR (-), Af(-))

The purchase of foreign currency results in the increase of excess reserves, i.e.
monetary easing. Money creation through open market operations (or the decrease
of outstanding CB bills) and the NBRM's credits also leads to monetary easing, and
an increase of the required reserves leads to monetary tightening. “This definition of
excess reserves is consistent with reserve targeting, but is adapted to include
monetary instruments influencing both money supply and money demand. Indeed,
it is an interesting measure since it combines the intention of the policymaker in the
sense that its increase corresponds with monetary easing and its decrease with
monetary tightening” [Lang and Krznar, 2004].

4. Constructing an indicator of monetary policy stance for
Macedonia

In this chapter, the monetary transmission in Macedonia is analyzed applying a
Structural Vector Autoregression (SVAR) approach on monthly data. The essential
part of the analysis is to identify exogenous monetary policy shocks and to consider
the transmission of such shocks to the macroeconomic variables of interest. “To
separate exogenous monetary policy shocks from changes in monetary policy that
correspond to central bank’'s endogenous response to shocks originating elsewhere
in the economy, the model should include a well-specified reaction function for the
central bank” [Beier and Storgaard, (2006)].

In general, "identifying a reaction function for central bank policy involves
confronting two basic complex issues. First, one has to take a stand on the set of
information to which the central bank responds. The central bank may have a
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primary goal of stabilizing inflation and output, for example. But it may (and in
general does) take account of a far broader set of information than simply inflation
and output” [Clarida and Gertler, (1997)]. Good examples are exchange rates and
current account deficits. Also, the central bank may make use of some intermediate
targets as a kind of commitment device.

As stressed by Christiano et al. (1996), without a complete structural model of
the economy it is the response of variables to exogenous policy actions that must
be examined in order to gauge the effects of monetary policy. This is because
movements of the economy following an endogenous policy action may be due to
the policy action itself or to the variable that spurred that action. Each policy
equation in a VAR can be interpreted as a sum of an endogenous part, a so-called
implicit rule, and an exogenous part, representing deviations from the rule or
monetary shocks. The central bank’s behavior behind these exogenous shocks is
definitely linked to its operating actions [adaptation from Cuche, (2000)].

The indicator of monetary policy stance in Macedonia is constructed by using a
structural VAR model which combines different monetary policy instruments. This
approach introduced by Bernanke and Mihov (1995, 1998), has become a standard
approach of isolating monetary policy shocks from the overall monetary policy that
otherwise reacts to real sector developments. Following Bernanke and Mihov (1995,
1998), we develop and implement a general, VAR-based methodology in which the
indicator of monetary policy stance is not assumed but rather is derived from an
estimated model of the central bank's operating procedure. More specifically, we
employ a VAR model that leaves the relationships among macroeconomic variables
in the system unrestricted but imposes contemporaneous identification restrictions
on a set of monetary variables. A similar approach was applied by Clarida and
Gertler (1997) in their analysis of Bundesbank's monetary policy. Cuche (2000)
applied these two papers to a small open economy in his analysis of monetary
policy in Switzerland [adaptation from Lang and Krznar (2004)].

“The basic idea is, by estimating a general VAR that includes both non-policy
and policy variables, to eliminate elements of monetary policy reaction functions on
policy variables. More specifically, the residuals from such VAR are cleaned from
dynamics that originates from the central bank reaction function and represent true
monetary policy innovations. However, these residuals contain interdependence
between different monetary policy instruments, which needs to be solved by a
structural model of monetary policy in order to extract true monetary policy stance
i.e. unanticipated monetary policy” [Lang and Krznar, (2004)].

In addition, rather than building the monetary policy model around supply and
demand for bank reserves as in Bernanke and Mihov (1998) they are combined into
a single measure of excess liquidity. With this respect our analysis follows Lang and
Krznar, (2004). This is in line with the NBRM's policy, which influenced both demand
and supply of reserves. Thus, the main monetary policy variables are the nominal
exchange rate and the excess liquidity (excess reserves). Excess reserves can be
observed as an intermediate indicator of monetary policy, i.e. as a kind of
commitment device.
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5. The model

This section is an adaptation from Lang and Krznar (2004). In order to isolate
monetary shocks, it is important to make a distinction between the variables that
the central bank can directly influence and other variables that it cannot directly
influence. Because this definition is quite loose, we use a timing assumption to sort
out variables. According to Clarida and Gertler (1997) and Bernanke and Mihov
(1998) we define policy variables as variables that the central bank influences within
the current considered period. In addition, because of rigidities, we know that
monetary policy begins to influence non-policy variables with a lag.

Following Bernanke and Mihov, the first step is to estimate the following VAR:

Yt:ZBthfi—'_ZCiPtfi—i_Ayvf
i=0 i=0 (1)

P=XDY *XG.P.+ AV

Yt is a vector of macroeconomic (non-policy) variables and Pt is a vector of
policy variables. System (1) is not econometrically identified. Without restrictions
imposed on its structure, it is not possible to retrieve its coefficients after its
reduced form estimation. A first step towards this identification is to break the loop
of contemporaneous influences between non-policy and policy variables in this
dynamic setup. In order to solve the problem we use the mentioned timing
assumption again, based on the fact that central banks cannot directly influence in a
timing dimension the non-policy variables. After the introduction of this
assumption, system (1) becomes system (2).

Thus, system (1) can be rewritten as ordinary VAR, introducing restriction that
monetary policy does not immediately influence non-policy variables (CO = 0).

Y-YBY. +XCP.+ AV

)
k k
P p
P=2DY.*2GP.+Av
i=0 i=0
Non-policy and policy variables are orthogonal by construction, i.e.
Y
A 0
A = (3)

o A

Matrix A allows the various structural shocks, also split into non-policy and
policy shocks, to enter each equation with the single restriction that we do not allow
the monetary world shocks to independently enter the non-policy sphere. They
certainly affect the economy but only through the effects on policy variables. This
assumption is not too restrictive, because we can imagine processes generating
these shocks as totally independent of each other (e.g. with an independent central
bank, we can assume such a disconnection). Composite residuals for each variable,
or more precisely for each equation in the system, are then a mix of the different
individual structural shocks.
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System (2) constitutes the base for the second step. In order to retrieve true
monetary policy shocks vs, it is necessary to model the relationship between
different monetary instruments. In fact we directly use the VAR residuals from (1)
and express them in terms of true structural disturbances. This is the so called
without extraction approach [Cuche, (2000)]. Alternatively, we can extract from the
residuals of the policy variables in the first SVAR new series that are the portion of
VAR residuals in the policy block that is orthogonal to the VAR residuals in the non-
policy block. This is the way with extraction. So, following the method without
extraction we use NBRM's operating procedures to model two equations
representing the central bank’s behavior in innovation form. We thus proceed with
the policy section.

In order to retrieve true monetary policy shocks vs, it is necessary to model the
relationship between different monetary instruments. “Bernanke and Mihov do this
by modelling the market for bank reserves by distinguishing between borrowed and
non-borrowed reserves. Cuche applies their analysis for small open economy
models demand and supply for reserves, as well as exchange rate” [Lang and Krznar,
(2004)1.

u:nonzu;non (4)
mon d X s

u, =%v tey v (5)
mon i d

u, ~PU+v (6)

uX:5ul+vX )

“Money supply (5) is a function of demand shock and exchange rate shock, as
well as true money supply shock (true monetary policy shock). Money demand (6) is
a function of interest rates, i.e. the opportunity cost of holding money, and demand
shock. Exchange rate (7) is also a function of interest rate (interest rate parity) and
exchange rate shock. This system can be solved by the GMM estimator” [Lang and
Krznar, (2004)].

Still, due to short data series and relatively stable monetary policy instruments,
following Lang and Krznar (2004), a simpler model was used for Macedonia,
consisting of only two different monetary instruments: exchange rate and excess
liquidity. This means that supply and demand shocks are combined, which is in line
with the conduct of monetary policy in Macedonia:

X _ X

uz Y X s (8)-(9)

u=%u *v

“Exchange rate ux in terms of innovations is a function of the exchange rate
shock (8). Monetary policy variable ul (excess liquidity) in terms of innovations is a
function of shock in exchange rate ux (monetary policy reacts to changes in
exchange rate, i.e. exchange rate targeting) and unanticipated shock in monetary
policy vs (9). This system of equations can be solved by using the GMM method. It is
just-identified; there are three known variables: variances and covariance of ux and
ul; and three unknown variables: variances of vx and vs (their covariance by
construction equals zero) and reaction parameter ¢. The true monetary policy shock
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vs is constructed from equation (9). Finally, the indicator of (unanticipated)
monetary policy stance is constructed by summing up previous unanticipated
monetary policy shocks vs:" [Lang and Krznar, (2004)]. Namely, the absolute level of
vs is of no specific meaning, only relative movements give an indication of changes
in the policy stance. An upward movement represents a tightening of the policy
stance, and, a downward movement an easing. Accumulation smoothes the series
so that the final series gives a clear indication of the direction of the policy shift
[adaptation from HSppner].

MP,= Z Vi (10)
=0

6. Data description

Data selection and the rationale behind the interpolations entirely follow (Lang and
Krznar, 2004). Quarterly GDP data (y) is interpolated to monthly frequency using
industrial production series. The GDP series is integrated of order 1.

Core inflation (p) is used as the price variable in order to control for an increase
of administered prices that had major effect on the overall price dynamics in the low
inflation environment. The price series is integrated of order 1.

The third non-policy variable is the external imbalance, described by the current
account (ca). Current account is constructed as a ratio of current account balance
and nominal GDP, and is interpolated to monthly frequency by the series of net
payments abroad, which is used for the construction of the balance of payments
statistics. The current account series is stationary.

The exchange rate variable (e) is the average monthly nominal exchange rate
MKD/EUR. Note that increase in exchange rate describe depreciation. The variable is
stationary.

In line with the discussion earlier in this paper, the excess liquidity/reserves (I) is
used for modelling monetary policy of the NBRM. It is expressed as the ratio of
excess reserves to required reserves (monthly averages). The variable is also
stationary.

All variables are seasonally adjusted (including the exchange rate). GDP, prices,
and the exchange rate are in logs, while the ratio of the current account and the
excess liquidity are in percentage points. In order to have stationary series, the first
differences of real activity and prices are used. Unit root tests are given in the
Appendix 2. The analysis covers the period that starts in December 2005 and ends in
June 2013.

7. Estimation and results

As described above, the initial step was to estimate a SVAR in form (2). Non-policy
variables are changes in real GDP (Ay), changes in prices (Ap), and the ratio of
current account to GDP (ca). Policy variables are exchange rate (e) and excess
liquidity (I). Three lags are chosen for the final SVAR specification.
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Although the purpose of this benchmark SVAR is to retrieve the residuals free
of monetary policy reaction, we find observing the impulse response functions
informative. Therefore, just to give a brief insight of the responses of this
benchmark system derived by appropriate structuralization of VAR residuals,
impulse responses in the changes of GDP and prices are shown below (due to first
difference of GDP and prices, effects of shocks are accumulated for those variables).
With this respect, we must take one point of reservation into account, primarily
because VAR analyses of the effects of monetary policy have more significant
meaning when unanticipated monetary policy stance is included as an element in
the VAR. Therefore, further in this section we contrast the dynamic responses of this
benchmark system with those derived from a VAR which contains an alternative

indicator of monetary policy.

SVAR impulse responses of shock in monetary policy (Shock 4 refers to exchange

rate shock; Shock 5 refers to liquidity shock) Graph 1

Accumulated Response to Structural One S.D. Innovations + 2 S.E.

Accumulated Response of D(LOG(GDP_SA))to Shock4

Accumulated Response of D(LOG(GDP_SA))to Shock5

Accumulated Response of D(LOG(CORE_CPI_SA))to Shock

016 016

012 012

.008 | oos] )
004 | 004 | /\/\ B
000 oo e T 000 | &£ — —

~004 - ~004 - T <

~008 - : - ~.008 -

L0124~ T -012 -

-016 ‘ ‘ - -016 . -

003 003
002 - T o 002 -
001 N 001 —— — —
000 - 000
oot I 7 001 _ T T
-002 ‘ ‘ S -002 R — S

3 4 6 7 8 9 10 123456 7 8 9 10
10 IFC Bulletin No 39




SVAR impulse responses of shock in monetary policy (Shock 4 refers to exchange
rate shock; Shock 5 refers to liquidity shock) (cont) Graph 1
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Source: Authors’ calculations.

Excluding large confidence bands, results, although very small in size, show that
exchange rate depreciation negatively affects GDP, which using the analogy of Lang
and Krznar (2004) can probably be explained by a decrease in disposable income
(increased Denar value of loan repayments because of currency clauses in loan
agreements) and probably by a weak response of exports to the exchange rate.
Namely, a most probably smaller positive elasticity of exports to exchange rate
shock could be related to the substantial share that export-processing firms account
for in Macedonia's foreign trade. Processing trade relies heavily on imported
intermediate inputs; therefore, a depreciation of the Denar may on the other hand
increase the input costs for processing exporters. Still, for stronger conclusions on
this particular issue, a conduct of comprehensive micro study which would consider
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almost every potential effect of currency depreciation, including both intensive
(quantity and price) and extensive (entry, exit, and product scope) adjustments
would be necessary.’

Results in addition, although not statistically significant and again very small in
size, show that the increase in liquidity may positively influence GDP, which is a
typical parallel with the usual finding that a reduction in interest rates stimulates
aggregate demand.

The results indicate very small, positive effect on the current account in
response to exchange rate depreciation. However, the positive effects are preceded
by an initial worsening of the current account (the impact of devaluation may take
time to have effect on the demand; in the short term, demand may be inelastic, but
over time demand may become more price elastic and have a bigger effect). An
improvement in the current account on the balance of payments depends upon the
elasticity of demand for exports and imports. Generally, if the sum of both, the price
elasticity of exports demand and the price elasticity of imports demand is higher
than one, then a devaluation will improve the current account.

The reaction of prices to exchange rate depreciation, although not statistically
significant, arguments in favor of the existence of pass-through. Inflation is likely to
occur, first because imports are more expensive causing cost push inflation, and
second, with exports becoming cheaper manufacturers may have less incentive to
cut costs and become more efficient.

An increase in liquidity, on the other hand, although very small, has mostly
positive effect on the current account. Following Lang and Krznar (2004) findings,
we can point out that this result is counter-intuitive because under these
circumstances one would expect a decrease in interest rates, which might in parallel
boost imports backed by higher credit activity. Still, we should have in mind that a
predominant part of our sample covers the period of the global financial crisis — a
period in which we observed some worsening of the market sentiment, as well as a
situation when banks have being hesitant about making loans.

Adapting Lang and Krznar (2004) findings, we can conclude that due to the
policy response, the exchange rate does not react much to the liquidity shocks. On
the other hand, liquidity decreases after depreciation, as a result of the NBRM's
non-sterilised foreign exchange intervention reaction to exchange rate change.
However, we need to very carefully interpret these findings as our VAR analysis
produces results that are not robust enough to reliably determine the effects of
potential exchange rate depreciation on various macroeconomic variables. This is
due to the impulse responses that are very small in size with rather large confidence
bands. Therefore, we should interpret these results more like an indication of what
can be one of the possible, still not exclusive way, through which a potential
exchange rate depreciation may affect domestic economy.

In other words, firms’ responses to exchange rate shocks are not limited to the adjustment in
intensive margins (i.e., quantity and price). Recent literature has emphasized the importance of the
extensive margins of trade, which accounts for a large share of the variation in imports and exports
across nations (Bernard et al. 2009).
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As stated earlier, the indicator of monetary policy stance is configured as a sum
of all (autonomous) shocks of monetary policy. The indicator of monetary policy
stance is shown in Graph 2.

Monetary policy stance indicator (increase in the indicator represents monetary

tightening)

Graph 2

MP_STANCE
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-12
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Source: Authors’ calculations.

For the pre-crisis period covering 2006-2008 the constructed indicator of
monetary policy stance is broadly in line with NBRM's policy rate dynamics
suggesting to a well functioning monetary transmission. For the second period
covering the global crisis it shows a sharp monetary tightening that started at the
end of 2009 and lasted until the end of the first quarter of 2013 while this was a
period when NBRM undertook bold measures as to ease the monetary policy
stance. These findings suggest to a diminished monetary transmission in the recent
monetary easing cycle. That is to say that low funding costs and abundant bank
reserves produced by monetary policy in this period have not resulted in significant,
broad-based loan growth.

The state of the banking system is central to this picture. It means some
bankable loan demand is not being met in spite of ample liquidity. There are a
number of reasons why credit flows via banks have been weak. They can be
categorized under two headings: demand and supply. Here are some factors which
most probably have restrained the demand for bank credit. Larger businesses might
have been aggressively controlled costs and exploited productivity gains. In parallel,
they might prefer engaging their own funds or engaging in alternative funding
through inter-company loan transactions or through borrowing funds from capital
markets. All this has added up to relatively weak loan demand. On the other hand, it
is very likely that smaller businesses haven't yet seen much revenue growth and
remain cautious about borrowing. In addition, households continue the process of
deleveraging, and, as a consequence, consumer loan demand, broadly defined, has
been soft [adaptation from Lockhart, (2012)].
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As for the supply of bank credit, here are some factors that bankers have been
living. As a result of the global financial crisis and the recession, underwriting
standards across all loan categories have been tightened. In other words, due to the
perceived uncertainty, banks refrain from growing their balance sheets even if there
were stronger loan demand. Consequently, it can be argued that because of the
interplay of demand and supply factors, the interest rate sensitivity and in general,
the response of the Macedonian banking sector to monetary changes, has been

dampened [adaptation from Lockhart, (2012)].

Monetary policy stance vs selected variables Graph 3
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In this sub-section, the impulse response functions of the indicator of monetary

policy to real sector variables are displayed.
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Impulse responses of shock of indicator of monetary policy stance Graph 4
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Source: Authors' calculations.

The reported responses, although statistically insignificant and small in size,
imply that in the actual operating framework, the central bank’s efforts to reduce
external imbalance may, in addition to a decrease in the GDP, incur an additional
cost, i.e. price increase. More precisely, monetary policy tightening is likely to have
an initial negative effect on aggregate demand, which arguments in favor of the
idea that counter-cyclical monetary policy setting in Macedonia is possible.
Monetary policy tightening, however, seems to have a permanent positive effect on
the price level which is an evidence on price puzzle.

“Price puzzle implies that cost channel is an important part of monetary policy
transmission mechanism. As oppose to the conventional views of monetary
transmission which focus on the demand side effects (monetary tightening initially
reduces output and then prices), the cost channel of monetary transmission stresses
that supply side or cost effects probably dominate the usual demand side effects.
Therefore, monetary tightening could be followed by an increase in prices. In this
view, a rise in interest rates increases the cost of funds. This cost shock pushes up
prices” [adaptation from Javid and Munir, (2010)]. As already pointed out in Lang
and Krznar (2004), this type of seemingly unreasonable outcome can be associated
with the exchange rate targeting regime. Namely, in order to stem the depreciation
pressures on the parity, the NBRM sells foreign currency which coincides with a
drain of bank’s Denar liquidity, i.e. monetary tightening. Accordingly, the exchange
rate depreciation is found to be negatively correlated with excess liquidity and
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positively correlated with the monetary policy stance indicator (monetary
tightening). So, the correlation between monetary tightening and an increase in
prices is also positive.

However, there are some important limitations with this analysis. Reported
responses are very small in size and also statistically insignificant thus undermining
the reliability of the results. Given these pitfalls, we believe that our analysis fails to
credibly test the price puzzle hypothesis. This suggests that further investigation is
needed before drawing any conclusions on the price puzzle presence in Macedonia.

8. Conclusion

Macedonia’'s central bank, the National Bank of the Republic of Macedonia, has
employed a range of different instruments in the implementation of its monetary
policy. This complicates the identification of the NBRM's monetary policy stance as
one has to bond the effects of all monetary measures to appropriately assess the
monetary policy stance. We therefore follow Lang and Krznar (2004) in constructing
a new measure of monetary policy stance. Our framework nests model that uses
VAR residuals to identify monetary policy and produce overall stance indicator. One
remarkable feature of our measure is that it tends to proxy the actual or "de facto”
monetary policy stance vis-a-vis the real sector after transmission takes through and
commercial banks adjust their behavior to monetary policy changes, in one way or
another. It also considers the effect of all monetary policy instruments applied by
the NBRM. As such, it could prove useful for both analysis and conduct of monetary
policy thus enriching monetary policy analytical framework.

The indicator of monetary policy stance constructed in this paper suggests
monetary easing in the pre-crisis period which is broadly in line with NBRM's policy
rate dynamics as main monetary policy instrument used for signaling monetary
policy stance. Results point to proper monetary policy transmission with monetary
policy changes being effectively delivered to the real sector. On the other hand, for
the period following the crisis our indicator strongly diverges from NBRM's actual
intentions with respect to monetary policy stance. It shows sharp tightening starting
the end of 2009 that lasts until the first quarter of 2013 while this was a period that
witnessed a truly proactive role by the NBRM as to ease monetary policy stance.
This suggests that the global crisis has been conducive for heightened risk aversion
and most likely has impaired the monetary policy transmission mechanism.

This paper also sheds some light on monetary policy effectiveness as stabilizing
tool. Our findings support conduct of counter-cyclical monetary policy as to correct
external imbalances. However, the scope for maneuver is limited given the
constraints of the exchange rate peg. Thus, every attempt of the central bank to
decrease the external imbalances will in addition to a decrease in GDP growth incur
an additional cost of price increase. The main drawbacks of this study are mainly
related to the reliability and the statistical significance of some of the results. So,
one must be aware of this pitfalls when interpreting the results and threat them with
great caution, particularly when it comes to policy conclusions and
recommendations.
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Appendix 1: Monetary policy framework

Main economic indicators Table 1
2005 2006 2007 2008 2009 2010 2011 2012 2013
GDP (real growth rates) 4,4 5,0 6,1 5,0 -0,9 2,9 2,8 -0,4 /
Inflation (average, on cumulative basis,in %) 0,5 3,2 2,3 8,3 -0,8 1,6 3,9 33 2,8
Unemployment rate (in %) 37,3 36,0 34,9 33,8 32,2 32,0 31,4 31,0 /
Government budget balance (Central budget and . N R _ R R
Funds budget balance as % of GDP) 0.2 05 06 0.9 27 24 25 39 /
Money supply M4 (y-o-y, in %) 15,0 25,0 29,3 11,2 6,0 12,2 9,7 4,4 53
Bank and savir.lgs houses credits to the private 21,0 30,5 39,2 344 35 71 8,5 54 6,4
sector (y-o0-y, in %)
Average exchange rate MKD/EUR 61,30 61,19 61,18 61,27 61,27 61,51 61,53 61,53 61,58
Current account balance (as % of GDP) -2,5 -0,4 -7,1 -12,8 -6,8 -2,0 -2,5 -3,0 /
i:ﬁf;ngore'gn reserves (stock, end of period inEUR 4 155 6 14167 15244 14949 15975 17145 20689 21933 1.993,0
Gross external debt (as % of GDP) 52,5 47,9 47,6 49,2 56,4 58,2 64,9 69,4 /
Source: NBRM, SSO and MoF.
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Appendix 2: Data

Data Graph 1
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Unit root tests Table 1

ADF value ADF value KPSS value KPSS value

Constant Constant and HO Stationary HO Trend

included trend included around a level stationary
y 2.3096 -1.9340 0.9414 0.0411**
dy -16.1130** -16.4531** 0.2617** 0.2471**
p 0.9648 0.4846 1.0948 0.1418*
dp -9.7635** -9.7967** 0.1868** 0.0905**
ca —2.5408*** -2.5960 0.2153** 0.1330**
e -1.3370 —-3.2638*** 1.1722 0.0626*
I -10.0714* -10.2291** 0.3669 0.1739

Note: **, and * indicate no unit root at 1% and 5% significance. *** indicate no unit root at 10% significance.
y — real GDP

dy — change in real GDP

p — core prices

dp — core inflation

ca — current account / GDP

e — nominal exchange rate MKD/EUR

| - liquidity (excess reserves/required reserves)
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The HIS (Holistic Inflation Surveillance) Framework

An Analysis of Inflation Dynamics during Periods of High
Cost-Push Inflation
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Abstract

As the economy evolves structurally, inflation surveillance becomes more
challenging and necessitates refinement to the conventional surveillance framework.
This paper highlights two main topics in the area of inflation surveillance and
forecast: the common practices by other central banks; and the approach that Bank
Negara Malaysia undertakes to supplement the conventional method given the
country’s inflation dynamic. The latter includes how Bank Negara Malaysia conducts
its surveillance on knock-on effects (indirect spillover from increase in cost factors)
and second-round effects to inflation, and complements the work-horse model for
inflation forecast with additional statistical models.
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1. Introduction

Price stability has always been one of the important mandates, if not the most, for
central banks to uphold. As such, many central banks choose to adopt the inflation
targeting framework as the anchor for their monetary policy in ensuring that price
stability is in check. While the Bank does not specifically practice inflation targeting,
it adopts dual mandate of ensuring medium-term price stability and sustainable
growth. Ensuring price stability is important to ensure that resources are efficiently
allocated through rational decision-making. When prices are stable, firms and
households are insusceptible to the risks of volatile price movements and
subsequently able to allocate their resources efficiently. The environment of stable
prices will enable firms to better plan their production and investment, as well as
deciding on their selling prices. Similarly, household would be able to plan on their
consumption and savings. The environment of low uncertainty will subsequently
facilitate stronger economic growth.

However, with bouts of global commodity price shocks since 2000s and the
global financial crisis in 2007/08, central banks are having difficulties in achieving
their mandate of ensuring price stability. This could be partly due to the changes in
inflation dynamics over the past decade, where the sources of inflationary pressures
are no longer constrained to domestic factors, but also external factors. This
warrants a comprehensive review of the conventional inflation surveillance and
forecast framework. In light of this, Bank Negara Malaysia undertakes a different
and more holistic surveillance approach, to supplement the conventional methods

2. Conventional methods of inflation surveillance

The foundation of conventional inflation surveillance framework is the concept of
New Keynesian Phillips Curve (NKPC), in which inflation is determined by demand-
pull factors, supply-push factors and inflation expectation. The typical inflation
surveillance can be divided into three main activities, namely monitoring of various
inflation indicators, forecasting of inflation path and trajectory and assessing the
balance of risk of inflation going forward.

i.  Monitoring various inflation indicators

Central banks typically monitor indicators to form a view on the potential sources of
price pressure going forward. Identifying the source of inflation (ex-ante) is
important as different source of price pressure warrants a different policy action.
The inflation indicators can be grouped into three categories namely demand
indicators, cost and supply indicators and inflation expectation indicators.

a) Demand indicators. As inflation could accelerate when demand increases
beyond the productive capability of an economy, many central banks keep a
tight surveillance on demand conditions. Moreover, monetary policy has been
well established as a demand management tool, while having limited influence
on supply-driven inflation. Hence, to gauge the demand conditions, some of
the demand indicators that central banks usually monitor are household
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b)

c)

consumption, investment activities, capacity utilisation and output gap.’
Another common demand indicator that central bank would assess is core
inflation, which attempt to measure the underlying level of inflation. Due to the
volatility of global commodity prices, headline inflation tends to mimic trend of
commodity prices. As such, central banks will need to monitor on inflation of
items that are generally not volatile (i.e. items that are included in the
measurement of core inflation), to ensure that the increase in global
commodity prices do not lead to a broad-based increase in prices of other
goods and services. In a case where the core inflation increases significantly,
appropriate policy actions could be taken to contain the increase in inflation
from spiralling further.

Cost and supply indicators. Inflation could also increase from cost and supply
factors following the decline in aggregate supply, which could be caused by
natural disasters, adverse weather conditions or increased prices of inputs. A
classic example of how cost and supply factors could affect domestic inflation is
the movement in global commodity prices. For a country that does not have an
energy subsidy in place, its domestic inflation is susceptible to the movement in
global commodity prices. The common cost and supply indicators that central
bank monitor are global commodity prices, movement in key import partners’
exchange rates and inflation, as well as producer price inflation.

Inflation expectations. A price shock will have a transitory impact on inflation
if inflation expectations of firms and consumers are well-anchored. In contrast,
if a price shock leads to an increase and eventually unanchored inflation
expectations, firms and consumers may change their investment and
consumption behaviour, which could result in higher inflation. For example,
workers might demand for higher wages due to rising expectations of inflation.
If firms accommodate the wage demand, they will incur higher labour cost and
eventually, raise prices to cope with the rising cost. In terms of indicators,
central banks would monitor consumers’ inflation expectation, forecast of
inflation from analysts or professional forecasters and the term structure of
interest rate.

Forecasting of inflation path and trajectory

As most central banks' objective is to keep inflation low and stable, the key
components of monetary policy is dependent on the optimum inflation forecast
(Svensson, 2005). Most central banks rely on econometric models to provide an
inflation forecast and simulation. In most cases, central bank has a suite of models
to forecast inflation within different forecast horizons.

2

The Bank has seven measures of potential output namely the univariate linear trend, univariate
state space, Hodrick-Prescott, multivariate Kalman filter, multivariate filter, structural vector
autoregression and Cobb-Douglas production function.
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Inflation forecasting models Table 1

Type of model Forecast horizon Explanation

Short-term model

1. Nowcasting model 1 month ahead The nowcasts uses high-frequency
daily/weekly data to produce inflation
forecast of one-month ahead.

2. Univariate model (e.g. ARIMA model) 3-6 months ahead Time series is expressed in terms of past
values of itself plus current and lagged
values of a "white noise” error term (the
moving average component).

Medium-term model

3. Phillips Curve model 12-24 months ahead A model that is based on theoretical
foundation in which inflation is a function of
its determinants comprising of inflation
expectation, output gap and unemployment.

4. VAR model 12-24 months ahead A theoretical model that captures the linear
interdependencies among variables.

Long-term model

5. Structural model /DSGE! model >24 months Applied flow of fund concept or general
equilibrium model that accounts for dynamic
interrelationships between agents based on
microeconomic foundations.

! DSGE model stands for Dynamic Stochastic General Equilibrium model.

Example of a fan chart Chart 1
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iii. Assessing the balance of risk of inflation via fan chart

In addition to the point forecast that an inflation forecast model produce, central
banks would also perform an analysis on the balance of risk to inflation (e.g. upside
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risk and downside risk to inflation) using fan charts.®> The fan chart depicts the
probability of various outcomes for inflation in the future. The term “fan chart” was
first introduced by the Bank of England in 1997 in its “Inflation Report” to describe
its best prevision of future inflation to the public.

3. Inflation surveillance in Malaysia

Historically, inflation in Malaysia has been low, with average inflation of 3% from
1957-2013. The relative roles of key inflation drivers and their dynamics have shifted
over time as the structure of the economy and the behaviours of economic agents
in Malaysia evolved. Since the early 2000s, cost and supply factors seem to be more
dominant in driving inflation.

Contribution of Demand and Cost and Supply Factors to Inflation Chart 2
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Source: Bank Negara Malaysia.

Also, an important feature to note is that prices of basic necessities in Malaysia
are mostly administered. Approximately 20% of items in the Consumer Price Index
(CPI) basket are price-administered items, such as petroleum products, electricity
tariff, cooking oil and wheat flour. As a result, when there is an upward adjustment
made to the prices of administered items, prices would increase at a faster rate. As
inflation in Malaysia is mainly driven by cost and supply factors including price
adjustments to administered price items, there is a pressing need to establish a
more “holistic inflation surveillance” framework for policy analysis purposes. It is

A fan chart is a line chart of possible future outcomes given various assumptions. As prediction
become more uncertain, these forecast ranges spread out, creating a distinctive wedge or “fan”
shape.
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important to have a clear understanding of key drivers of inflation process and how
they have evolved to ensure that appropriate policies are undertaken.

In order to better illustrate the “holistic inflation surveillance” framework, an
example of price adjustment to petroleum products (fuel) and the subsequent
impact on other CPI items is used. The framework is a two-fold process, where the
first layer of analysis is on the first-round effects and, the second layer is on the

second-round effects on inflation.

Illustration of the Holistic Inflation Surveillance (HIS) practiced by

Bank Negara Malaysia

Chart 3
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3.1.First-round effects

There are two types of first-round effects, namely the direct effects and the indirect
effects, which are also known as the knock-on effects. The direct effects describe the
price increase of the price-administered items in the CPI basket. Taking the
adjustment to oil prices as an example, the price increase for CPI fuel is the direct
impact. Subsequently, as a result of higher transportation cost, firms producing
other goods and services will face higher operating cost and lower profit margin.
Hence, firms may raise the prices of their goods to maintain the same profit margin.
This is known as the knock-on effects. The extent of which this knock-on effects on
other goods and services in CPI would then be reflected in the pervasiveness of
price increases of other goods and services in the CPI basket. The ability of firms to
raise prices will be subject to several criteria, such as the impact of price
adjustments to overall costs, firms’ net operating profit margin, demand
conditions, product market (competitiveness) and other supply factors.

i. Impact of price adjustments to overall costs. If transportation cost accounts
for a large share in firms’ total operating cost, it is more likely for firms to pass
on some of the increase in transport cost to consumers. In order to develop a
database on firms' cost structure, the Bank conducts annual and quarterly
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surveys on firms across various industries.* This information would facilitate in
the estimation of the impact of adjustment to prices of petroleum products on
firms’ operating cost and subsequent impact on prices.

Firms’' net operating profit margin. In general, firms operate in a profit-
maximising manner. Hence, if firms' net operating profit margin is declining as
a result of higher cost, it is more likely for firms to raise prices of their products
to protect or maintain its desirable profit margin. The Bank performs an
assessment on the net operating profit margin of about 300 listed companies
in Malaysia.

Demand conditions. While firms may face higher operating costs due to rising
transportation cost, they may not be able to raise prices if consumer demand is
not strong or not sustainable. As such, the Bank institutes a framework to
assess the demand conditions in the economy by monitoring a group of
demand-related indicators. There are about 40 demand-related indicators
based on their strength of relationship to core inflation, which are divided into
three main blocks, namely the source of demand, the subsequent impact on
consumers’ and firms' activity, as well as firms' ability to enhance productive
capacity to meet the demand (refer to chart 4).

List of demand-related indicators

Chart 4
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magnitude of increase, if any, in order to protect their profit margin.
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The Ishikawa Diagram

Chart 5
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Demand pressure on inflation is assessed via a two-pronged approach. First, for
every indicator, a comparison of its current 6-month average to its non-overlapping
previous 6-month average will be made.” If there is any turning point in the recent
observations, the prevailing trend will be assessed in terms of its persistency. Some
judgement of the likely trend going forward is also incorporated. The assessment of
all demand-related indicators is then summarised in an Ishikawa diagram (refer
chart 5).

Second, the assessment is further enriched by performing a Principal
Component Analysis (PCA) on all the indicators to capture the underlying
movements in each group of indicators. The PCA is conditioned such that its scores
must explain around 80% of the underlying common trend of these indicators (refer
to chart 6).

iv. Product market (competitiveness and firms price setting behaviour). In
order to have a better understanding of the market structure and price setting
behaviour in the product market, the Bank also conducts industrial engagement
with firms and business associations. This enables the Bank to identify any risks
to inflation should there be price adjustments to price administered items or
any other supply shocks.

v. Other supply factors. Although most of the basic necessities are being
subsidised by the Government, the Bank still monitors other indicators that
could affect the prices of domestically produced goods and services such as
global energy and food prices. Of importance, with the fiscal consolidation and
subsidy rationalisation going forward, closer monitoring of these factors is
imperative.

For example, if the current 6-month average growth in private consumption is higher than the
previous 6-month average while exhibiting a rising trend after a decline (turning point), this is
indicative of a rising demand pressure.
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Principal Component Analysis (PCA)

Chart 6
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The Bank also monitors the pervasiveness of core inflation. Pervasiveness is
measured by the number of core CPI items that are within specific inflation range.
The CPI items are categorised into four groups namely; percentage of items
registering inflation of less than 2%, between 2% and 3%, between 3% and 4%, and
also inflation above 4%. Based on the Malaysia's historical average inflation rate of
3%, inflation is said to be more pervasive if there is higher number of items
registering inflation above the historical average. This analysis is also complemented

by making comparison with the increase in inflation pervasiveness during historical
episodes of shocks.

Inflation Pervasiveness

Chart 7
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3.2.Second-round effects

A strong inflationary pressure from first-round effects may subsequently result in a
more broad-based price increases and consequently, lead to higher cost of living.
This could subsequently raise inflation expectations which might result in demand
for higher wages from worker. If firms accommodate the demand for higher wages,
firms will face higher marginal cost due to the increase in labour cost. They will, in
turn, have to resort to increasing the price of their goods and services, which could
lead to second-round effects on inflation. In the absence of policy intervention, this
process could go lead to further increase in prices of goods and services and trigger
another round of wage increases, leading to even higher inflation. This process is
commonly known as the wage-price spiral. At this stage, inflation will escalate and
eventually lead to a decline in economic growth.

Transmission channel of first-round and second-round of inflation

Chart 8
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There are two pre-conditions for the second-round effects on inflation to
materialise. First, increase in consumer inflation expectations following the shocks
from the first-round effects. As a result, nominal wages have to be adjusted in
respond to higher inflation. Subsequently, retail prices of goods and services have to
increase in respond to the adjustment to higher nominal wages. This will then lead
to a persistent increase in inflation.

The Bank takes a two-pronged approach in the surveillance of second-round
effects on inflation namely by monitoring various forward-looking indicators and
assessing inflation persistence.

i. Monitoring various indicators. Indicators under the Bank's surveillance
include consumer sentiments, analysts' expectation on inflation, and wage and
employment outlook.

a. Consumer sentiments. The information on consumer sentiments is
collected through the Bank’s Consumer Sentiment Survey (CSS). The
survey coverage includes consumer price expectation for the next
twelve months according to type of expenditure, households’ financial
condition, employment prospect and income prospect.
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b. Analysts’ expectation on inflation. The Bank also monitors the analysts’
inflation forecast to gauge their expectation on the future inflation
path. This could be an important exercise as analysts’ expectation on
inflation seems to be a better gauge of the expectations that influence
wage and price setting behaviour (Bernanke, 2007).

c¢. Wage and employment outlook. As range of wage data is limited in
Malaysia, the Bank gauges the strength of wage pressure based on
survey evidence, particularly after a price adjustment to price-
administered items. Strong wage pressures arising from price
adjustments could induce second-round effects on inflation. This
involves assessing the structural factors of wage determinants and
timing of collective agreement (CA) through an annual survey on
100 firms from various industries.

ii. Inflation persistence. It is important to ensure inflation remain low and stable
with low persistence. Lower inflation persistence will provide greater flexibility
for monetary policy in managing inflation. In addition, it can also lower the risk
of second-round effects on inflation from manifesting. To assess the
persistence in inflation, an autoregressive model is estimated.®

T = ameq + B+ &

The a in the above equation represents a measure of inflation persistence. The
higher the value of a, the higher the inflation persistence. This means that a
shock will continue to have an impact on inflation for a prolonged period of
time.

4. CPI components analysis

For short-term forecasting, the Bank has relied on the CPI components analysis to
supplement the current workhorse model. The CPI components analysis applies a
bottom-up approach by forecasting the inflation of the disaggregated components
of the CPI basket. The inflation forecast for these components are based on
information from industrial engagement and verified anecdotal evidence. It also
takes into account seasonal factors and base-effect. CPI components with
insufficient information to be incorporated in the forecast model will be modelled
purely by an auto-regressive (AR) model.

5. Gaps in the HIS Framework

Nevertheless, there remain gaps in our current surveillance framework. First, there is
lack of comprehensive information on the labour market conditions. High frequency
and granular data on wages and productivity are not available while the short time

The model would also include other factors (Z) such as wage-bargaining power and firms’ price
setting behaviour. This information is available through surveys and industrial engagements
conducted by the Bank.
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series data on employment sentiments may not be adequate to provide a
conclusive finding. Second, as the survey on consumer sentiments was conducted
beginning May 2013, the results were not sufficient to draw a definite conclusion on
the changes in inflation expectations. Third, the current surveillance framework is
not tested in a new inflation environment. The domestic price dynamics could
exhibit a vast change as the Government embarked on new policies such as the
minimum wage, subsidy rationalisation, and implementation of a new tax system. As
an example, subsidy rationalisation could lead to prices of domestic goods and
services become more susceptible to external factors such as global commodity
prices.

6. Conclusion

The 1990s marked the period of “great moderation” as global inflation was relatively
low and less volatile. However, the great moderation did not last long as the surge
in global commodity prices in the 2000s led inflation to revert to its past behaviour
of being elevated and volatile, particularly in the emerging market economies. Such
rapid evolution of inflation dynamics necessitates central banks to regularly fine-
tune the surveillance and forecast framework. For Malaysia in particular, the central
bank focuses on a framework in which it segregates the first-round effects (which
focuses on inflation pervasiveness) and the subsequent second-round effects on
inflation (which focuses on inflation persistence) arising from a price shock. The
framework is also supplemented by the CPI component analysis as an inflation
forecast tool. Recognising the ever-evolving nature of inflation dynamics, the Bank
will continue to refine this framework to ensure it remains relevant and
comprehensive in monitoring the changes in the determinants of inflation.
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Development and compilation of macroprudential
indicators for financial stability and monetary policy
in Nigeria

Sunday Nyong Essien and Sani Ibrahim Doguwa’

Abstract

This paper discusses the development and compilation of quarterly macro-
prudential indicators and their relevance to financial stability and monetary policy
management in Nigeria. The indicators are analyzed on time series basis to give
insight to the level of soundness of the Nigerian financial system. The FSIs,
complemented by stress testing of the system, serve as useful tools in evaluating
the strengths and weaknesses of the financial institutions, as well as provide signals
to the Monetary Policy Committee of the Bank for possible actions to ameliorate the
vulnerabilities of the system. The results of recent macro-prudential analyses
revealed that the Nigerian financial system was stable, robust and resilient to
liquidity and funding shocks.

JEL classification: E52, E44
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1. Introduction

Although, the performance of an economy is determined to a large extent by the
level of activities in the real sector, but the critical role of the financial system in
sustaining a vibrant and stable economy cannot be over-looked. The stability,
soundness and resilience of the financial system have received considerable
attention in the recent time due to the continuous integration of the system which
leads to increased capital mobility. It brought about the gradual collapse of the
financial boundaries among nations while deepening and expanding the potentials
of the impact of external financial shocks, as evidenced from the various financial
crisis witnessed in the past, particularly the latest global financial crisis which began
from the United States as a result of crisis in the sub-prime mortgage market in
August 2007.

The beginning of a crisis in any financial system can be shocking, but there may
be glaring signals of financial vulnerabilities in the system that could be used in the
formulation and implementation of appropriate responses to prevent financial
distress or mitigate its impact on the economy. For instance, in the wake of the
global financial crisis, there was a widespread acknowledgment for the need to
strengthen links among key components of the financial system, examine carefully
how systemic risk varies over time, as well as study the robustness of the system
when hit by shocks or systemic risk.

Analysts are of the view that, excessive risk-taking coupled with lack of strict
macroprudential regulation as well as loose monetary policy was the major
contributor to the crisis. Although, it is generally believed that banks survived and
flourished on risks, but the risks must be well managed to avoid bankruptcy.
Monetary authorities and relevant regulators have a fundamental role to play in
ensuring financial stability by monitoring the performance of banks and other
related institutions, but their collective actions were clearly not enough to prevent
the crisis.

The crisis, has undoubtedly underscored the importance of a macroprudential
approach to regulation so as to assess the soundness of financial systems as well as
individual financial institutions. Regulators should not only concentrate on
identifying banks that do not manage their risks well but should also develop a
macroprudential orientation that comprises monitoring, regulation and supervision
to identify how risk systematically evolved over time and distributed across a
financial system at any given point in time. To achieve this and forestall the re-
occurrence of such catastrophe, the international financial community, spear-
headed by the International Monetary Fund (IMF) developed a new concept of
macroprudential regulation that serves as early warning signals by exposing the
vulnerability of the financial system.

This paper focuses on the development and compilation of macro prudential
indicators for Nigeria as well as examines how the indicators are used in assessing
the stability and soundness of the Nigerian financial system and for monetary policy
purposes. To achieve this, the paper is structured into six sections. Following the
introduction in this section, section two provides an overview of Nigeria's financial
system. The development and compilation of financial soundness indicators (FSIs)
are discussed in section three. Section four reviews the dimensions of application of
macro prudential indicators for financial stability analysis and monetary policy
purposes. Section five discusses the complementary role of stress testing in
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assessing the financial strength and vulnerabilities of the banking system, while
section six highlights the challenges and concludes the paper.

2. Overview of the Nigerian Financial System

The Nigerian financial system comprises both formal and informal sub-sectors. The
formal sub-sector is made up of the regulatory authorities, money, capital and
foreign exchange markets, insurance companies, brokerage firms, deposit money
banks, development finance and other financial institutions. The informal sub-sector
includes community-based organizations such as financial cooperatives, micro
finance institutions, rotatory savings and credit associations, self-help groups and
similar institutions. A major characteristic of the financial system is the weak
relationship and integration of the informal sub-sector with the formal sub-sector.

At end-December 2013, the regulators/supervisory institutions remained the
Federal Ministry of Finance (FMF), the Central Bank of Nigeria (CBN), the Nigeria
Deposit Insurance Corporation (NDIC), the Securities and Exchange Commission
(SEC), the National Insurance Commission (NAICOM) and the National Pension
Commission (PENCOM). The operators included 24 deposit money banks
(21 commercial banks, 2 merchant banks and 1 non-interest bank); 4 discount
houses (DHs); 6 development finance institutions (DFIs); 82 primary mortgage
institutions (PMIs); 821 microfinance banks (MFBs); 61 finance companies (FCs);
31 pension funds administrators (PFAs); 2,889 bureaux-de-change (BDCs)operators
and 59 insurance companies.

The growth of the banking system in the post-consolidation period and the
failure of the regulators/supervisors to develop commensurate supervisory
capabilities created risks to the system in the late 2000s. Other interdependent
factors such as macro-economic instability, weak corporate governance, and uneven
supervision and enforcement combined to render the financial system vulnerable,
and posed significant challenges to both regulators and other stakeholders. This
development informed the CBN intervention in August 2009 through various
initiatives aimed at enhancing the stability of the system. The high incidence of non-
performing loans in the banking industry and the consequent erosion of the capital
of some banks informed CBN's initiative to establish the Asset Management
Corporation (AMCON) in 2010, to free such banks of the burden of toxic assets. The
CBN also took steps to expose the banking system to global best practice in
financial reporting and disclosure.

3. Development and Compilation of FSIs in Nigeria

3.1 The Origin and Relevance of FSIs

The idea of the FSI project was mooted shortly after the Asian financial crisis of the
late 1990s. The crisis exposed an enormous data gap requirement for timely
monitoring and intervention of the financial system by the monetary authorities and
effective oversight of the member countries by the IMF. In order to solve this
problem IMF launched some statistical initiatives including the compilation of FSIs,
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to improve the coverage of potential financial and external vulnerabilities. FSIs are
aggregate measures of the current financial health and soundness of the financial
institutions in a country as well as their corporate and household counterparties.

Table 1: Financial Soundness Indicators: Core and Encouraged Sets

Core Sets

Capital Adequacy

Regulatory Capital to Risk-Weighted Assets
Regulatory Tier 1 Capital to Risk-Weighted Assets
Nonperforming Loans net of provision to capital

Asset Quality

Nonperforming Loans to Total Gross Loans
Sectoral Distribution of Loans

Earning and Profitability

Return on Assets (ROA)

Return on Equity (ROE)

Interest Margin to Gross Income
Noninterest Expense to Gross Income

Liquidity

Liquid Assets to total Assets
Liquid Assets to Short Term Liabilities

Sensitivity to Market Risk

Net Open position in Foreign Exchange to Capital

Encouraged Sets

Deposit Takers

Capitalto assets

Large exposure to capital

Geographical distribution of loans to total loans

Gross asset position in financial derivatives to capital
Gross liability position in financial derivatives to capital
Gross liability position in financial derivatives to capital
Trading income to fotalincome

Personnel expenses to noninterest expenses

Spread between refence lending and deposit rates
Spread between highest and lowest interbank rate
Customer deposits o total (noninterbank) loans
Foreign-currency-denominated loans to toal loans
Foreign-currency-denominated liabilities to toal liabilities
Net open position in equities to capital

Ofther Financial Corporations

Assets to total financial system assets
Assets to GDP

Nonfinancial Corporations Sector

Total debt to equity

Return on equity

Earnings to interest and principal expenses

Net foreign exchange exposure to equity

Number of applications for protection from creditors

Households

Household debt to GDP
Household debt service and principal payments toincome

Market Liquidity

Average bid-ask spread in the securities market
Average furnover ratio in the securities maerket

Real Estate Market

Real Estate Prices
Residential Real Estate Loans to Total Loans
Commercial Real Estate Loans to Total Loans

Source: FSIs Compilation Guide, 2006

The process of compiling FSIs began with a meeting of a group of experts, officials
of member countries of the IMF, regional and international bodies and standard

setters. The meeting agreed on

the urgent need for additional information and

identified some set of indicators that are required to reduce the identified data gap.
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In the mid-2000, the IMF conducted a survey on the compilation and dissemination
of macro-prudential indicators with a remarkable response from over 100 countries.
This helped the IMF to identify a core set of financial soundness indicators that all
member countries are expected to compile and an encouraged set of important
indicators that countries are not compelled but encouraged to compile depending
on the national circumstances. These indicators are presented in Table 1.

The IMF published a compilation guide on FSIs in 2006. The Guide provides
guidance on the concepts and definitions, as well as sources and techniques for the
compilation and dissemination of internally consistent, cross-country comparable
sets of indicators that could provide information about the current soundness of the
aggregate financial system. The innovative Guide combines elements of
macroeconomic frameworks, including monetary statistics, banks supervisory
framework and international financial accounting standards.

3.2 Compilation of FSIs in Nigeria

The major data source for the compilation of FSIs for Nigeria is banks statutory
returns to the CBN, made up of Income and Expense Statements and Financial
Balance Sheet of commercial and merchant banks. The FSI compilers download the
bank returns from the electronic financial analysis and surveillance system (e-FASS)
of the CBN to extract relevant data for computing the FSIs. The FSI compilation is,
however, limited to those indicators whose underlying series are available in the
statutory returns as shown in Table 2.

To strengthen its surveillance and supervision activities, the CBN using the FSI
compilation guide compiled some macro-prudential indicators of the strength and
stability of the financial system. These indicators are very important in the sense that
they enable the evaluation of the system based on objective measures that include
both aggregate micro-prudential indicators of the solvency of the financial
institutions and macroeconomic variables related to the strength of the financial
system. The IMF encourages countries to compile this type of indicators in order to
start systematic monitoring of financial soundness and improve the possibilities to
execute macro prudential analysis. This comprehensive set of indicators has been
renamed financial soundness indicators (FSIs).

Available data are sufficient for compiling 11 core (out of 12) and four
encouraged (out of 28) FSIs, which is well within the range of other countries’ FSIs
reported in the IMF website. The granularity of the current framework for reporting
Income and Expense Statements and Financial Balance Sheet of banks in the eFASS
does not support the compilation of the outstanding FSIs. However, the new user
specification requirements of the Bank will ameliorate this data issue when fully
implemented and Nigeria would then be able to compile all core and at least nine
encouraged FSIs in the near future.

4. FSIs, Financial Stability and Monetary Policy in Nigeria

The Central Bank of Nigeria computes a group of macro prudential indicators for
the purpose of analyzing the effects of macroeconomic variables on the financial
system in order to pursue its goals of monetary and financial stability. When the
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development in the key indicators are examined, it is possible to find some early
warning signals that may imply the necessity to take certain economic policy action
to avoid possible crisis in the financial system. However, the use of these indicators
for financial system stability assessments and monetary policy decisions is quite
recent.

Over the years, the CBN's monetary policies consists of a combination of
actions aimed at ensuring monetary and price stability as well as promoting
financial system stability. It therefore becomes pertinent to have coordination
between actions taken towards each goal, as the achievement of each depends on
the other. Appropriate monetary policy is desirous of financial stability and vice
versa, and the maintenance of price stability requires a stable financial environment.
Thus, policy actions taken for both goals must be consistent and mutually
reinforcing.

The monetary policy in recent years was conducted against the background of
the lingering effects of the liquidity crunch in the domestic economy, arising from
the global financial and economic crises of 2007/2008 and internal problems in
some deposit money banks in Nigeria.

Liquidity management was, therefore, geared towards improving the liquidity
and efficiency of the financial market, without compromising the objective of
monetary and price stability. Consequently, the monetary policy measures
substantially improved liquidity conditions in the banking system and, to a large
extent, ameliorated the capital erosion witnessed in the banking system in the late
20009.

4.1 Financial Soundness Indicators

The Central Bank of Nigeria (CBN) compiles both core and encouraged FSIs for
deposit takers (DTs) in Nigeria. The compilation is limited to the indicators whose
underlying series are available in the statutory returns of deposit money banks
(DMBs) in Nigeria. The Bank has successfully computed quarterly series of FSIs for
the period spanning 2007Q1 to 2013Q4 as reported in Table 2.

Eleven out of the twelve core FSIs are currently being compiled for the banking
sector in Nigeria. These FSIs cut across four components of the indicators: capital
adequacy, asset quality, earnings and profitability, and liquidity. The definition and
methodology applied are explained hereunder.

411 Capital Adequacy Based Indicators

The three core indicators of capital adequacy are vital to the robustness of financial
sector to withstand shocks to their balance sheets. Deterioration in the ratio
signifies increased risk exposure and possible capital adequacy problems while an
increase in the ratio means the reverse. Regulatory Capital to Risk-Weighted Assets
ratio measures the capital adequacy of the banking sector in Nigeria. The numerator
represents the industry position of the regulatory capital of all DMBs in the country,
while the denominator is their Risk Weighted Assets (RWA) within the given period.
Regulatory capital is defined in line with the provisions of the Basel Committee on
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Tier 1 and Tier 2 capitals®. The international convention is that regulatory capital
should not be less than 8.0 per cent of banks' risk weighted assets, while the
required minimum ratio in Nigeria is 10 per cent for Regional and National banks
and 15 per cent for International banks.

Regulatory Tier 1 Capital to Risk-Weighted Assets ratio measures the capital
adequacy of the banking sector in Nigeria. The numerator represents the industry
position of the Tier 1 capital of all DMBs in the country, while the denominator is
their Risk Weighted Assets (RWA) within the given period. Tierl capital comprises of
paid-up capital, common stock and disclosed reserves such as retained earnings,
share premiums, general reserves and legal reserves.

Nonperforming Loans net of provision to capital indicator is intended to
compare the potential impact on capital of nonperforming loans net of provision.
The numerator is treated in Nigeria as nonperforming when payments of principal
and interest are overdue by three months or more. Specific provisions are deducted
from the capital which is measured as capital and reserves reported in the sectoral
balance sheet. In the alternative, however, regulatory capital can also be used.
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Fig 1: Trend in Capital Adequacy Based Indicators

Ratio in Percentage

Tierl capital is core capital, which includes equity capital and disclosed reserves.
Tier2 capital is supplementary bank capital that includes items such as revaluation reserves.
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Table2: Selected Financial Soundness Indicators of the Nigerian Banking Industry*

(All figures in percentages, except otherwise indicated)

2007 Q1 2007 Q2 2007 Q3 2007 Q4 2008 Q1 2008 Q2 2008 Q3 2008 Q4 2009 Q1 2009 Q2 2009 Q3 2009 Q4 2010Q1 2010 Q2

1. Asset Quality and Liquidity Based Indicators
Non-performing Loans to Total Gross Loans 8.9 7.7 7.6 8.4 7.1 4.0 4.6 6.3 6.5 85 20.8 27.6 34.8 28.8
Liquid Assets to Total Assets 26.6 24.7 25.7 21.2 23.6 20.7 17.7 14.7 13.8 12.9 7.6 10.5 13.0 123
Liquid Assets to Short Term Liabilities 31.7 29.2 323 26.7 29.6 27.2 23.1 19.1 18.3 171 10.2 13.6 15.0 13.6
2.Capital Adequacy Based Indicators
Regulatory Capital to Risk-Weighted Assets 19.3 18.6 20.8 20.9 19.8 23.7 22.0 21.9 22,5 22.4 15.5 4.1 34 1.5
Regulatory Tier 1 Capital to Risk-Weighted Assets 18.4 17.5 19.8 20.2 19.4 23.2 214 215 22.1 21.9 15.6 4.9 4.3 2.4
Capital to Assets 12.8 123 14.1 15.5 14.6 17.9 16.9 17.7 18.8 194 12.9 4.0 3.4 1.9
Non-performing Loans Net of Provisions to Capital 15.0 11.9 12.4 11.1 11.4 35 5.5 9.1 9.5 12.5 38.9 106.8 268.0 289.8
3. Earnings and Profitability Based Indicators
Interest Margin to Gross Income 52.6 62.3 60.7 1.4 56.6 52.4 62.7 61.2 60.2 60.0 51.1 59.1 54.0 51.9
Non-interest Expenses to Gross Income 61.6 51.1 50.7 29.1 58.4 57.1 59.8 62.6 61.7 68.0 78.2 137.4 88.3 65.7
Return on Assets 6.2 7.6 7.0 9.1 5.2 44 39 3.7 4.2 35 (1.5) (8.8) 14 2.1
Return on Equity 48.5 55.0 44.2 57.2 32.0 23.0 22.0 20.7 22.7 17.7 (11.1)  (29.5) 39.9 110.0
Personnel Expenses to Non-interest Expenses 40.1 41.2 43.1 47.4 43.8 43.2 43.7 41.0 433 419 394 47.7 41.8 40.1
2010Q3 2010Q4 2011Q1 2011 Q2 2011 Q3 2011 Q4 2012Q1 2012 Q2 2012 Q3 2012 Q4 2013 Q1 2013 Q2 2013 Q3 2013 Q4**
1. Asset Quality and Liquidity Based Indicators
Non-performing Loans to Total Gross Loans 35.6 15.7 12.0 10.8 9.1 5.3 42 43 41 35 3.8 3.7 34 3.2
Liquid Assets to Total Assets (Liquid Asset Ratio) 10.3 12.0 18.1 17.4 20.8 254 24.6 22.5 20.9 24.6 27.9 20.9 18.1 22.0
Liquid Assets to Short Term Liabilities 113 13.3 20.1 19.4 24.8 30.1 29.2 26.5 24.6 28.4 323 24.3 21.0 25.2
2.Capital Adequacy Based Indicators
Regulatory Capital to Risk-Weighted Assets 0.2 1.8 6.1 4.2 7.8 17.9 18.9 17.7 17.9 18.3 19.6 18.9 18.0 17.1
Regulatory Tier 1 Capital to Risk-Weighted Assets 0.9 2.2 6.4 45 7.7 18.1 18.9 17.8 18.0 18.0 19.3 18.5 17.6 17.1
Capital to Assets 0.8 1.5 43 3.0 4.7 10.5 11.0 11.2 10.9 10.7 11.7 11.2 10.8 10.3
Non-performing Loans Net of Provisions to Capital 241.3 192.7 47.0 74.3 322 10.1 4.5 6.8 6.7 6.1 6.0 7.2 7.1 7.4
3. Earnings and Profitability Based Indicators
Interest Margin to Gross Income 54.7 53.6 56.4 49.4 66.4 31.0 63.8 67.7 66.6 62.0 62.6 65.2 65.8 63.9
Non-interest Expenses to Gross Income 70.3 50.2 74.0 70.6 47.5 24.4 68.4 59.2 68.5 64.8 63.4 62.7 69.7 68.1
Return on Assets 2.2 3.9 1.6 1.7 (1.3) 0.2 1.6 2.8 23 23 2.8 2.8 2.5 2.1
Return on Equity 285.6  266.0 35.5 55.1 (27.1) 2.2 14.5 25.0 20.0 211 23.2 24.8 22.4 20.1
Personnel Expenses to Non-interest Expenses 39.4 36.8 39.6 41.1 18.6 67.8 43.6 39.3 40.4 42.5 40.0 39.5 36.1 36.9

*FSIs are computed based on IMF guidelines, **Provisional.



Capital to Assets (CA) tends to reveal the leverage of the deposit takers by
showing the extent to which assets are funded by other funds other than those that
belong to the DTs. Both capital and assets are measured as in the core FSIs.

On the capital adequacy based indicators, it can be seen that the ratio of
regulatory capital to risk-weighted assets (commonly known as capital adequacy
ratio) fluctuated widely and peaked at 23.7 per cent in the first half of 2008. The
capital adequacy ratio showed deterioration between Q4, 2009 and Q3, 2011, but
improved considerably thereafter to 17.1 per cent at end-December 2013, which
was well above the CBN minimum CAR of 10.0 per cent and 8.0 per cent benchmark
recommended by the Basle Committee.

The ratio of Tier 1 capital to risk-weighted assets was also strong, indicating
that the Nigerian banks are resilient to shocks on their balance-sheet items. The
capital based indicators remained stable in the last three years, owing largely to
CBN's intervention by setting up the AMCON in 2010 to absorb the prevalent toxic
assets in the banking system. Similarly, the return on equity (ROE) improved,
reflecting the competitiveness of the banking system. On the whole, the above
scenario reflected a strong capital base for Nigerian banks as indicated in Fig 1.

4.1.2  Assets Quality and Liquidity Based Indicators

There are two core indicators for asset quality; namely: nonperforming loans to total
gross loans and sectoral distribution of loans.

Nonperforming Loans to Total Gross Loans indicator shows the quality of assets
created by the banking system. The numerator is the total value of loans that are
overdue while the total value of the loan portfolio is used as the denominator. Loan
include those financial assets created through the direct lending of funds by a
creditor to a debtor through an arrangement in which the lender either receives no
security evidencing the transactions or receives a non-negotiable document or
instrument.

Sectoral Distribution of Loans reveals the level of credit concentration and/or
diversification in the loan portfolio which may be a source of vulnerability to the
financial system. The numerators are lending to each of the listed sectors while the
denominator is total gross loan.

There are two core indicators for liquidity: liquid assets to total assets and liquid
assets to short-term liabilities. Liquid Assets to Total Assets is indicator is designed to
provide an indication of the liquidity available to meet expected and unexpected
demands for cash. It is calculated by imposing the core or broad measure of liquid
assets on total assets. Core liquid assets comprise of currency and deposits and
other financial assets that are available either on demand or within three months or
less. Broad liquid asset equals the core assets plus securities that are traded in liquid
markets and can be easily converted into cash with no or minimal change in value.

Liquid Assets to Short-term Liabilities determines the liquidity mismatch of
assets and liabilities and provides an indication of the extent to which deposit takers
could meet short-term withdrawal of funds without facing liquidity problems. The
core or broad measure of liquid assets is taken as the numerator while short-term
liabilities are taken as the denominator. Short-term liabilities are the short-term
elements of debt liabilities plus the net short-term market value of the financial
derivatives.
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The asset quality and liquidity based indicators revealed an improvement in the
asset quality of the Nigerian financial system over the years. The ratio of non-
performing loans to total loans stood at 3.7 per cent as at end-December, 2013,
reflecting a significant decline below the level of 27.6 per cent at end-December,
2009. The improved position was attributable to stricter adherence by banks to
credit risk management policies and standards. Also the level of liquidity in the
system improved steadily during the period, as the ratio of core liquid assets to total
assets increased from 16.5 per cent at end-December 2009 to 21.2 per cent at end-
December, 2013. Similarly, the ratio of liquid assets to short-term liabilities
increased from 22.3 per cent to 25.0 per cent during the same period. The trends in
these indicators are illustrated in Fig 2.
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Fig 2: Trend in Assets Quality and Liquidity Based Indicators

Ratio in Percentage

4.13 Earning and Profitability Based Indicators

Return on Assets measures deposit takers’ efficiency in the use of own assets. Net
income according to the amended FSI Guide is defined before extra-ordinary items
and taxes and includes gains and losses on financial instruments as per the
provision of international financial reporting standard. Return on Equity measures
deposit takers' efficiency in the use of capital. In this case, net income is divided by
capital’.

Interest Margin to Gross Income measures the relative share of net interest
earnings — interest earned less interest expenses — within gross income. It is
calculated by using interest income as the numerator and gross income as the
denominator. Net interest income is interest income (gross interest income minus
provisions for accrued interest on NPLs) minus interest expense. Gross income

3 The definition of capital is given as above.
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equals net interest income plus noninterest income such as fees and commissions’
receivable, gains and losses on financial instruments, pro-rated earnings from other
deposit takers and other income.

Non-interest Expenses to Gross Income indicates the size of administrative
expenses to gross income (interest margin plus non-interest income). It is calculated
by using non-interest expenses as the numerator and gross income as the
denominator. Non-interest expenses cover all expenses other than interest
expenses, but without provisions and extra-ordinary items.

There are three encouraged set of indicators under earnings and profitability,
out of which two are currently being computed for the Nigerian banking sector.
Trading Income to Total Income is a measure of the relative share of deposit takers’
income from financial market activities in gross income. It is an indication of reliance
on market-oriented activities in gross income. It also assesses the sustainability of
the DMBs' profitability. The indicator is calculated by using gains or losses on
financial instruments as the numerator and gross income as the denominator.
Trading income comprises of gains and losses on financial instruments valued at
market or fair value in the balance sheet. It excludes equity in associates,
subsidiaries and any reverse equity investment. Gross income is as defined under
core indicators.
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Fig 3: Trend in Earnings and Profitability Based Indicators

Personnel Expenses to Non-interest Expenses appraises the incidence of
personnel costs in total administrative costs. It uses personnel

costs as the

numerator and non-interest expenses as the denominator. Personnel costs cover
the total remuneration payable by the organization in return for services rendered
by the employers. Non-interest expenses are as defined under the core FSIs.
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With regard to the earnings and profitability based indicators, the ratio of
interest margin (i.e. interest earned less interest expenses) to gross income
remained in the range of 31.0 per cent and 67.7 per cent, except for Q4 2007 when
it recorded 1.4 per cent. The ratio of non-interest expenses to gross income (a
measure of the size of administrative expenses for banks) average 63.98 per cent
during the period Q1, 2007 and Q4, 2013, and peaked at 137.38 per cent in Q4,
2009 with a minimum of 24.37 per cent attained in Q4, 2011. Similarly, the ratio of
personnel expenses to non-interest expenses trended down to 36.9 per cent at end-
December, 2013. Overall, the earnings and profitability based indicators revealed
that the income and cost structure of the banking sector remained stable post crisis
period, thereby confirming the sustained profitability posted by the sector in recent
years.

5. Complementary Role of Stress Testing

As a complementary approach to assessing the financial strength and vulnerabilities
of the banking system, stress testing is used to give information in addition to that
provided by the FSIs. The relationship between FSIs and stress testing derives from
the fact that FSIs are typically the output of stress tests. Specifically, an FSI provides
a quantitative measure to assess a particular vulnerability, while the stress test,
which is a shock to the relevant macroeconomic risk factor, yields an estimate of the
FSIs associated with this vulnerability.

The CBN adopts stress testing as a means of identifying the vulnerabilities, and
measuring the resilience of the Nigerian banking industry to various and varying
shocks. The stress test is conducted under four scenarios: the entire banking
industry; large; medium and small banks. The latest liquidity stress test was
conducted by the CBN at end-December 2013, using the implied cash flow analysis
(ICFA) and maturity mismatch/rollover risk approaches. The test was aimed at
assessing the ability of the banking system to withstand liquidity and funding
shocks. A solvency stress test was also conducted on the banking industry as at
December 31, 2013 to assess the stability of the sector under various hypothetically
strained macroeconomic conditions. The test results revealed that the Nigerian
banking industry, in general, was resilient to liquidity and solvency stress in the
second half of 2013.

The CBN has also, since 2010, consistently published its bi-annual Financial
Stability Report as one of the several avenues through which the Bank seeks to
contribute to the resiliency of the Nigeria financial system. The report combines the
Bank’s ongoing work in monitoring developments in the system, with a view to
identifying potential risks to the overall soundness, as well as highlighting the
efforts of the Bank and other regulatory authorities, to mitigate the risks. It is
pertinent to note that macro-prudential analyses, including financial soundness
indicators and stress test, are among the key features of the Financial Stability
Report.
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6. Challenges and Concluding Remarks

To strengthen the supervision over the financial sector, the regulatory authorities
need adequate indicators of the strength and stability of the financial system. The
macro prudential indicators are very important in this respect as they enable the
regulators make evaluations based on objective measures. Macro prudential
analysis closely complements and reinforces early warning systems and other
analytical tools to monitor inherent vulnerabilities, using macroeconomic indicators
as key explanatory variables.

The Central Bank of Nigeria uses a combination of macroeconomic and macro
prudential indicators and the associated stress testing for financial stability
assessment and monetary policy purposes. The indicators serve in measuring the
soundness and vulnerabilities of the financial system in five key areas: capital
adequacy, asset quality, liquidity, earnings and sensitivity to market risk. Currently,
the CBN compiles eleven out of the twelve core FSIs for the banking sector and only
four out of the twenty eight encouraged FSIs for deposit takers in Nigeria. The
limitation in compiling the remaining indicators arises mainly from data challenges,
which the Bank is trying to address through collaboration with other data
generating agencies in the country.

Given the expertise required in compiling the FSIs, the CBN constituted an FSI
Harmonization Committee comprising staff of Statistics, Banking Supervision, Other
Financial Institutions and Monetary Policy departments. The committee is currently
working on fine-tuning the metadata for the compiled FSI. Also, the Bank is
exploring the feasibility of expanding the coverage of FSIs compilation to include
the microfinance banks and mortgage institutions, which are major deposit takers
engaged in microfinance activities and financing of real estate in Nigeria. Similarly,
the Bank is reviewing and improving the data collection of the source data for the
capture of sectoral distribution of loans and foreign currency exposure of the DTs.
These efforts are expected to expand the number and improve the quality of
computed FSIs in Nigeria.

Recent assessments using the FSIs and stress testing revealed that the Nigerian
banking sector is stable, robust and resilient to liquidity and funding shocks. It was
found that the quality of assets of the banking industry was good as the non-
performing loans reduced drastically over time; the capital adequacy ratio of
17.2 per cent at end-December 2013 was well above the CBN minimum CAR of
10.0 per cent and 8 per cent minimum requirement of the Basle Committee; and
earnings and profitability were satisfactory. These salutary developments were
considered to be the fallout of the various initiatives and interventions by the CBN
aimed at sanitizing the financial sector.
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Abstract

Financial stability of a country needs to be tracked as an explicit policy variable for
ensuring future macroeconomic stability. This study essentially explores the
relationship between financial conditions and economic activity for India. Based on
the information contained in money, foreign exchange, bond, commodity and
equity markets, for the period April 2004 to March 2014, as well as by controlling
past influences of economic activity and inflation, we construct a monthly Financial
Conditions Composite Indicator (FCCI) for India and its leading indicator. We also
estimate the threshold value of FCCI for identifying stress points in the economy.
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Introduction

The term Great Moderation, coined by the renowned economists James Stock and
Mark Watson (2002), is popularly used to describe the phenomena of decline in
volatility of major economic variables such as GDP, industrial production, monthly
payroll employment and the unemployment rate, etc. This was a situation of
showing overall apparent sign of prosperity. However, the prolonged period of
macro-economic stability (low volatility) had caused firms to hold less capital and to
be less concerned about liquidity positions. This may be a factor for encouraging
the firms to increase their leverage and decrease in risk premium required.
Moreover, some sort of structural imbalances or disparities like widening current
account deficit in some part of the world with surplus in others, misalignment in
exchange rates and booming asset prices had also developed in the world
economy. These negative developments had to undo at some point of time and
when the unwinding began, they marked themselves in the form of global financial
crisis. Most of the regularities in the data that economist have identified are
equilibrium relationships, meaning the relationship that hold true when the
economy is operating more or less normally. During a serious economic dislocation,
many established connections break down and new ones emerge. In the post crisis
analysis a number of factors are pointed out in the literature as the likely cause of
the crisis.

In the Indian context, the phased liberalisation of economy to trade and capital
flows along with a broadly market driven exchange rate regime improved the role of
external demand in supporting the economic growth, and at the same time
exposing the economy to the forces of globalisation. In this process, India became
increasingly integrated with the world economy and maintaining financial stability
assumed importance to the policy makers. The multiple indicator approach
implicitly established the elements of financial stability within the monetary policy
framework of the Reserve Bank of India, even before the 2008 global financial crisis.
Thus Indian economy had benefited from global integration and also demonstrated
significant resilience to various adverse external shocks like the east-Asian crisis
(1997-98), the dot.com crisis (2000-01), etc. During 2008 crisis, despite hardly any
direct exposure to the distressed assets, India was impacted like most other
emerging markets. The contagion had spread through all the channels — trade,
finance and confidence/expectation. Though the direct impact of the crisis on India
was relatively low, however, the indirect impacts on Indian economic and financial
system were significantly visible. The economy had experienced a significant
slowdown in 2008-09 in comparison with the robust growth performance during
the preceding five years. India’s financial markets had come under pressure from
different directions. The substitution of overseas financing by domestic financing
brought both the money market and credit market under stress. The reversal of
capital flows as part of global deleveraging process brought foreign exchange
market under pressure. To meet the external obligations, corporate converted the
funds raised locally into foreign currency. The Reserve Bank’s intervention in foreign
exchange market to manage the volatility in rupee further added to liquidity
tightening. As a consequence of global liquidity crunch, Indian banks and corporate
found it difficult to raise funds from external sources. The pressure escalated sharply
on banks for credit requirements to the corporate sector. Corporate, in their frantic
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search to substitute financing, withdrew their investments from domestic money
market mutual funds; putting redemption pressure directly on the mutual funds
and, indirectly on non-banking financial companies where the mutual funds had
invested a significant portion of their funds.

Every crisis provides us powerful lessons. The global financial crisis has changed
the perception of financial regulators about the issue of financial stability. The crisis
has revealed that, even with macroeconomic stability, financial instability is very
much possible and which in turn destabilise the macroeconomic stability. Therefore,
financial stability needs to be tracked as an explicit policy variable. When
policymakers decide upon the appropriate stance of monetary policy, they must
consider the possible macroeconomic implications of developments in financial
sector. In this context, measuring and evaluating financial stress in the economy;
and incorporating a wide variety of information about financial markets and
institutions into macroeconomic consequences, on continuous basis is crucial. This
study essentially explores the relationship between financial conditions and
economic activity for India. Based on the information contained in money, foreign
exchange, bond, commodity and equity markets, for the period April 2004 to March
2014, as well as by controlling past influences of economic activity and inflation, a
monthly Financial Conditions Composite Indicator (FCCI) for India is constructed
and the threshold value for identifying stress points of FCCI are also estimated.
Section II of this study presents the literature survey on development of financial
conditions index. The methodology for identifying financial stress indicators, are
described in Section III. The detailed empirical analysis for constructing FCCI, its
threshold value and composite leading indicator, data sources and reference period
under coverage are described in Section IV. Section V concludes.

Section II

Literature survey

This section discusses about the financial conditions, why these matter to an
economy, and how an index, representing the financial conditions, has been
constructed in practice.

2.1 Financial Conditions

Financial conditions can be defined as the current state of financial variables that
influence economic behaviour and, thereby, the future state of economy. The
financial instruments that characterize supply or demand relevant for economic
activity may signify financial conditions of the economy. An FCCI summarizes the
information about future state of economy contained in these current financial
variables.

2.2 Importance of Financial Conditions

In the literature of monetary transmission mechanism, monetary policy influences
economy by altering financial conditions that affect economic behaviour. The
structure of financial system is a key determinant of various channels of
transmission. In economies with sophisticated financial systems, the transmission
channels are diverse and may change over time. When the policy transmission is
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happened solely via financial conditions, FCCI would indicate whether a change in
policy will alter economic prospects. It would summarize all the information about
financial conditions, arising from both policy and non-policy influences. FCCI can
serve as a guide to effective stance of policy, after taking into account all other
factors that affect financial variables. However, the link between financial conditions
and economic activity evolves over time; the importance of factors other than
monetary policy on financial conditions may vary overtime; the response of financial
conditions to policy changes may change; and forces other than financial conditions
may affect the performance of real economy.

2.3 Some available FCCIs in Developed Countries

A variety of methodologies for constructing FCCIs have been developed over time.
In most cases, financial conditions indexes are based on current values of financial
variables, but some take into account lagged financial variables as well. Two broad
categories of approaches are followed to construct FCCIs, viz, weighted-sum
approach and principal components approach. In the weighted-sum approach, the
weights on each financial variable are generally assigned based on relative impacts
of changes in the variables on real output. On the other hand, the principal
components approach extracts a common factor from a group of several financial
variables. This common factor captures the greatest common variation in the
variables.

2.3.1 Bloomberg Financial Conditions Index

The Bloomberg FCI is a convenient measure to track financial conditions and
updated daily. It is an equally weighted sum of three major sub-indexes: money
market indicators, bond market indicators, and equity market indicators (Rosenberg,
2009). Each major sub-index is then made up of a series of underlying indicators,
which receive an equal weight in that sub-index. The index consists of 10 variables
in total, with history available from 1991.

2.3.2 Citi Financial Conditions Index

This index is a weighted sum of six financial variables, viz., corporate spreads, money
supply, equity values, mortgage rates, the trade-weighted dollar, and energy prices;
all nominal values being deflated. The weights were determined according to
reduced-form forecasting equations of the Conference Board's index of coincident
indicators (D'Antonio, 2008). This index uses various transformations and lags of the
indicators. The index is available from 1983.

2.3.3 Deutsche Bank Financial Conditions Index

Deutsche Bank utilizes a principal components approach for constructing the index
(Hooper, Mayer and Slok, 2007, Hooper, Slok and Dobridge, 2010). The first
principal component is extracted from a set of seven standardized financial
variables that include exchange rate, bond, stock, and housing market indicators.
The index is then set to the weighted sum of this principal component and the
target federal funds rate. The weights are determined in a regression of real GDP
growth on the financial variables and lagged GDP growth. The index is available
from 1983.
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2.3.4 Goldman Sachs Financial Conditions Index

The Goldman Sachs index is a weighted sum of a short-term bond yield, a long-
term corporate yield, exchange rate, and a stock market variable (Dudley and
Hatzius, 2000; Dudley, Hatzius and McKelvey, 2005). The Federal Reserve Board's
macroeconomic model, together with Goldman Sachs modelling, was used to
determine the weights. An increase in the Goldman Sachs FCCI indicates tightening
of financial conditions, and a decrease indicates easing. Unlike the other indexes,
Goldman Sachs index exhibits a noticeable downward trend because it uses levels of
financial variables, as opposed to using spreads or using changes in the variables as
in most other indexes.

2.3.5 Federal Reserve Bank of Kansas City Financial Stress Index

This index is a principal-components measure of 11 standardized financial indicators
(Hakkio and Keeton, 2009). The financial variables can be divided into two
categories: yield spreads and asset price behaviour. A positive index value indicates
that financial stress is higher than its longer term average, and vice versa for a
negative value.

2.3.6 Macroeconomic Advisers Monetary and Financial Conditions Index
(MAFCI)

Macroeconomic Advisers constructed its monetary and financial conditions index in
the late 1990s to take into account the dynamic effects of financial variables on GDP
over time (Macroeconomic Advisers, 1998). They used five different financial
variables, viz,, a real short rate, real long rate, dividend ratio, real exchange rate, and
real stock market capitalization, and developed a “surface impulse response”
methodology in aggregating these variables. Response functions are generated by
estimating the partial effects of changes in the financial variable on real GDP growth
over time using simulations with MA's large-scale macroeconomic model. These
functions are then inverted and aggregated so that the MAFCI at any point in time
shows the combined effects of current and past changes in each of the financial
variables on real GDP growth in the current period.

2.3.7 OECD Financial Conditions Index

The Organization for Economic Co-operation and Development (OECD) FCI was
constructed in 2008. It is a weighted sum of six financial variables (Guichard and
Turner, 2008), where the variables are weighted according to their effects on GDP
over the next four to six quarters. The OECD set the index weights from a regression
of the output gap on a distributed lag of the financial indicators. The weights were
normalized relative to the change in interest rates.

Section III

Methodology
Before moving to the methodological discussion on construction of FCCI, let us

interpret the concept of financial stress indicators; their identification procedures;
construction of stress index and its difference from FCCI.
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Financial stress is defined as the force put forth on economic agents by
uncertainty and varying expectations of loss in financial markets. Study of financial
stress in the economy is vital for the policy makers to effectively gauge the current
status of the economy and to make informed decision. In order to quantify the
financial stress in the economy, appropriate indicators from different sectors of the
economy are selected first and then are combined by using suitable methods. In
general, indicators are selected from various sectors of the economy viz. Banking
Sector, Foreign exchange market, Debt market and Equity market. Financial Stress
Index (FSI) attempts to combine all these different indicators into a unified index
and quantify the current degree of stress in financial system. It captures the
contemporaneous level of stress.

3.1 Identification of Financial Stress Indicators

The identification of financial stress indicators lies on the effective measures of
probable loss, risk, and uncertainty in different financial sectors such as the banking,
foreign exchange, debt, and equity markets.

3.1.1 Banking Sector

In banking sector, some of the measures which reflect the happening within the
sector are “banking-sector beta”, computed over a 12-month rolling window;
Certificate of Deposit (CD) spread; and non-linear measure of volatility of banking
stock. Beta greater than unity indicates that banking stocks are moving more than
proportionately with the overall stock market, implying banking sector is relatively
risky. The CD spread is computed over the short-term (overnight) weighted-average
call money rates.

3.1.2 Foreign Exchange Market

Foreign exchange (currency) crises are usually defined as significant devaluations,
losses in reserves, and/or defensive interest rate increases. Exchange market
pressure index (EMPI) is an indicator constructed based on weighted average of
change in exchange rate, foreign exchange reserve and interest rate. EMPI increases
as the exchange rate depreciates or as international reserves decline. Further, the
non-linear measure of volatility in exchange rate is also used as indicator.

3.1.3 Debt Market

Bordo and Schwartz (2000) characterize a debt crisis as the inability of sovereign
nations or the broad private sector to service foreign debts. Some of the indicators
pertaining to Debt markets are (a) corporate bond yield spread (All-rated long-term
corporate bond yield minus the G-Sec long-term bond yield); (b) inverted vyield
curve: 10 year G-sec benchmark bond yields minus the 91Days Treasury bill rate;
and (c) Commercial paper spread: Commercial paper rate minus 91Days Treasury
bill rate.

3.1.4 Equity Market

Most studies define equity crises as a sharp decline in the overall market index. The
decline can be indicative of greater expected loss, higher dispersion of probable
loss (higher risk), or increased uncertainty about the return of firms. General stock
Price Index as a per cent of its maximum value over the preceding one year; and
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non-linear measure of volatility of the General Stock Index are commonly used
indicators for equity market.

3.2 Construction of Financial Stress Index (FSI)

The choice of how to combine the variables (the weighting method) is perhaps the
most difficult aspect of constructing an FSI. Various weighting techniques such as
factor analysis, variance-equal weights, and transformations of the variables using
their sample Cumulative Distribution Functions (CDF) are being commonly used.

The basic idea of factor analysis is to extract weighted linear combinations
(factors) of a number of variables. This technique has two main purposes, viz,
reduction of number of variables, and detection of the structure in the relationships
between variables. A variance-equal weighting method generates an index that
gives equal importance to each variable. The variables are assumed to be normally
distributed, which is the primary drawback of this approach. The mean is subtracted
from each variable before it is divided by its standard deviation, hence the term
“variance-equal” weights. In case of Cumulative Density Functions (CDFs) method,
each variable is transformed into percentiles based on its sample CDF, such that the
most extreme values, corresponding to the highest levels of stress, are characterized
as the 99th percentile. The smallest values, corresponding to the lowest levels of
stress, are characterized as the first percentile. The transformed variables are then
summed equally to create the composite indicator.

3.3 Relationship between FSI and FCCI

The terms “financial conditions” and “financial stresses” are almost similar, each
bearing the current state of financial variables. StijnClaessens (2010) of International
Monetary Fund (IMF) mentioned FCCI as the counterpart of FSI; where, FSI and FCCI
captured the stress and buoyancy of financial markets, respectively. Hatziuset. al.
(2010) defined FCCI as a summarization of information about the future state of
economy contained in the current financial variables. They referred FCCI as a
measure of financial shocks, exogenous in nature, and thereby free from
endogenous reflection of past economic activity. Illing and Liu (2003) identified
stress as the product of a vulnerable structure and some exogenous shock. If
financial stress is systemic, economic behaviour can be altered sufficiently to have
adverse effects on the real economy. Therefore, financial stress is a continuous
variable with a spectrum of values, where extreme values are called a crisis.

3.4 Construction of FCCI

In order to construct FCCI, the identification of a group of indicators, those capture
the build-up of vulnerabilities and imbalances within the main segments of the
domestic financial market, has of prime importance. There is a vast range of
potential financial variables to be included in FCCL However, it is observed that, in
seven Financial Conditions Indexes, described in Section II, the indicators from four
different markets, viz, money market (indicators are TED spread,4CommerciaI
Paper/T-Bill Spread, Libor-OIS® Spread, etc), debt market (indicators are yield

4 TED spread is difference between interest rates on interbank loans and on Treasury Bills.

> LIBOR-OIS is the difference between LIBOR and the overnight indexed swap (OIS) rates.
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spreads, corporate spreads, short-term bond yield, a long-term corporate yield,
etc.), equity market (indicators are equity values, real stock market capitalization,
etc.) and foreign exchange market (indicators are trade-weighted dollar, real
effective exchange rate, etc.) were selected for constructing a single index. Apart
from the above indicators, housing market indicators like real housing wealth to
GDP, energy prices, money supply, etc. were also used. Once the indicators are
selected, the next step is to combine the selected indicators using either of the two
broad methods as detailed below.

Method 1: (a) Standardising the indicators (subtracting mean and then dividing
by standard deviation), or alternatively, converting the indicators into percentile
score (Cumulative Density Function (CDF)) and then (b) computing arithmetic
average of these standardised indicators.

Method 2: This method differs from the standard applications for summarizing
the information contained in the selected financial indicators, by eliminating
feedback from macroeconomic conditions, and by using more than a single
principal component (Hatzius et. al. (2010)). The variability in each of the indicators
explained by current and past real activity and inflation, are eliminated so that the
principal components reflect exogenous information associated with the financial
sector, rather than feedback from macroeconomic conditions. In some sense, the
residuals, obtained by eliminating feedback impact reflect financial market
behaviour not fully explained by macro-fundamentals. Summarising the information
collected in residuals, the top factors containing the maximum information (relating
to the financial sector) are extracted through Principal Component Analysis (PCA).
FCCI is then constructed as the weighted average of the factors, weights being
taken as percentage variation explained by the factors.

In this paper, Method 2 was followed for constructing the indicator. Following
the approach of Hatzius et. al (2010), let us consider, X;; as " financial indicator at
time “t”, and Y; as a vector of macroeconomic indicators. In this paper, the year-on-
year (YoY) growth rates of Index of Industrial Production (IIP) and Wholesale Price
Index (WPI) are considered. The regression equation thus constructed is as follows:

Xie = A; (L)Y, + v 1)

where, A(L) is the polynomial of lag “L", v;; is uncorrelated with current and
lagged values of Y; and hence, it is assumed that, the feedback impacts of economic
activity and inflation are removed. Further, we consider the decomposition of v;; as
follows:

Vie = A{Ft + U 2)

where, F; is a vector of unobserved financial factors, u;; captures "unique”
variation in v;; that is unrelated to F; and Y;. Under the assumption that u;;'s are
uncorrelated (or "weakly” correlated) across the financial variables, the vector F;
captures the co-movement in financial indicators. Thus the goal of the econometric
analysis is to estimate F;. When the panel is balanced, the solution to least squares
problem provides principal components of estimated residuals 7;,, which can be
computed as the eigenvectors of sample covariance matrix. In the unbalanced
panel, iterative methods can be used to find the least squares solution.

3.5 Derivation of Threshold Value for FCCI

Identification of threshold value for FCCI is important because, whenever the index
crosses the value, it implies significant financial stress in the system. Threshold
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values for are derived on the basis of historical financial stress episodes, which
precede the economic slowdowns or the loss of level of the real output. However,
there is no unique way to identify the stress episodes.

3.5.1 Opinion Survey of Experts

In order to identify most stressful events/periods and the reasons behind those
events happened economy in the past, the opinion survey of experts, including
policy-makers, economists, market participants, etc., may be conducted (Illing and
Liu (2003)). The study based on survey data may be used to build the relationship of
those events with FCCI for validation and identification of threshold level of FCCL

3.5.2 Kernel Density Approach

Based on the probability distribution of individual indicators, the threshold for
indicators (similar to Value at Risk) may be identified, and diffusion index (i.e.
proportion of indicators exceeds its own threshold) may be constructed. In this
approach, 90"/95" percentile value may be considered.

3.6 Construction of Leading Indicator for FCCI

The study of financial conditions of economy should not be complete until the early
warning signals of financial stress are identified. In this context, the major task is to
detect the variables, from a list of selected variables that are able to provide signals
in advance, i.e,, detection of lead indicators.

In order to construct a composite leading indicator for FCCI, a list of potential
indicators is at first prepared. The leading property of these indicators is judged by
cross-correlation analysis and pair-wise Granger Causality test. Thereafter, the factor
analysis technique is applied on these selected indicators for extracting the
common unobserved leading forces. The weighted combination of extracted factors
(weights being the percentage variations explained by the factors) is the composite
leading indicator for FCCIL

Section IV

Empirical Analysis

This section describes the empirical analysis related to construction of FCCI,
identification of stress period, measurement of threshold value, and finally,
construction of leading indicator for FCCL

4.1 Data Source and Frequency of Indicators

To construct the FCCI for India, ten indicators were selected from different sectors,
viz, Banking sector, Equity market, Bond market, Foreign exchange market,
Monetary sector, etc., of the Indian financial system. These indicators, along with
definitions, are presented in Table 1.

The analysis for constructing FCCI was performed on monthly basis for the
period April 2004 to March 2014. All data series required to construct the FCCI for
India was collected from the Database on Indian Economy (DBIE), Reserve Bank of
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India. All the selected indicators were standardised. The series which depict
seasonality were adjusted prior to standardization.

Selected Indicators for constructing FCCI

Table 1

Sector Indicators

Banking (YoY) in general stock index (SENSEX)

(1) Banking Beta: = cov(r,m)/var(m),calculated monthly over a rolling 1-year time horizon,
where, r = per cent change (YoY) in Bank Total price Index (BANKEX); m = per cent change

(2) CD spread: CD rate minus 15-91Days TBills rate

Foreign Exchange rate, foreign exchange reserve and interest rate.

(3) Exchange Rate Market Pressure (EMP): Weighted average of change in exchange

(4) USD_NNL_SD: ARCH(1) measure of volatility of INR-USD exchange rate.

Debt benchmark bond yields

(5) Inverted Yield Spread: 15-91Days TBills rate minus 10 year Government of India

(6) CP spread: CP rate minus 15-91Days TBills rate

(7) Calibrated YoY Stock Return (STOCK_YOY_CALB): (Maximum of YoY return of NIFTY

Equity index)minus (current month YoY NIFTY return)

(8) SENSEX_NNL_SD: ARCH(1) measure of volatility of BSE SENSEX.
Monetary Sector (9) DLM3_SA: Seasonally adjusted Month-over-Month (MoM) change in M3.
Commodity Price (10) DLGOLDP: MoM change in Gold Price.

Note: ARCH implies Autoregressive Conditional Heteroskedasticity

4.2 Construction of factors and FCCI

As described in the methodology mentioned in sub-section 3.5, the year-on-year
growth rate of monthly Index of Industrial Production (IIP) and Wholesale Price
Index (WPI) were considered as the performance of economic activity and measure
of inflation, respectively. These series were also standardised before running
equation (1) on each of the ten selected indicators. Six months lags of IIP growth
and inflation were imposed in the equation. The residual series, hence obtained,
could be treated as free from feedback impacts of economic activity and inflation.
Table 2 shows the correlation between extracted residual series of indicators. Some
indicators show high correlations in the residual series. In order to extract the
common forces from residual series, such that, common forces are orthogonal to
each other, the factor analysis based on principal component technique was
applied. Accordingly, three factors were extracted. The weighted aggregation of
selected factors (weights being determined according to the respective percent
variation explained) was considered as FCCI for the economy (Chart 1).
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Correlation Table of Residual Series of Selected Indicators Table 2
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4.3  Derivation of threshold value for FCCI

To estimate the threshold value of FCCI and to identify the stress point, the kernel
density approach was considered. The kernel densities of residual of ten selected
indicators as well as the diffusion index are provided in Annex 1. Based on
probability distribution of individual indicators and risk appetite, the threshold
values for indicators were identified (similar to Value-at-Risk technique). Thereafter,
the diffusion index i.e. proportion of indicators exceeding its own threshold, was
constructed (Chart 2). During the stress period, the diffusion index usually shows
high value. If 90th percentile of the monthly diffusion index is selected as the
threshold value, then the corresponding average FCCI value is the considered as
threshold for FCCL. Accordingly, at 90" and 95" percentile levels, the threshold value
for FCCI stood at 1.04 and 1.51, respectively (Chart 3). During the period under
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study, i.e., April 2004 to March 2014, based on FCCI and threshold values, the
sub-periods “September 2008 to December 2008" and "August-September 2013" are
the stressful periods. Specifically, the month “October 2008" is identified as the most
stressful period of the Indian economy. The first sub-period coincides with global
financial crisis of 2008. In case of second sub-period, the stress is short-lived, and it
aligns with the period of latest currency crisis. During this period, the Indian Rupee
to US Dollar (INR-USD) reference rate touched the highest level at 68.3611 (date:
28-August-2013).

Diffusion Index of Indicators exceeding respective threshold value Chart 2
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44 Composite Leading Indicator for FCCI

Different indicators are selected from different sectors of the economy for judging
the leading properties of them (Table 3). Exports (in US$), Imports (in US$), Terms of
Trade (i.e., Exports to Imports ratio), and Net inflows of Foreign Institutional
Investment (FII) in debt and equity segments are taken from external sector. From
the banking sector, deposits volume, credit volume, deposits rate, lending rate,
assets with bank, investment in India, and net foreign exchange assets are
considered. All the series, expect Terms of Trade, Net FII inflows, deposits rate, and
lending rate, are taken in terms of year-on-year growth rates. The selected eleven
series are also stationary, based on standard unit root tests. The leading properties
of these indicators are tested by cross-correlation analysis and pair-wise Granger
causality test.

Cross Correlation of Indicators with FCCI Table 3
Indicator\No. of month (i 0 1 2 3 4 5 6 7 8 9 10 11 12

Lag | -0.139 | 0.125 | -0.081 | -0.066 | -0.008 | 0.000 | 0.039 | 0041 | 0047 | 0.101 | 0110 | 0.1 | 0228
EEBOLE Lead | -0.139 | -0.170 | -0.158 | -0.249 | -0.304 | -0352 | -0.377 | 0343 | -0.385 | -0.389 | -0425 | -0.402 | -0.388
mports Lag | 0153 | 0.057 | 0.005 | 0.005 | 0.009 | -0.054 | -0.042 | 0.009 | 0081 | 0176 | 0258 | 0297 | 0.285
Lead | -0.153 | -0.189 | -0.185 | -0.165 | -0.173 | -0.155 | -0.157 | -0.138 | -0.194 | -0.262 | -0303 | -0301 | -0.250
Lag | 0022 | 0.046 | -0.101 | -0.097 | -0.080 | -0.033 | 0.024 | 0015 | -0.039 | -0.052 | -0.115 | 0.049 | 0035
LU AL Lead | 0022 | -0.020 | -0.038 | -0.123 | -0.159 | -0.194 | -0.227 | -0.250 | -0.254 | -0.175 | -0.184 | -0.111 | -0.150
Net Fll inflows - Debtand |Lag | -0.333 | -0.305 | -0.300 | -0.158 | -0.114 | 0095 | -0.047 | -0.023 | 0.053 | 0.003 | -0.046 | -0.002 | 0.069
Equity Lead | -0333 | -0.247 | -0.268 | -0.236 | -0.203 | -0.136 | 0,005 | -0.002 | -0.096 | -0.114 | -0.098 | -0.040 | -0.061
P Lag | 0202 | 0203 | 0242 | 0230 | 0200 | 0.182 | 0.146 | 0129 | 0.105 | 0.067 | 0021 | 0.010 | -0.005
lead| 0212 | 0190 | 0.184 | 0.198 | 0.186 | 0.181 | 0238 | 0219 | 0201 | 0190 | 0166 | 0177 | 0.149
— |Lag | 0022 | 0.005 | 0.008 | 0020 | 0.027 | 0.065 | 0.081 | 0.103 | 0134 | 0.162 | 0.169 | 0.182 | 0.191
Non-Food Bank Credit |, 1| 0.022 | 0021 | -0075 | -0.122 | -0.155 | 0.166 | -0.146 | -0147 | -0.131 | -0.139 | -0.159 | -0472 | -0.198
P Lag | 0528 | 0.520 | 0499 | 0485 | 0466 | 0431 | 0417 | 0391 | 0356 | 0.330 | 0276 | 0.209 | 0143
Lead| 0528 | 0510 | 0491 | 0.447 | 0413 | 0365 | 0309 | 0246 | 0.190 | 0129 | 0077 | 0.014 | -0.034
_ Lag | 0413 | 0360 | 0278 | 0.181 | 0128 | 0067 | 0.058 | 0029 | 0.031 | 0.030 | -0.005 | -0.030 | -0.069
Lending Rate Lead| 0413 | 0427 | 0442 | 0417 | 0446 | 0476 | 0490 | 0506 | 0519 | 0.509 | 0449 | 0381 | 0342
(DR Lag | 0097 | 019 | 0255 | 0.295 | 0285 | 0267 | 0254 | 0.224 | 0.188 | 0159 | 0175 | 0172 | 0153
Lead| 0.097 | 0.037 | 0012 | 0.038 | 0.050 | 0.059 | 0.048 | 0009 | -0.086 | -0.063 | 0079 | -0.146 | -0.170
Scheduled Commercial  |Lag | 0.107 | 0.060 | 0015 | -0.027 | -0.060 | -0.072 | -0.103 | -0.119 | -0.179 | -0.236 | -0.308 | -0.351 | -0.388
Banks' Investment in India |Lead | 0.107 | 0.126 | 0.173 | 0.216 | 0.240 | 0.263 | 0.303 | 0.355 | 0.413 | 0.448 | 0.446 | 0.440 | 0.405
Net Foreign Exchange _ |Lag | 0413 | 0.427 | 0426 | 0454 | 0486 | 0.490 | 0.446 | 0420 | 0386 | 0327 | 0277 | 0223 | 057
Assets Lead| 0413 | 0371 | 0334 | 0310 | 0272 | 0238 | 0206 | 0184 | 0.132 | 0.125 | 0105 | 0.085 | 0.050

Table 4 presents the cross-correlation between different indicators and FCCI
values upto 12 months. Here, “i" indicates lead or lagged number of months.
Fori = 0, the contemporaneous correlations are reported. The “lag” row for each
indicator at ith month indicates the correlation of current FCCI value with i"" month
lagged value of corresponding indicator. For “lead” rows, the correlation coefficients
between lead values of indicators with current FCCI values are mentioned. Hence,
for selecting leading indicators, “lag” row values are important. However, “lead”

rows also tell whether FCCl is leading or not.

Out of four selected external sector indicators, exports and imports are lagging
to FCCIL This is observed from the movement of correlation of “lead” rows. From
the “lag” rows, if the lags upto eight months are considered, then
contemporaneous correlation coefficient is highest for both cases. Thereafter, the
decrease in correlation is observed. Further, the values of correlation coefficient in
“lead” rows are higher than those of “lag” rows. The third indicator, “Terms of
Trade” is showing leading nature (at lag 2) to FCCI, although the correlation
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coefficient is very low (-10.1 percent). Further, almost all the lead correlations are
higher than the lag correlations. The pair-wise Granger causality test in Table 4 also
does not indicate its leading nature. As this indicator includes both of the
merchandise exports and imports information, hence based on cross correlation
information, it is selected as a leading indicator. Moreover, it has also been
observed at the time of aggregation of selected leading indicators that, the
inclusion of this indicator has improved the leading capability of composite
indicator. In case of Net FI Inflows in Debt and Equity segments, the
contemporaneous correlation is highest. As the lag increases, the correlation value
decreases. It is observed from the “"lag” row that, upto lag 2, this decrease is not
rapid. But in the “lead” row, the correlation is lower and its decrease is also rapid.
This indicates a possibility of leading property of the indicator.

Among the banking sector indicators, Non-food Bank Credit, Scheduled
Commercial Banks' (SCB) Domestic Investment, and Lending Rate are lagging to
FCCL The cross correlation pattern of Deposits Rate is similar to that of Net FII
inflows. The remaining three indicators, viz.,, Aggregate Deposits, Assets with banks,
and Net Foreign Exchange Assets are leading to FCCI with 2, 3, and 5 months,
respectively.

Next we describe the results obtained from pair-wise Granger causality test.
Table 4 presents the probabilities of F-statistics corresponding to the test. The null
hypothesis is one variable does not Granger cause the other. If 5 percent level of
significance is considered, then Deposits rate, Assets with banks, and Net Foreign
Exchange Assets cause FCCI at 2, 1, and 3 lags, respectively; i.e., these indicators are
leading to FCCIL. Further, FCCI is leading to Exports, Non-Food Bank Credit, and
Lending Rate. For the other five indicators, no causality hypothesis is accepted.

Probabilities of F-statistics in Pair-wise Granger Causality Test Table 4
Indicator\No. of month (i 0 1 2 3 4 5 6 7 8 9 10 11 12
Exports Lag | -0.139 | 0.125 | -0.081 | -0.066 | -0.008 | 0.000 | 0.039 | 0.041 | 0047 | 0.101 | 0110 | 0.1 | 0228
Lead| -0.139 | -0.170 | -0.158 | -0.249 | -0.304 | -0352 | -0377 | -0.343 | -0385 | -0.389 | -0425 | -0.402 | -0.388
Lag | -0.153 | 0.057 | 0005 | -0.005 | -0.009 | -0.054 | 0.042 | 0,009 | 0.081 | 0176 | 0258 | 0297 | 0285
Imports Lead | -0.153 | -0.189 | -0.185 | -0.165 | -0.173 | -0.155 | -0.157 | -0.138 | -0.194 | -0.262 | -0303 | -0.301 | -0.250
Lag | 0022 | 0.046 | -0.101 | -0.097 | -0.080 | -0.033 | 0.024 | 0015 | -0.039 | 0.052 | 0115 | -0.049 | 0035
Terms of Trade

Lead| 0.022 | -0.020 | 0038 | -0.123 | -0.159 | -0.194 | -0227 | 0259 | -0.254 | -0.175 | -0.184 | -0.111 | -0.150
Net Fll inflows - Debtand |Lag | -0.333 | -0.305 | -0.300 | -0.158 | -0.114 | 0.095 | -0.047 | 0.023 | 0053 | 0.003 | 0.046 | -0.002 | 0.069
Equity Lead | -0333 | -0.247 | 0268 | -0.236 | -0.203 | -0.136 | 0,005 | -0.002 | -0.096 | -0.114 | -0.098 | -0.040 | -0.061
I Lag | 0212 | 0203 | 0242 | 0230 | 0200 | 0182 | 0.146 | 0129 | 0.105 | 0.067 | 0021 | 0.010 | -0.005
Lead| 0212 | 0190 | 0184 | 0.198 | 0186 | 0181 | 0238 | 0219 | 0201 | 0.190 | 0166 | 0.177 | 0.149
— |Lag | 0022 | 0.005 | 0008 | 0.020 | 0.027 | 0065 | 0.081 | 0103 | 0.134 | 0.164 | 0169 | 0.182 | 0.191
Non-Food Bank Credit |, 1| 0.022 | 0021 | -0075 | -0.122 | -0.155 | -0.166 | -0.146 | -0147 | -0.131 | 0.139 | -0.159 | -0.472 | -0.198
Deposts Rate Lag | 0528 | 0.520 | 0.499 | 0485 | 0466 | 0431 | 0417 | 0391 | 0.356 | 0330 | 0276 | 0209 | 0.143
Lead| 0528 | 0.510 | 0491 | 0.447 | 0413 | 0365 | 0309 | 0246 | 0.190 | 0.129 | 0077 | 0.014 | -0.034
Londing Rate Lag | 0413 | 0360 | 0278 | 0.181 | 0.128 | 0067 | 0.058 | 0029 | 0.03L | 0.030 | -0.005 | -0.030 | -0.069
Lead| 0413 | 0427 | 0442 | 0417 | 0446 | 0476 | 0490 | 0506 | 0519 | 0509 | 0.449 | 0381 | 0342
_ Lag | 0097 | 0.19 | 0255 | 0.295 | 0285 | 0267 | 0.258 | 0224 | 0.188 | 0.159 | 0175 | 0.172 | 0153
AEEEEDTIENEILE Lead| 0.097 | 0.037 | 0.012 | 0.038 | 0.050 | 0059 | 0048 | 0.009 | 0.046 | -0.063 | -0.079 | -0.146 | -0.170
Scheduled Commercial _ |Leg | 0.107 | 0.060 | 0015 | -0.027 | 0.060 | -0.072 | -0.103 | 0.119 | -0.179 | 0.236 | -0.308 | -0.351 | -0.388
Banks' Investment in India [Lead | 0107 | 0.126 | 0173 | 0216 | 0240 | 0263 | 0303 | 0355 | 0413 | 0448 | 0446 | 0440 | 0.405
Net Foreign Exchange  |Lag | 0413 | 0427 | 0426 | 0.454 | 0486 | 0.490 | 0.446 | 0.420 | 0386 | 0327 | 0277 | 0223 | 0157
Assets Lead| 0413 | 0371 | 0334 | 0310 | 0272 | 0238 | 0206 | 0184 | 0.132 | 0.125 | 0105 | 0.085 | 0.050

Note: The symbol #> means “"does not Granger cause”
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Based on cross-correlation analysis and pair-wise Granger causality test, the
indicators, that are finally selected, are Terms of Trade, Net FII inflows, Aggregate
Deposits, Deposits Rate, Assets with banks, and Net Foreign Exchange Assets
(Charts in Annex 2). Among these indicators, Deposits Rate, Assets with banks, and
Net Foreign Exchange Assets satisfy both procedures.

The aggregation of six finally selected indicators is done by factor analysis
technique for arriving at composite leading indicator for FCCIL. The main advantage
of using factor analysis technique is that, it extracts the common unobserved forces
(i.e., factors) from the system, so that these factors are orthogonal to each other. It
also reduces the number of variables. Further, it solves the scaling problem,
because, the preliminary descriptive statistics (i.e., mean, median, minimum,
maximum, standard deviation) of different indicators have different magnitudes and
scales (Table 5). From six indicators, two factors are extracted. The weighted
combination of these two factors is the required composite leading indicator for

FCCL. Here, weights are percentage variations explained by the factors (weights:
54.6 percent and 45.4 percent).

Descriptive Statistics of selected Leading Indicators of FCCI

Table 5
Indicator Mean | Median | Minimum Maximum Range gt:l?:t?(::

Terms of Trade 66.8 66.2 47.5 91.0 43.5 8.3

Net Fll inflows 1338.0 | 1184.5 | -7535.6 7164.4 14700.0 | 2374.1
|Aggregate Deposits 18.1 17.6 10.2 25.9 15.7 3.8
Deposits Rate 7.8 8.3 53 9.6 4.4 1.1
Assets with banks 16.9 16.5 -35.5 68.2 103.7 20.3
Net Foreign Exchange Assets 10.3 9.4 -7.5 45.7 53.2 10.4

Movement of FCCI and its Composite Leading Indicator Chart 4
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Chart 4 presents the movements of FCCI and its composite leading indicator
(CLI) for the period October 2004 to March 2014. From the visual inspection, it is
observed that, CLI captures the stress during the sub-period "September 2008 to
December 2008" in Indian financial system well in advance. For the second
sub-period "August-September 2013", the upward movement in stress is also
captured by CLI well in advance. However, the movement of CLI during the period
"December 2013 to March 2014" indicates persistence of stress at lower level. The
pair-wise Granger causality test between FCCI and its CLI as well as turning point
analysis also supports leading properties of CLI (Tables 6 and 7). Based on these
two procedures, it may be concluded that, the movement of CLI is, on an average,
3-4 months leading to FCCL

Granger Causality Test (FCCI and its CLI) — Probabilities of F-statistics Table 6
1 2 3 4 6
CLI of FCCI #> FCCI 0.008 0.017 0.032 0.086 0.313 0.156
FCCI #> CLI of FCCI 0.478 0.700 0.787 0.868 0.889 0.905
Note: The symbol #> means “"does not Granger cause”
Turning Point Analysis between FCCI and its CLI Table 7

Turning Point Date for Lead
FCCI CLI of FCCI (in months)
Oct-08 May-08 5
Aug-10 Apr-10 4
May-13 Feb-13 3
Average Lead 4

Section V

Conclusion

Financial stability of a country needs to be tracked as an explicit policy variable for
ensuring future macroeconomic stability. This study essentially explores the
relationship between financial conditions and economic activity for India. An
attempt has been made to construct the Financial Conditions Composite Indicator
(FCCI) for India following the principal component analysis (PCA) applied by Hatzius
et. al (2010). In this approach, at first, the indicators were selected from different
sectors viz.,, Banking sector, Equity market, Bond market, Foreign exchange market,
Monetary sector, etc., of Indian economy, and thereafter, the feedback impacts of
economic growth and inflation on different financial indicators were removed, so
that, financial market behaviour was not fully explained by macroeconomic
fundamentals. Subsequently, PCA was applied on the resultant residual series, which
were free from effect of economic growth and inflation. The weighted aggregation
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of extracted three factors was considered as FCCIL. To estimate the threshold value
of FCCI and to identify the stress point, kernel density approach was considered.
Thereafter, the diffusion index i.e. proportion of indicators exceeding its own
threshold level, was constructed. Based on risk appetite, the threshold value for FCCI
was determined. During the period under study, i.e, April 2004 to March 2014,
based on constructed FCCI and its 90th and 95th percentile threshold values, (i.e.,
1.04 and 1.51, respectively), the sub-period "September 2008 to December 2008",
and specifically, the month "October 2008" was identified as the most stressful
period of the economy. Further, in order to identify the early warning signals of
financial stress in the economy, a Composite Leading Indicator (CLI) for FCCI was
constructed. It was found that, CLI captured upward movement in stress well in
advance. However over time, the effectiveness of selected leading indicators for
FCCI may be reduced and certain other indicators may exhibit the leading
properties. Hence, it is imperative to update the list of selected indicators and judge
the leading properties of these indicators on a continuous basis while constructing
and updating CLI of FCCL
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Abstract

We implement a novel method to detect systemically important financial
institutions in a network. The method consists in a simple model of distress and
losses redistribution derived from the interaction of banks’ balance-sheets through
bilateral exposures. The algorithm goes beyond the traditional default-cascade
mechanism, according to which contagion propagates only through banks that
actually default. We argue that even in the absence of other defaults, distressed-
but-non-defaulting institutions transmit the contagion through channels other than
solvency: weakness in their balance sheet reduces the value of their liabilities,
thereby negatively affecting their interbank lenders even before a credit event
occurs. In this paper, we apply the methodology to a unique dataset covering
bilateral exposures among all Italian banks in the period 2008-2012. We find that
the systemic impact of individual banks has decreased over time since 2008. The
result can be traced back to decreasing volumes in the interbank market and to an
intense recapitalization process.
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1. Introduction

Over the last decades, the global financial system has become increasingly large
and interconnected. In several countries, a sizable fraction of the growth in the
balance sheet of the financial sector before the crisis could be attributed to mutual
claims and obligations among financial firms. Interconnectedness has been a key
factor in precipitating the crisis as troubles to one financial institution quickly
propagated to other entities. In the last quarter of 2008 a number of markets
remained dysfunctional for weeks as investors were kept away by uncertainty over
the actual structure of exposures. Events showed that contagion may jeopardize the
smooth functioning of the global financial system, eventually imposing large social
costs to the entire economy and forcing public authorities to step in. In the
economic literature, network theory has been used to study the financial sector as a
complex system of interlinked agents. Theoretical and empirical works have focused
mainly on (i) the assessment of the likelihood of systemic contagion episodes,
(ii) different contagion propagation channels and (iii) the link between the network
topology and the resilience of the system. The vast majority of contributions
investigate the contagion due to direct credit exposure between two counterparties.
When bank i defaults, its creditor, say bank j, faces a loss that is proportional to the
amount lent to bank i and to a certain recovery rate. Whenever the loss exceeds the
equity, bank j also defaults. Bank j propagates the shock to its creditors and this
may trigger a cascade of defaults. A measure of the defaulting banks in the cascade
represents the systemic risk posed by bank i. This approach (contagion through
default) fails to predict large contagion episodes. In particular, networks appear to
be resilient up to a very high threshold (tipping point), defined in terms of the
severity of the initial shock. Systemic events (i.e. a large number of defaults in the
cascade) may occur only in the presence of very large exogenous shocks.

This paper proposes a novel method to study contagion in financial systems.
The simple idea is that distressed-but-non-defaulting institutions transmit
contagion before they actually default. In the previous example, only the default of
bank i affects the equity of the bank j. However, even before a credit event occurs,
bank j's balance sheet might become weaker: as distance-to-default shortens, the
value of bank j liabilities — including interbank obligations — declines, thereby
negatively affecting the creditors of bank j. As creditor banks themselves become
weaker, in turn, they also transmit some degree of contagion to their own
counterparties. As a general result, even if no institution actually fails, the overall
system may become much more fragile, as a non-negligible portion of the
network’s equity is likely to be wiped out in a marked-to-market perspective.

Our paper aims at assessing the evolution of systemic risk in the Italian
interbank network over the past few years: we analyze a dataset of bilateral
exposures obtained from supervisory reports to the Bank of Italy. In doing so, we
modify and improve a novel method put forward by Battiston et al. (2012),
DebtRank, which implements the contagion through distress idea discussed above.
Our measure, DR, is able to measure losses incurred by the network following the
default of each participating bank even when no other default occurs. For each bank
we compute a synthetic indicator — the DR — that expresses the fraction of the total
equity of the network which would be affected by an exogenous shock to the bank.
The basic idea underlying the metric is that whenever a debtor institution is
weakened, the market value of creditor banks equity is affected even before the
debtor institution actually defaults. The DR of an institution proxies its negative
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externality on the network. The increase over time of the DR of many individual
institutions at the same time is a footprint of increased fragility of the network. The
method is particularly suited at capturing network externalities as it quantifies
systemic risk on a continuous scale and is not limited to the estimation of the
tipping point. Therefore, it can be used to evaluate systemically important financial
institutions and may also represent a benchmark to implement new stress testing
exercises targeting linkages in the financial network other than interbank lending.
This is a brief summary of the main results of the paper:

Traditional indicators underestimate contagion risk. DR captures features of a
bank systemic importance, such as its positioning in the network’s topology, that
would not be apparent under standard default cascades models. In most cases,
systemically relevant institutions under DR would pose no threat to the network if
losses were computed through standard default cascades models.

The DR of Italian banking groups. Systemic risk in the Italian interbank network
has decreased since 2008. The decline is mainly due to decreased
interconnectedness in the unsecured interbank market, as opposed to decreased
leverage in the system due to banks_ recapitalization process. Decreased
interconnectedness can be traced backed to the sovereign bond crisis, which
dramatically reduced the amount of wholesale funds reaching the domestic
interbank market from international markets. In a sense, a crisis in the interbank
market has become less likely over time as another crisis took place in the sovereign
bond markets. Such a result suggests the existence of a sort of “interconnectedness
cycle”: the financial system is intertwined and contagion risk is high in
“normal/good” times (in our sample period, before the sovereign debt crisis), the
latter decreases with leverage in "bad” times.

Interconnectedness and macroprudential regulation. The evolution over time of
the DR of Italian banks offers supports the case for countercyclical
(macroprudential) capital regulation of banks. Through simple comparative statics,
we show that the effect of a bank’s capital on its systemic risk is much higher when
the financial network is tightly interconnected, which is most likely to happen in
good times. Counter-cyclical capital buffers as agreed by the Basel III accord may
therefore substantially decrease systemic risk in good times. On the other hand, the
release of the buffer in bad times would have a marginal impact on financial
stability in the network.

Relationship to the literature. Interconnectedness has an ambiguous effect on
the stability of financial systems (Stiglitz (2010)). On the one hand, linkages across
agents may improve risk sharing and help allocating risks to those that are better
equipped to bear them. On the other hand, such linkages swell complexity and ease
the propagation of propagation of contagion if a shock affects the system.
Interconnectedness is on the top of the international reform agenda. Over the past
few years, researchers across the board have been working on the identification of
early warning indicators beyond the micro-prudential risk metrics. Recently the
literature proposed different methodologies to measure sources of systemic risk.
Shapley values (Drehmann and Tarashev (2011)), the systemic expected shortfall
(Acharya et al. (2010)) and CoVaR (Adrian and Brunnermeier (2011)) are among the
most relevant proposals for micro-level indicators that do not rely on network
analysis. However, several critics argued that these asset prices-based indicators
might perform well as thermometers (coincident measures), but not as well as
barometers (forward looking indicators). To the extent that they are backward-
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looking, these risk metrics are typically at their lowest just before financial collapse
takes place and have therefore little predictive value.

In many cases, these indicators have been proposed to circumvent the lack of
data on the real topology of financial systems and the associated impossibility to
identify effective contagion paths among institutions. As an alternative, network
analysis based on real data, when available, has been widely employed to explore
the resilience of the system to contagion of the financial system. These techniques
allow to take into account the simultaneous distribution of risks across agents,
beyond the evaluation of the risk-bearing capacity of each of them. Ultimately,
however, the success of network techniques is intimately linked to data availability
and, in turn, new initiatives on data reporting and collection at both national and
international level may be affected by the success of the network approach.

Complex systems in which agents interact can have a simple network
representation. In the specific case of financial networks, each financial institution
represents a node and bi- lateral exposures between financial institutions are the
links (or edges). Network analysis can be positive or normative. The positive, or
static network, analysis allows the characterization of the network topology by
means of statistical tools. This helps reaching a better understanding of linkages,
hubs and clustering within a financial system. The normative, or dynamic network,
analysis consists in the computation of outcomes that follows from an initial
network structure that is exogenously perturbed. These exercises provide an
assessment of the relationship between the financial system architecture and its
stability: results carry relevant information for regulators, to the extent that they
help identifying non-linearities due to the network structure.

The interest and the number of contributions on financial networks are
expanding considerably. Beyond the well established theoretical literature on
financial contagion (Allen and Gale (2000), Freixas et al. (2000), Acemoglu et al.
(2012)), the vast majority of empirical contributions finds that the default of an
individual institution is typically not able to trigger a domino effect (see, e.g., Boss et
al. (2004); Elsinger et al. (2003); Furfine (2003), Mistrulli (2011)%). On the basis of the
large sequence of contagion episodes of the recent years, the adequacy of
procedures used to carry out these contagion simulation exercises is under a severe
scrutiny. Recent research tries to fill the gap between the predictions of models of
contagion and the evidence from financial crises. More in detail, standard contagion
analyses in network economies are characterized by a common, basic idea. An initial
shock that hits a region of the network (e.g. a single bank) propagates through
interconnected counterparties. In general, different kinds of shocks (default of a
single or a group of entities, market freeze, macro shock to common risk factors, ...),
contagion channels (direct exposures, fire sales, liquidity hoarding, ...) and indicators
to express the systemic importance of individual institutions have been proposed
and analyzed.

Cont et al. (2011) propose to complement the idiosyncratic shock with a macro
shock that reduces the equity positions of all the banks in the network at the same

In the specific case of Mistrulli (2011), the paper considers unconsolidated exposures. In other
terms, it focuses on individual banks and not on banking group. In this respect, differently from our
work, the paper neglects the possibility of internal capital markets to efficiently manage the
liquidity of the banking group.

4 IFC Bulletin No 39



time, reflecting some sort of common risk exposures. An additional mechanism that
may concur to the aggravation of the contagion is the fire sale of assets from
distressed institutions (Cifuentes et al. (2005), Caballero and Simsek (2009), Shleifer
and Vishny (2011)): such a response is individually rational for a distressed bank, but
it imposes a negative externality on other institutions in the network, depressing
asset prices and producing an inefficient aggregate outcome (Gai and
Kapadia (2010)).

2. Contagion through distress: the DR

Our work proposes a novel method to assess the systemic importance of individual
banks. The key idea is that a clear limitation of contagion through default models is
their inability to account for the fact that, even when the default does not
propagate from a bank to its counterparties, some distress do propagate
nevertheless. In this sense, the contagion through default approach implies an
underestimation of the intensity of contagion mechanisms. On the other hand,
regulatory constraints (such as BCBS rules on Large Exposures) should make the
possibility of a default following the failure of a single counterparty highly unlikely.
In our work, we explicitly account for the fact that the bank j importing the
contagion becomes more fragile even in the case its equity is large enough to
withstand the loss. The higher fragility reduces the (market) value of its debt,
making (at least) unsecured bank j's claimholders more fragile as well. The idea is
fully consistent with the Merton’s view on the market value of the bank’s debt. As a
result, even in the absence of subsequent defaults in the cascade, there can still be a
significant systemic impact of an initial adverse shock.

The DR is the measure of systemic risk derived from our contagion through
distress mechanism. It complements traditional methods and provide a measure of
the systemic importance of a bank even when default cascades models predict no
impact at all. In particular, the DR is an extension of the so-called DebtRank
algorithm introduced by Battiston et al. (2012). It is inspired by feedback centrality
and takes recursively into account the impact of the distress of an initial node across
the whole network.7 The DR is a measure of the centrality of the bank in the
network and quantifies the propagation and the final outcome in terms of the
economic value of the network potentially affected by the initial shock through the
cascade of contagion.

Definition 1. The DR of the bank i expresses the fraction of the total economic value
of the network — excluding the bank i — posed at risk by some exogenous shock that
hits the bank L. It captures the potential negative externality imposed to the network
by the bank, excluding the direct impact of the exogenous shock.

As an illustrative example, let's compute the DR of the bank i. Consider a
simplified chain of unsecured loans granted by bank k to bank j and by bank j to
bank i, whose amounts are denoted as x,; and x;, respectively. Let E; Ej and E, be the
equity of the three banks and E = E; + Ej + E. In the paper, we use the Tierl capital.

7 Feedback centrality measures have found successful applications in many domains like rankings in

the world- wide-web (e.g. PageRank). Feedback centrality has a physical analogy with the in-flow in
a non-homogeneous diffusion process.
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A shock of size s hits the bank i, the targeted bank, that suffers a loss L; = s. Even
when E; > s, the bank i is still able to transmit some contagion to bank j as the loss L;
erodes its equity and increase the bank i fragility. In particular, the loss for bank j is
taken to be proportional to the value x; (the loan to bank i) and to the factor
h; = min[1, L/E].2

In this way, the algorithm embeds a type of convexity in the distance to default:
the lower the equity E;, the lower the ability of bank i to absorb the shock, the
higher the contagion it transmits to bank j. The rationale is that the value of bank i's
obligations decreases as bank i becomes closer to default and the value of its
obligations to j declines. Consider the case in which the initial, exogenous shock is
large enough (s > E) and the targeted bank i defaults. The impact on bank j is
Wj = min[1, xi/E; ], with Wj; = 1 when the shock that propagates to bank j is large
enough to knock the bank j down. The shock propagates along the contagion path
and reaches the bank k. The impact on the latter is Wj, = min[1, Wjx,/E]. In this
simplified case, the DR of bank i is equal to:

E Ex

DR; = Wy =+ Wy oo M

After simple manipulations we get:

+ T3 1 i .."_i::' .
DE i E — FI {‘ Ji } F_-, I'T_.‘:I
)

The first addendum in the brackets is the loss induced to bank j; the second is
the loss to bank k, derived as the impact x/E; transmitted by bank j and the
exposures of bank k to bank j. The overall loss to the network (the number of the
expression in brackets) is divided by the total equity of the system, to have a
measure of the relative disruption induced by the bank i on the network. Capital
plays as a buffer that smooths the effects of the initial shock to i along the cascade.
In general, in a more complex network, bank k may have several debtors that, as
bank j, are exposed to the contagion from bank i. Following the initial shock to
bank i, at each iteration of the algorithm, some banks down the chain are affected.
The sum of the losses occurred to these banks, at each iteration, is used to calculate
the DR of the bank i. One major refinement of our paper is that we explicitly
account for a measure of riskiness of the bank’s assets. Indeed, two banks may have
the same leverage (ratio of total assets to equity) but the composition of the asset
side may differ substantially. More in detail, in the previous example, the impact of
bank j to bank k is

li-_,k min|1, c; Hl'J""«'r;.-’Fk|

where

Average Tierl ratio

Tierl ratio of bank j

8 Note that when the L; > E; the bank i defaults. We assume that in the short run the recovery rate is

negligible and the value of its liabilities drops to zero.
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where, as standard, the Tierl ratio is defined as the ratio of Tierl capital to Risk-
Weighted Assets. The coefficient ¢ captures the riskiness of the bank relative to an
overall average, across banks and time; ¢ acts as a buffer (it is lower than 1) for
banks with a Tierl ratio above the average, and as an amplification mechanism for
the others. Finally, the method gets rid of possible infinite reverberations that can
arise due to the presence of loops (i.e. xx > 0 and x > 0). In these cases, the
contagion may bounce several times between bank j and k, potentially until one or
both default. To avoid this problem, walks in which one or more edges are repeated
more than once are excluded. At each step t (the step is the time when the shock
directly or indirectly reaches the node), to the generic bank j we associate a state
variable §; that can take three values Inactive, Distressed, Undistressed, so that:

f I'nactive if S_(t — 1) Distressed
S;(¢) i Distressed  if hy(t — 1) > 0 and S;(t — 1) # Inactive

Undistressed otherwise

3)

The algorithm stops when all banks are either in the Undistressed or the
Inactive state.

3. Data description

Interbank linkages are the plumbing of financial markets. Exposures are surveyed
within the supervisory reports submitted monthly to the Bank of Italy. The historical
depth of the dataset hinges upon the continuity of data collection method: in
principle, all information is available on a monthly basis at least since the early 2000.
However, the subsequent adoption of different reporting templates complicates the
coherent reconstruction of phenomena, for which it may be necessary an
aggregation of different technical forms. Taking into account these difficulties, at
this stage we have chosen to focus our preliminary analysis on unsecured interbank
relationships, from 2008 on. The resulting representation of the interbank market is
a weighted and directed network, namely a set of nodes (banks) that are linked to
each other through different types of financial instruments (edges). The direction of
the link goes from the bank i having a liability to the bank j claiming the liability,
and the weight is the amount of the unsecured liabilities of i towards j. All data are
available on a legal entity basis, due to the regulatory purposes of the reporting.
However, given the deeply interrelated nature of financial markets and the
significant concentration process which has been undergoing in the past decade,
both at the Italian and international level, we assume that the economic agents
underneath each transaction lie at the group level. For this reason, in the first round
of analysis we choose to consolidate individual data, leaving for a later stage the
analysis of the groups’ internal capital market. Finally, in our exercises we use
balance sheet information (e.g. total assets, core tierl capital,..) from supervisory
reports and ad hoc data gathering, that are available both on a solo basis and a
banking group level. For a complete description of the Italian interbank network,
see Bargigli et al. (2013).
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4. The DR of Italian banking groups

4.1.The DR versus contagion through default

We compare our DR measure with the simplest, traditional indicator of systemic risk
in financial networks, namely the effects of a default of a bank in terms of other
defaults in the cascade. In Figure 1, these effects are measured as the ratio between
the total equity of banks that default in the cascade over the equity of the network.
Only in few cases the exogenous default of a bank brings about the default of other
banks in the network and the overall impact in terms of equity is small (in the worst
case, it is about 2% of the total equity of the system, against almost 18% for the DR
measure).

Result 1. The DR differs substantially from indicators based exclusively on contagion-
through- default.

The DR is reported on the vertical axis. The horizontal axis shows the effect to
the network of a default of a bank, in terms of the fraction of the total equity of the
network that is lost when we restrict to contagion-through-default. Clearly, the DR
predicts sizable effects whereas the other measure typically shows no impact at all.

4.2.The DR before and after the sovereign debt crisis

Figures 2-6 report the DR of individual banks from 2008 to 2012. Graphs have a
simple interpretation. Each dot represents a banking group (consolidated data have
been used, netting out infra-group relationships). The horizontal axis reports the
size of the bank, measured with its total assets (in millions of euros). The DR is
reported on the vertical axis and, in this case, is expressed as the fraction of the total
equity of the system potentially wiped out by an initial shock to a bank. In the DR
computation, we exclude the direct effect of the exogenous shock that hits the
equity of the targeted bank. In this particular case, we plot the DR of the bank
associated to an exogenous shock that brings about the default of the bank. The
size of the dot depends on the interbank lending and borrowing of the banking
group with the network. Finally, the color of the dot represents the tierl capital ratio
of the banking group.

Result 2. The DR of Italian banking groups has generally decreased since 2008.

The decline of the DR is very clear for medium and large banks. It is due to
decreasing interbank volumes exchanged in the unsecured market and to a quite
intense process of banks recapitalization (Figure 7). Both phenomena reflect a
global trend. However, while the sign of the impact of the two trends on the DR is
the same, they have polar opposite interpretations from a financial stability
perspective. Indeed, on the one hand, the proper functioning of the unsecured
interbank market is essential for an efficient use of liquidity within the financial
system. The unsecured interbank market dry-up during the sovereign debt crisis
and the migration towards collateralized (often ECB) funding have been a
widespread phenomenon in the Euro area periphery. The spike in the spreads
between interbank rates and overnight index swap rates almost worldwide is a clear
footprint. Acharya and Merrouche (2010) and Christensen et al. (2009) find a
precautionary hoarding motive for the sudden dry-up of money markets.
Conversely, in Taylor and Williams (2008) the key driver is the sizable increase in
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counterparty risk. Regardless the underlying cause, a decline in the volume
exchanged in the interbank market is generally perceived as the symptom of a
disease and represents a major concern for a smooth functioning of funding
markets and for the transmission of monetary policy signals. The decreasing activity
in the domestic interbank market follows a generalized dry-up of cross border flows,
which has been particularly severe for some Euro Area economies over the
2010-2011 period (BIS Quarterly Review, June 2012): Italian institutions were quite
dependent on this source of funding that supported a portion of the domestic
interbank market and they had to resort to retail funding and to the Eurosystem to
replace some of their maturing wholesale liabilities. On the other hand, the
regulatory response following the global financial crisis has also pushed for a
recapitalization of most institutions. One major example is the European Banking
Authority EU-wide capital exercise, that led to an increase of EU banks' capital
positions of more than 200 billions of euros. The average leverage levels (core
capital) for Italian banks have significantly decreased (increased) over the
2007-2011 period. A decline of the DR due to stronger balance sheets is desirable;
the same conclusion cannot be drawn when the systemic risk declines because the
traditional flows of liquidity are impaired and the entire system is more dependent
on central bank funding. We disentangle the two effects with a simple comparative
statics exercise (Figure 8), running the DR algorithm on two "mixed” networks. The
first one is made up with unsecured interbank exposures at Dec-2008 (when they
were relatively high) and with banks’ capital levels at Dec-2012 (relatively high). In
the second exercise, the DR is computed using exposures at Dec-2012 (relatively
low) and capital levels at Dec-2008 (relatively low). We can quantify the impact of
more robust balance sheets on systemic risk when banks are more interconnected
(Dec. 2008) and compare it with the effect of capital when volume exchanged in the
network are lower (Dec. 2012). Comparing the two panels of the left column of
Figure 8, the effect of recapitalization on systemic risk is clearly noticeable when the
interbank market functions properly, private liquidity flows are significant and
interconnectedness is high. On the contrary, comparing the panels of the right
column, the effect of higher capital in a low-interconnected network seems much
less significant.

4.3.Size, interconnectedness and DR

The regulatory approach to systemic risk is changing. Several regulatory reforms are
currently underway in all major jurisdictions worldwide and at the international level.
These reforms aim not only at increasing the capital and liquidity requirements for
financial institutions but, in some cases, at transforming the architecture of the
financial system by imposing constraints on activities and types of exposures. At the
international level, the Basel III proposal envisages an additional capital buffer for
global systemically important banks (G-SIBs) and, more broadly, for systemically
important financial institutions (SIFls).” The G-SIB surcharges will cope with the
potential impact of an institution failure on the global financial system and the
wider economy. Interestingly, the focus of the Basel Committee goes beyond the
size of the financial institution and encompasses some measure of
interconnectedness. In the proposal, the latter is captured using three indicators,

° Consultation material can be found at http://www.bis.org/publ/bcbs207.htm.
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intra-financial system assets and liabilities,'® intra-financial system liabilities** and

the wholesale funding ratio. The proposal surely represents a step forward.
However, for each institution, the scores for the first two indicators are calculated on
the basis of the aggregate claims and obligations towards the rest of the financial
network. Our analysis emphasis the limits of measures based on aggregate
exposures and that neglect the topology of the network.

Result 3. The DR captures features of the systemic importance of a bank that go
beyond leverage, capital, size and interconnectedness.

As one would expect, the DR and the size of the bank are positively related.
This is mostly due to economies of scale in market making activity. In general, one
important caveat in the interpretation of the relationship between size and systemic
risk is that we confine the analysis to the domestic interbank market. Large
institutions are more able to capture funds in the cross-border interbank market
thanks to higher visibility. Therefore, the whole picture that includes foreign
linkages would be different, especially in the first months of our sample period, due
to the intense cross-border interbank activity. For this reason, in an extension of the
exercise to the whole Euro area network, we would expect an increase of the
systemic risk posed by large banking groups. However, the relationship between
size and DR is absolutely non-linear and banks with similar size may show very
different DR values. Interconnectedness plays a key role in determining the systemic
risk of a bank. Institutional features and banks' business models may help explain
the relatively high DR of some medium-size institutions. They operate as a liquidity
hub of regional networks of very small, mostly co-operative banks.*

The systemic relevance of these banks is tied to the significant number of
institutions that would be involved in the distress-cascade, despite the relatively low
size of their trades. In particular, the increase of their DR is due to larger unsecured
borrowing by co-operative banks from ICCREA, their liquidity pool, that had access
to ECB funding through the first Long Term Refinancing Operation (LTRO).

5. Conclusions

In this work we try to put forward a new class of stress-testing techniques that
(i) accounts for non-linearities in contagion propagation that are typical of network-
based models and (ii) allows to identify systemically relevant institutions beyond
default{cascade models. We applied the methodology to a unique dataset of
bilateral exposures in the Italian interbank market. Our results show that traditional

Lending to financial institutions (including undrawn committed lines), holdings of securities issued
by other financial institutions, net mark to market reverse repurchase agreements with other
financial institutions, net mark to market securities lending to financial institutions and net mark to
market OTC derivatives with financial institutions.

Deposits by financial institutions (including undrawn committed lines), all marketable securities
issued by the bank, net mark to market repurchase agreements with other financial institutions, net
mark to market securities borrowing from financial institutions and net mark to market OTC
derivatives with financial institutions.

Figure 9 reports interbank exposures and Tierl capital for Italian banking groups, classified with
respect to their size.

10 IFC Bulletin No 39



indicators underestimate contagion risk. Our measure, DR, captures features of a
bank’s systemic relevance that would not be apparent under standard default
cascades models. DR estimates for the Italian banking system show that systemic
risk in the interbank network has decreased significantly since 2008. However, the
decline is mainly due to the fact that a crisis has indeed happened somewhere else
in the financial system, namely in the sovereign bond market, as opposed to
increased capitalization of the banking system. Such evidence strongly supports
policy options in line with Basel IIl such as counter-cyclical capital buffers for banks:
the effect of a bank's capital on its systemic risk is much higher when the financial
network is tightly interconnected, which is most likely to happen in good times, its
impact decreases with leverage in "bad” times. Extensions of the current setting to
liquidity-run  contagion could complement policy-makers discussion on
countercyclical liquidity insurance fees.
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List of Figures

DR versus contagion-through-default. Dec 2006

Figure 1
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Figure 1: DR versus contagion-through-default. Each dot is an Italian banking group.
Vertical axis: DR; horizontal axis: impact on the network measured with the equity
loss, considering exclusively contagion-through-default. Dot size: interbank lending
and borrowing relative to total assets. December 2008.
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The DR of Italian Banking Groups at December 2008 Figure 2
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Figure 2: The DR of Italian Banking Groups at December 2008. Vertical axis: DR;
horizontal axis: total assets; dot size: interbank lending and borrowing; dot color:
Tierl ratio.
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The DR of Italian Banking Groups at December 2009

Figure 3
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Figure 3: The DR of Italian Banking Groups at December 2009. Vertical axis: DR;
horizontal axis: total assets; dot size: interbank lending and borrowing; dot color:
Tierl ratio.
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The DR of Italian Banking Groups at December 2010

Figure 4
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Figure 4: The DR of Italian Banking Groups at December 2010. Vertical axis: DR;
horizontal axis: total assets; dot size: interbank lending and borrowing; dot color:

Tierl ratio.
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The DR of Italian Banking Groups at December 2011 Figure 5
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Figure 5: The DR of Italian Banking Groups at December 2011. Vertical axis: DR;
horizontal axis: total assets; dot size: interbank lending and borrowing; dot color:
Tierl ratio.
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The DR of Italian Banking Groups at December 2012 Figure 6
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Figure 6: The DR of Italian Banking Groups at December 2012. Vertical axis: DR;
horizontal axis: total assets; dot size: interbank lending and borrowing; dot color:
Tierl ratio.

IFC Bulletin No 39 17



Interbank exposures and Tierl capital of Italian banking groups

(millions of euros)

Figure 7
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Lower volumes and higher capital

Figure 8
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Figure 8: Lower volumes and higher capital. Top/left: DR at Dec. 2008. Top/right: DR
at Dec. 2012. Bottom/left: DR with Tierl of Dec. 2012 and exposures of Dec. 2008.
Bottom/right: DR with exposures of Dec. 2012 and Tierl of Dec. 2008. Vertical axis:
DR; horizontal axis: total assets; dot size: interbank exposures; dot color: Tierl ratio.
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Interbank exposures (top panel) and Tierl capital (bottom panel) by bank size
measured with total assets

(TA, in millions of euros) Figure 9
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Appendix: Reverberations

In this paper we follow the DR methodology (Battiston et al. (2012)) and exclude
second order reverberation in loops. To clarify the issue, consider Figure (10), with a
simplified financial network, with 8 banks that interact through mutual exposures.
Assume bank 1 defaults following some exogenous event. For sake of simplicity, the
contagion is taken to be h = 0.5 for all exposures. What is key as regards
reverberations, is the contagion between bank 2 and bank 5, for instance. These two
banks form a loop, as bank 2 is exposed to bank 5 and vice versa. In the cascade,
the contagion may potentially reverberate ad infinitum or, at least, until one or both
banks default. In the present version of the paper, we consider only one
reverberation, excluding from the computation of the DR all the paths that have
been already visited.

Reverberations (read clockwise from the top-left) Figure 10
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Generating a Composite Index to Support Monetary
and Financial Stability Analysis in Nigeria

Ini S Udom and Sani Ibrahim Doguwa'

Abstract

Sere-Ejembi et al (2014, CBN Journal of Applied Statistics) developed a banking
stability index for Nigeria. This paper extends their work using indicators of stability
in the banking, insurance and capital market segments, to propose a composite
financial system stability index for the Nigerian Financial System. The two indices
proposed capture the episodes of stability and vulnerability in the Nigerian Financial
System during the study period. The paper finds signs of instability in the Nigeria's
financial system from Q2, 2008 at the wake of the global financial crisis. The crises
became very severe around Q3, 2009 when the indices dropped below the
indicative thresholds. The indices dropped further in Q3, 2010 indicating the height
of the crises. However, stability was restored thereafter.
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1. Introduction

Financial System Stability is of utmost importance to policy makers in Nigeria partly
because of the huge macroeconomic and financial costs of the previous episodes of
instability. The effect of the 2009 banking crises on the economy was so severe that
the authorities had to inject huge financial resources to recapitalize some banks.
Efforts have therefore been intensified to ensure the stability of the financial system.
As a result, renewed efforts have been made to complement micro-prudential
analysis with macro-prudential analysis. With emphasis on the system as a whole,
macro-prudential analysis and regulation seek to identify and mitigate risks to the
stability of the system.

Macro-prudential analysis relies on indicators that can be used as a basis for
monitoring the health, vulnerabilities and stability of the financial system. These
indicators include aggregated micro-prudential indicators as well as macro-
economic variables that impact on financial system stability. The Central Bank of
Nigeria compiles both sets of indicators for the purpose of macro-prudential
regulation. FSIs are compiled on quarterly basis and disseminated through the IMF -
FSIs website and published in the Banks Financial Stability Reports. Other indicators
are disseminated via other publications like the Statistical Bulletin and the Annual
Report and Statement of Accounts. The current framework for the analysis of
financial system stability involves the use of each of these indicators to monitor the
strength or vulnerabilities of the system over time from different dimensions. Each
indicator monitors a different aspect of risk arising from capital adequacy, asset
quality, earnings and profitability or liquidity as the case may be. The corporate and
real sector FSIs asses the risk to the system due to banking system exposure to
these sectors.

Concerns have however been raised concerning the use of a wide range of
indicators in macro-prudential analysis. The use of multiple indicators in financial
stability analysis simultaneously could result in conflicting signals or some
confusion. Efforts have therefore been made to collapse the many indicators into a
single index. The Composite Index is a single indicator of the soundness of the
financial system. Even though the overall stability of the financial system may be
difficult to capture in a single measure, a composite Index could serve as a snap
shot indicator of the strength of the system that is easily captured at a glance. Policy
makers and other stakeholders could then disaggregate the composite index to
identify sectors with risks and vulnerabilities for purposes of interventions aimed at
financial stability. A composite indicator may give a clearer signal of direction than a
wide range of indicators and make it easier to compare progress over time and
space.

This paper attempts to generate a composite index for purposes of financial
stability analysis in Nigeria. For this purpose the paper is structured as follows;
following this introduction is Section 2 which presents an overview of the financial
stability variables in Nigeria. Section 3 discusses the generation of the Financial
Stability Index, while Section 4 reviews its applicability to policy. Section 5
summarizes and concludes the paper.
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2. Indicators for Financial System Stability Analysis

A key issue in financial system stability analysis is the identification of the relevant
variables or indicators. To identify these variables, one must take into consideration
the definition of financial system stability and the structure of the financial system.
The European central Bank (2007) defines financial system stability as “a condition
in which the financial system — comprising financial intermediaries, markets and
market infrastructure, is capable of withstanding shocks and the unraveling of
financial imbalances thereby mitigating the likelihood of disruptions in financial
intermediation process which are severe enough to significantly impair the
allocation of savings to profitable investment opportunities.” Central Bank of
Nigeria (2013) defines financial stability as the resiliency of the financial system to
unanticipated adverse shocks while enabling the continuing smooth functioning of
the financial system intermediation process. These definitions and the structure of
the system provide direction on what to consider when identifying the indicators of
financial system stability.

2.1 The Structure of the Nigerian Financial System

The Nigeria financial system has grown rapidly over the years in terms of number of
institutions and asset base. As of end-2013, gross financial system assets accounted
for 61 percent of GDP. At the core of the system are banks, comprising
21 commercial banks, 2 merchant and one non-interest bank. Together they
account for 80.3 per cent of total financial sector assets. The Insurance and Pension
funds stand at 14.9 percent while the other non-bank financial institutions
constitute the balance of 4.9 per cent of total financial market assets.

The Capital market remains relatively small with large sectors of the economy
underrepresented. The only securities exchange operating in Nigeria is the Nigerian
Stock Exchange (NSE). Its market capitalization dropped from N9,563.0 billion
representing 30 percent of GDP at end-2008 to a low point of N7,030.8 billion,
before recovering to MN13,226.24 (12 percent of GDP) at the end of December 2013
(see Table 1).

2.2 Financial Stability Variables

The ability to conduct financial system stability analysis depends largely on the tools
available for this task. With the liberalization of the financial systems and the
evident systemic effects on the financial system stability, the identification and
compilation of variables for monitoring this stability becomes paramount. The IMF
working with other international bodies have developed a set of core and
encouraged Financial Soundness Indicators. FSIs are calculated and disseminated to
support macro-prudential analysis for the purpose of enhancing financial system
stability. The FSIs Compilation Guide states that the FSIs are intended for use in
monitoring the developments in positions (exposures) and flows that could indicate
increased financial sector vulnerabilities and could help assess the potential
resilience of the sector to adverse circumstances. However it is also accepted therein
that FSIs are only one input into macro-prudential analysis. Also relevant are —
indicators that provide a broader picture of economic and financial circumstances
such as asset prices, credit growth, gross domestic product (GDP) growth, inflation
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and external position; the institutional and regulatory framework for the economy;
and the structure of the financial system and strength of the financial infrastructure.

3. Methodology and Data

3.1 Derivation of Financial System Stability Index (FSSI)

Sere-Ejembi et al (2014) develop the banking system stability index and we extend
their study by including the insurance and capital market to derive the financial
system stability index for Nigeria. Although banking sector dominates the financial
system in Nigeria, neglecting other sectors of the financial system in determining
early warning signals of financial crisis may be misleading. The data used in this
study is obtained from the Statistics Database of the Central Bank of Nigeria and it
spanned the period Q1, 2008 to Q4, 2013. The sample period is small mostly
because of the limited information in the insurance sector.

In this study, we derive the financial system stability index (FSSI) by applying
statistical normalization and empirical normalization methodologies to indicators of
banking system soundness, equity market performance and insurance industry
soundness as:

FSSI, = w,DCAR, + wsMCGDP, + w,ICAR, )

The capital adequacy ratio of the banking industry, measured as the ratio of
regulatory tier 1 capital to risk weighted assets is used as a proxy for the banking
system soundness indicator (DCAR,). The capital market performance proxied by the
ratio of equity market capitalization to gross domestic product (MCGDP;), while the
ratio of equity capital to total assets (ICAR,) of the insurance industry measures its
soundness at period t. w; is the weighed assigned to individual indicator. The
weight is obtained by using ordinary least square to estimate the responses of the
change in total assets of the financial system to changes in the total assets of DMBs,
Insurance sector and market capitalizations. These responses are further summed to
obtain the proportion of each subsector in the financial sector with the view to
ensuring that the combined weights for the subsectors sum up to one. Statistically,
the weights are derived thus:

Alog(TAF); = B, + P,Alog(TAB); + 3ALog(MC); + B,Log(TAl); + e, (2)

Where TAF represents the total assets of the Financial System, TAB is the total
assets of DMBs, TAI is the total assets of the insurance companies and MC
represents the equity market capitalization. Equation (2) is estimated at the level the
variables were stationary. The estimated values of B;,i = 2,3 and 4 measure the
responses of changes in total assets of the Financial System to changes in total
assets of DMBs, Insurance sector and market capitalizations. e, are the residuals that
account for the unexplained variation in total assets of the financial system and t is
the time period.
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Structure of the Nigerian Financial System, 2013

Nbillion, unless specified otherwise Table 1
2006 2010 2011 2012 2013
In percent In percent percent percent In percent
Number Assets  of total Number  Assets  of total Number Assets  oftotal Number Assets oftotal Number Assets of total
assets assets assets assets assets

Deposit Money Banks 25 71729 91.0 25 17,3316 81.7 21 19,396.6 789 22 21,303.9 80.4 24 24,468.3 80.3
Commercial 25 7,172.90 91.0 25 17,331.60 81.7 21 19,396.6 78.9 21 21,2831 80.3 21 24,301.20 79.8
Merchant n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 2 133.6 0.4
NIB n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 1 15.8 0.1 1 335 0.1
Insurance/Pension Funds 128 300 3.8 99 2,595.2 12.2 100 2,844.1 11.6 84 3,736.5 14.1 92 4,527.0 14.9
Insurance Companies 107 n.a. n.a. 61 565 2.7 61 393.7 1.6 57 586.4 2.2 59 468.9 15
Pension Funds 13 300 3.8 30 2,030.2 9.6 31 24504 10.0 27  3,150.1 11.9 33 4,058.1 13.3
Unit Trusts 8 n.a. n.a. 8 n.a. n.a. 8 n.a. n.a n.a. n.a n.a. n.a n.a. n.a
Other Non-banks Financial Institutions 1,909 410.4 53 3,624 1299.5 6.1 3,483  2,340.3 9.5 3,318 1472 56 3,436 1,469.1 4.8
Financial Companies 112 54.3 0.7 108 113.8 0.5 108 114.9 0.5 67 109.5 0.4 61 103.1 0.3
Specialized Development Institutions 6 n.a. n.a. 5 316.2 15 5 359.6 15 5 446.9 1.7 6 586.7 1.9
Securities Firms 581 n.a. n.a. 580 n.a. n.a. 254 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
Fund Managers n.a. n.a. n.a. n.a. n.a. n.a. 136 1,085 4.4 n.a. n.a. n.a. n.a. n.a. n.a.
Mortgage Institutions 90 114.5 1.5 101 336.8 1.6 102 342.1 14 82 348.1 13 82 374.6 1.2
Microfinance Banks 757 55.1 0.7 866 170.3 0.8 821 117.9 0.5 880 222.8 0.8 820 270.9 0.9
Discount Houses 5 186.5 2.5 5 362.4 1.7 5 320.8 13 5 344.7 13 2 133.8 0.4
Bureau De Change 352 n.a. n.a. 1,959 n.a. n.a. 2,051 n.a. n.a. 2,278 n.a. n.a. 2,464 n.a. n.a.
Assets Management Companies (AMC) n.a. n.a. n.a. n.a. n.a. n.a. 1 n.a. n.a. 1 n.a. n.a. 1 n.a. n.a.
Other 6 n.a. n.a. n.a. n.a. n.a. n.a. n.a. na. na. n.a. n.a. n.a. n.a. n.a.
Total Financial system 2,062 7,883 100 3,748 21,226 100 3,604 24,581 100 3,424 26,512 100 3,552 30,464 100

Source: CBN




Figure 1

Structure of the Nigerian Financial System at end-December 2013
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Therefore,

w; = Bj
J Zg-:z Bi

With Z}*zzwj =1

l_j:21314

The weight attached indicates the relative importance of the subsector. We
empirically estimated w,, w; and w, as 0.65, 0.34 and 0.01 for banking industry,
capital market and insurance industry, respectively.

3.2 Statistical Normalization

The  statistical normalization  reduces the volatility of indicators
(DCAR,, MCGDP, and ICAR;) and ensures that they are brought to a common scale
with zero means and unit variances. This normalization process is expressed as:

2, = (79 ©)

o

Where X; is the value of indicators X during period t; u is the mean and o is the
standard deviation. The zero average avoids introducing aggregation distortions
arising from differences in the means of the indicators. The scaling factor is the
standard deviation of the indicators. The FSSI° for the statistical normalization
analogous to equation (1) is then derived as:

DCAR, — E(DCAR)) (MCGDPt - E(MCGDP))
w3

JVar(DCAR) J/Var(MCGDP)

ICAR, — E(ICAR)
+w ( > (4)

Var(ICAR)

FSSIi-SN = (L)z(

3.3 Empirical Normalization

As implemented by Nicholas and Isabel (2010), empirical normalization converts all
financial system stability indicators to an identical range of [0, 1] using

Vir—Min(Vy)

n _
Vtr - Max(V,-)—Min(Vy)

(5)

V.. represents the value of indicator r in period t Min(V;) and Max(V;)
represent minimum and maximum of indicator r across the sample period and V7 is
the indicator's normalized values using the empirical normalization method, which
ranges from zero to unity, representing the most unfavorable value and most
favorable value, respectively. Using this technique the FSSIEY is derived as:

DCAR, — Min(DCAR) )

Max(DCAR) — Min(DCAR)
MCGDP, — Min(MCGDP)
+ a)3( )

Max(MCGDP) — Min(MCGDP
ICAR, — Min(ICAR) )

Ty (Max(ICAR) — Min(ICAR)

FSSIEN = w, (

(6)

The FSSI, using statistical normalization has zero as threshold. This implies that
when FSSI for statistical normalization is above zero the system is stable and the
reverse is the case, if the index falls below zero. Similarly, when the FSSI approaches
unity, using the empirical normalization, it suggests improvement in financial
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stability and as it tends towards zero, it indicates worsening of the financial system,
with a threshold value of 0.5.

4. Data Analysis and Interpretations of Results

Table 2 and Figures 2, and 3 show the trend in financial system stability index
constructed by subjecting the indicators of banking system, insurance sector and
capital market stability to two different approaches namely statistical normalization,
and empirical normalization method, respectively. Figure 2 shows signs of instability
in the financial system from second quarter 2008, at the wake of the global financial
crisis (GFC). The impact of the GFC on the system became very severe around the
third quarter of 2009 when the index dropped below the indicative benchmark of
zero. The index dropped further to —=1.46 in the third quarter of 2010 indicating the
height of the crisis.

Although there is no exact indicative benchmark for empirical normalization
method in literature, however, as the FSSI approaches zero, the financial system gets
weaker; and as FSSI tends towards one, the financial system gains more momentum.
Now, using 0.5 as our indicative benchmark in Figure 3, the FSSI reveals a declining
strength in the financial sector until the third quarter of 2009 when it dropped
below 0.5. From figures 1 and 3, the FSSI reveals similar financial system status
between Q3, 2009 and Q3, 2011. During the period, between second quarters of
2008 and 2009, there were tight liquidity conditions in the financial system and
financial stability indicators were trending downwards. For instance, the assets
quality of the banks, measure as the ratio of non-performing loans to industry total,
deteriorated by 26.5 percentage points to 32.8 per cent at end-December 2009,
exceeding the 20.0 per cent international threshold and the maximum prescribed by
the Contingency Plan for Systemic Distress

Industry liquidity ratio was above the 25.0 per cent minimum threshold, but
three banks failed to meet the requirement (CBN, 2009). The capital market was
bearish throughout 2009 as a result of capital reversal occasioned by the GFC. Total
market capitalization to GDP ratio fell to 28.5% in end 2009 from 39.7% in end 2008.
Secondary market segment of the NSE recorded poor performance as there was
significant capital reversal owing to low investors’ confidence, following the global
economic and financial crisis. There was a lull in the primary market as indicated by
the decline in the number of applications received and issues offered for public
subscription, reflecting the liquidity crisis and investors’ waning confidence in the
market (CBN, 2009).
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Financial System Stability Index for Nigeria

In 2009, having noticed the contagion effect of the GFC that kick-started in the
United States, the monetary and fiscal authority rolled out stimulus packages, as
well as quantitative easing of monetary policy stance to cushion the effect.
Examples of these stimulus packages are disbursement of N200 billion to DMBs
under the Commercial Agricultural Credit Scheme, continuation of lower tariff under
the “2008 — 2012 Nigeria Customs and Tariff Book” to encourage the importation of
raw materials to stimulate domestic industrial production and manufacturing
activities, earmarking of N361.2 billion for investment in critical infrastructure and;
injection of about N100 billion multilateral loan in critical sectors of the economy.
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Table 2: Financial System Stability Index Constructed Using Statistical Normalization and Empirical Normalization Methods

Soundeness Indicators

Statistical Normalization

Soundeness Indicators

Empirical Normalization

DMB_CA

Quarter INS_CAR MC/GDP DMB_CAR INS_CAR MC/GDP DMB_CAR  FSSI INS_CAR  MC/GDP DMB_CAR INS_CAR MC/GDP FSSI
2008 Q1 9.813 2.190 0.198 0.56 3.10 0.70 1.52 9.813 2.190 0.198 0.37 1.00 0.84 0.89
2008 Q2 20.451 1.909 0.237 191 2.38 118 1.60 20.451 1.909 0.237 0.78 0.82 1.00 0.94
2008 Q3 18.273 1.522 0.220 1.63 1.38 0.97 112 18.273 1.522 0.220 0.70 0.57 0.93 0.80
2008 Q4 13.207 1.058 0.219 0.99 0.18 0.96 0.70 13.207 1.058 0.219 0.50 0.28 0.93 0.70
2009 Q1 10.06 0.82 0.23 0.59 -0.42 1.04 0.54 10.06 0.82 0.23 0.38 0.13 0.95 0.66
2009 Q2 26.14 1.02 0.22 2.63 0.09 1.03 0.72 26.14 1.02 0.22 1.00 0.25 0.95 0.71
2009 Q3 9.45 0.78 0.16 0.51 -0.54 0.17 -0.07 9.45 0.78 0.16 0.36 0.10 0.65 0.46
2009 Q4 15.31 0.73 0.04 1.25 -0.66 -1.27 -1.04 15.31 0.73 0.04 0.58 0.07 0.16 0.14
2010Q1 0.70 0.85 0.03 -0.60 -0.36 -1.35 -1.01 0.70 0.85 0.03 0.02 0.14 0.14 0.14
2010 Q2 0.70 0.77 0.02 -0.60 -0.56 -1.59 -1.23 0.70 0.77 0.02 0.02 0.09 0.06 0.07
2010Q3 0.65 0.62 0.00 -0.60 -0.93 -1.75 -1.46 0.65 0.62 0.00 0.02 0.00 0.00 0.00
2010 Q4 0.61 0.84 0.02 -0.61 -0.38 -1.56 -1.15 0.61 0.84 0.02 0.01 0.14 0.07 0.09
2011Q1 0.66 0.92 0.06 -0.60 -0.17 -1.02 -0.73 0.66 0.92 0.06 0.02 0.19 0.25 0.23
2011 Q2 0.58 0.85 0.04 -0.61 -0.36 -1.25 -0.94 0.58 0.85 0.04 0.01 0.14 0.17 0.16
2011Q3 0.56 0.66 0.08 -0.62 -0.84 -0.80 -0.81 0.56 0.66 0.08 0.01 0.02 0.32 0.22
2011Q4 0.51 0.68 0.18 -0.62 -0.78 0.46 0.03 0.51 0.68 0.18 0.01 0.04 0.75 0.50
2012Q1 0.30 0.72 0.19 -0.65 -0.69 0.58 0.14 0.30 0.72 0.19 0.00 0.06 0.80 0.54
2012Q2 0.36 0.70 0.18 -0.64 -0.73 0.44 0.03 0.36 0.70 0.18 0.01 0.05 0.75 0.50
2012Q3 0.27 0.76 0.18 -0.65 -0.59 0.47 0.09 0.27 0.76 0.18 0.00 0.08 0.76 0.52
2012 Q4 0.31 0.85 0.18 -0.65 -0.36 0.51 0.20 0.31 0.85 0.18 0.00 0.14 0.77 0.55
2013Q1 0.31 1.13 0.20 -0.65 0.37 0.67 0.56 0.31 113 0.20 0.00 0.32 0.83 0.65
2013 Q2 0.32 112 0.19 -0.65 0.34 0.58 0.49 0.32 112 0.19 0.00 0.32 0.79 0.62
2013Q3 0.26 1.04 0.18 -0.65 0.15 0.47 0.35 0.26 1.04 0.18 0.00 0.27 0.76 0.58
2013 Q4 0.22 1.15 0.17 -0.66 0.41 0.36 0.37 0.22 1.15 0.17 0.00 0.33 0.72 0.58
Mean 5.42 0.99 0.14 0.00 0.00 0.00 Min 0.22 0.62 0.00 0.00 0.00 0.00
SD 7.89 0.39 0.08 1.00 1.00 1.00 Max 26.14 2.19 0.24 1.00 1.00 1.00




The fiscal stimulus countered the effects of the GFC and curtailed the
deceleration of Nigeria's economic growth (CBN, 2009). These efforts caused the
declining financial system to moderate in second quarter of 2009, as noticed in
figures 2 and 3. The effects of packages were short-lived, as the FSSI with the
statistical normalization method showed unstable financial system from third
quarter of 2009 to Q3, 2011. The financial system became unstable from third
quarter of 2009 as revealed in the FSSI with empirical normalization and remained
unstable till the end of the observation period. The stability recorded in the financial
system during the second half of 2011 were attributed to concerted efforts made by
the three sectors in 2011. For instance, in the insurance sector, the Market
Development and Restructuring Initiative (MDRI) and the introduction of Micro
insurance and Takaful insurance models were focused to address issues of low
insurance uptake, financial and social inclusion, and the lack of insurance awareness,
market deepening and insurance penetration in the Nigerian economy (NAICOM,
2011).

The index that has been developed is designed to incorporate the resilience in
the banking, insurance and capital market into one composite measure. This
composite index will capture the interconnectedness between the banking and
capital market sectors. Most of the commercial banks operating in the country are
listed on the stock exchange and as at end of Dec. 2013, the banking sector equities
constituted 22 per cent of total market capitalization. It is instructive to note that
the banking sector crises of 2008/2009 started from the capital market. The
Nigerian banks were considered safe and sound after the recapitalization exercise in
2004/2005. In the course of the recapitalization exercise, many banks went to the
capital market to raise funds to meet the benchmark. By the end of this exercise, the
activities in the capital market had been reached unprecedented heights in terms of
volume and value.

However, there was a crash in this market following the GFC which started in
the US and led to the withdrawal of foreign institutional investors. This crash eroded
the value of banking sector stocks resulting in virtual wiping out of the tier 1 capital
of many banks. The margin loans granted by the banks with their equity
shareholding as collateral became non-performing. This is the scenario that gave
rise to the last banking crises in Nigeria. The Index here will give signals to
developments in the entire financial system. Where a sign of bubbles or
deterioration is observed, policy makers will disaggregate the index to identify
sectors that require intervention.
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Fig 3: Financial System Stability Index for Nigeria

5. Summary and Conclusion

A composite index is a single indicator of the soundness of the financial system.
Even though the overall stability of the financial system may be difficult to capture
in a single measure, a composite index could serve as a swap shot indicator of the
strength of the system at a glance. Using indicators of stability in the banking,
insurance and capital market segments, a composite index is developed for the
Nigerian Financial System. The index captures the episodes of both stability and
vulnerability during the study period. This index will be a useful tool as a one stop
measure in financial system stability analysis.
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Can Statistical Data Contribute to Oversight of
Money Markets Funds (MMFs)?1

Brian Godfrey and Brian Golden?

Abstract

Money Market Funds (MMFs) play a crucial role in the global financial system, acting
as an important source of funding and liquidity to other financial intermediaries,
particularly the banking sector. MMFs came into particular focus during the financial
crisis, having been previously seen as very safe investment options. Many MMFs
experienced significant outflows of investor funds in 2008, which further tightened
credit markets and heightened fears over potential hidden exposures within the
financial system. This paper explores the wider use of statistical data to contribute to
the oversight of MMFs, using granular data reported to the Central Bank of Ireland
by each individual fund. The paper explores how this granular data can chart varying
degrees of risk in Irish MMFs since 2008, with a view to identifying potential indicators
that would support financial stability analysis and regulatory monitoring going
forward.

! This paper will be presented at the Irving Fisher Conference on “Indicators to support Monetary and
Financial Stability Analysis: Data Sources and Statistical Methodologies” at the Bank for International
Settlements in Basel, Switzerland, 4-5 September 2014.

2 The authors are economists in the Statistics Division of the Central Bank of Ireland (email:
brian.godfrey@centralbank.ie and brian.golden@centralbank.ie). The views in the paper are those of
the authors and do not necessarily reflect the views of the Central Bank of Ireland. The authors are
very grateful for the help and support provided by Joe McNeill and Rory McElligott.
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1. Introduction

Money market funds (MMFs) act as a critical lending channel within the global
financial system through the repo market, connecting banks and other financial
intermediaries with daily liquidity. MMFs are also a key source of liquidity for short-
term debt markets, investing in short term high quality debt instruments such as
commercial paper and certificate of deposits issued by banks. MMFs are generally
offered to investors seeking to preserve their initial investment while earning a small
rate of return slightly higher than the bank deposit rate. As such, MMFs tend to be
seen as substitutes for bank deposit accounts. This is particularly the case for
“constant NAV” funds, which commit to maintaining a stable value per share/unit in
the fund, such as $1. MMF investors usually consist of pension funds, insurance
companies, other large institutional investors and high net worth individuals.

MMFs contributed to a significant intensification of the financial crisis in the
second half of 2008 when the net asset value per share/unit of a number of US MMFs
either fell, or threatened to fall, below their net asset value of $1 (“breaking the buck”).
Following the collapse in the value of MMF holdings of Lehman Brothers’ commercial
paper and short term debt, concerned investors began to make large withdrawals
from certain MMFs, especially those with exposure to commercial paper. This led to
“bank like runs”? on MMFs, which were only stemmed when MMF sponsors, in many
cases banks, injected considerable amounts of capital into MMFs. This heightened
fears as to hidden exposures within the financial system, particularly for banks, and
further credit tightening within financial markets followed, compounding already
strained interbank lending and money markets.

The financial crisis revealed the need to monitor the MMF industry on a
continuing basis for current and future risks that could threaten the global financial
system. This paper examines possible uses of statistical data for monitoring MMFs.
The Central Bank of Ireland collects quarterly granular data on MMFs on a per fund
basis so as to feed into Irish and euro area aggregate national accounts and balance
of payments data. This granular data has been collected on a security-by-security
basis, beginning from Q4 2008. Securities data collected, can be cross-referenced
against the European Central Bank’s Centralised Statistical Database to gain further
security attribute information. Nevertheless, this granular data was not designed to
calculate risk indicators and some gaps exist with this purpose in mind.

Building on some existing international research, this paper examines the
potential for statistical data to chart the development of risk within Irish MMFs. The
paper is structured as follows: Section 2 looks at the structure of the Irish MMF
industry. Risk is explored in Section 3 using econometric techniques and analysis of
outflows and yields. Section 4 focuses on MMF data that is becoming available and
what new indicators will soon be possible, while Section 5 concludes the paper.

3 As is the case with bank runs, investor withdrawals can become self-perpetuating in that an investor
is enticed to make a withdrawal on foot of withdrawals by other investors that, of themselves,
threaten the solvency of the fund.
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2. Irish MMF Industry

The Irish MMF industry is a substantial but quite distinct portion of the euro area
industry as a whole. Irish MMFs were collectively valued at €315.5 billion,* based on
net asset value, at the end of 2013. As such, Ireland is a key host for euro area MMFs,
which contribute directly to the euro area money supply. Irish MMFs invest in assets
from the United States, the United Kingdom and other non-euro area countries to a
much greater extent than other euro area MMFs. Irish MMFs also have less relative
exposure to their domestic market (Chart 1). Similarly, investors in Irish MMFs were
predominately United Kingdom based, with US investors as significant as Ireland and
the euro area combined (Chart 2). While the linkages between Irish MMFs and the
Irish financial system are quite weak, there is nonetheless a need to monitor Irish
MMFs role and links to the international financial system.

MMF Asset Holdings of Debt Securities Chart 1
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In this context, it is perhaps not surprising that the performance of Irish MMFs
has diverged somewhat from those of the euro area as a whole. Irish MMFs remained
relatively stable from Q2 2008 to Q2 2011, followed by a short period of growth up
to the middle of 2012. Since then, however, the industry has declined, based on net
asset value, though this reflects a trend that has been evident in euro area MMFs
since Q1 2009 (Chart 3). The low yield environment within the money market and
debt securities markets that has persisted since the middle of 2012 has taken its toll
on global MMFs, as all MMFs face the challenge of providing a return in excess of
deposit rates and expense ratios. In this environment, many Irish MMFs decided to
waive their expense fees in order to maintain a positive return for their investors, as
average MMF yields declined in 2012 and for the early part of 2013, as highlighted in
our yield analysis in section 3.3. In some cases, where net yields were negative, Irish

4 The MMF population used for this analysis includes some highly liquid funds, which were reclassified
from money market funds to bond funds in the official statistics in December 2011.
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MMFs chose to absorb the income losses by redeeming fund units at zero through
compulsory redemptions.® In addition, bond price volatility saw significant investor
outflows from Irish MMF in the middle of 2013, as investors reacted to the prospect
of a reduction in quantitative easing by the US Federal Reserve.

Investor Profile in Irish MMFs by Region

Chart 2
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! Irish MMF data has been smoothed for a reclassification that took place in Q4 2011.

The following sections look at these trends using our granular data to assess the
potential for developing risk indictors for MMFs.

5 Irish  Central Bank Macro-Financial Review 2014.1, which can be found at
http://www.centralbank.ie/publications/Pages/MacroFinancialReviews.aspx.
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3. Risk Analysis

We conducted risk analysis under three headings: econometric analysis on investor
outflows, non-econometric outflow analysis, and yield analysis using granular data
for 2010-13 and more basic data for 2008 and 2009.

3.1 Econometric Analysis

Our econometric analysis draws on McCabe (2010),° which focused on the particularly
sharp outflows from US MMFs in both 2007 and, especially, 2008. McCabe found for
2008, yield evolved as a key indicator, with higher yielding funds in the run up to
September significantly more likely to experience large outflows. The size of the fund
was also significant, which is also supported by findings from Kacperczyk and Schnabl
(2013)7 that larger funds with more financial strength took on more risk and suffered
runs as a result. An institutional investor base was also a key driver, with institutional
investors having better access to information than retail investors and reacting to
negative events more rapidly. Sponsor risk was also significant, reflecting the
perceived likelihood of sponsor support for the MMF in the event of stress.

We compiled and tested various indicators (Table 1) to replicate McCabe's
analysis on Irish MMFs from Q1 2010 to Q4 2013, using security-by-security data from
quarterly reporting forms. These data cover a period of mild stress in financial
markets, in contrast to the McCabe analysis, and the below results must be
interpreted with this in mind. Data were also obtained from a one-off survey of all
Irish MMFs (Table 1). Both sponsor credit default swaps (CDS) and bank affiliation
were used as proxies for sponsor risk, with a bank sponsor seen as generally more
likely to support a stressed MMF for reputational reasons. Investor outflows and yield,
using internal calculations of yield to maturity, were both tested separately as
dependant variables, while the remaining indicators were used as explanatory
variables. Yield as a dependant variable was not found to be statistically significant to
any of the explanatory variables. This result is unsurprising as McCabe found that
yield dominated as the explanatory variable, thus rendering most of the other
variables insignificant.

We focused on the size of investor outflows per month® as our dependent
variable and, using a Probit model, we found that, during a period with no episodes
of extreme stress, smaller funds where investors were predominantly non-retail were
the most likely to experience larger outflows (Table 2). This result, significant at the
95 per cent confidence interval, contrasts somewhat with McCabe's results which
suggested large funds dominated by institutional investors were most vulnerable to
large outflows during a period of financial crises. The weighted average maturity
(WAM) of a fund was also significant, with funds whose assets had longer average
maturities more likely to experience investor outflows. In addition, if an MMF has a
triple-A credit rating, it was significantly less likely to experience outflows. Both the
WAM and credit rating results were significant at the 90 per cent confidence interval.

6 McCabe 2010, “The Cross Section of Money Market Fund Risks and Financial Crises".
Kacperczyk and Schnabl 2013, “How Safe are Money Market Funds?”.

Investor outflows were defined as an outflow of greater than 10 per cent of a MMFs net asset value
(NAV).
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Overall, our results may indicate that while large institutional funds deserve attention
in terms of crisis prevention, as McCabe's and the literature suggests, smaller
institutional funds may be more volatile during non-crisis periods.

Various indicators used in analysis of Irish MMFs from Q1 2010 to Q4 2013 Table 1

N N R R

Expense ratios

Asset holdings CBI* Data
Investor outflows CBI* Data
Fund size CBI* Data
Institutional or retail Survey
investors

Investment ratings Survey
Bank affiliation Survey

* Central Bank of Ireland

Sponsor CDS
Yield

Weighted average

maturity

Investor flow
volatility

Survey
Survey

Calculated

Calculated

Calculated

What caused investor outflows from Irish MMFs from 2010 — 20137

Table 2

Dependant variable: Probit regression 1 Probit regression 2
1if outflows > 10% of NAV  Co-efficient Z-Stat Co-efficient Z-Stat
NAV (euro) -6.3 -4.64% -8.29 -4.44*%
Yield -4.37 -0.5 -13.7 -1.39
WAM 0.1 1.791 0.04 0.6
Retail -0.84 -2.91* -0.67 -2.23*
Bank -0.17 0.08 -0.02 -0.17
Rating -0.23 -1.677
Govt 1.38 1.46
VIX -0.01 -0.95

* 95% confidence, ™ 90% confidence

3.2 Outflow Analysis

Our analysis on the more limited data we have on the 2008 period confirms literature
findings that larger, institutional funds were most vulnerable. Outflows from Irish
MMFs in September/October 2008 were on average 22 per cent of net asset values,
though some MMFs suffered much stronger outflows, which was partly offset by
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inflows into other MMFs, such as those largely invested in government securities.
Both the average decline in net asset values of Irish MMFs and the pattern of flows
between MMFs were very similar to the experience of US MMFs at the time.
Consistent with McCabe and other literature findings, larger Irish MMFs and those
with the highest investor inflows in the preceding period experienced the biggest
outflows during 2008 (Table 3). Irish MMFs with an average size of €4.8 billion
suffered from redemptions of over 30 per cent, with a bias towards an institutional
investor base. Smaller Irish MMFs experienced lesser investor outflows, while some
Irish MMFs, with an average size of €1.6 billion and with less of an institutional bias,
actually experienced investor inflows over the same period.

Case study of Irish MMFs flows from September/October 2008 Table 3
Sept-Oct 2008 No. of funds (€ bn) Average size Institutional Weight
Over 30% outflow 25 475 93%
10-30% outflow 28 22 83%
Flows +/-10% 32 2.06 91%
Over 10% inflow 19 1.64 78%

Looking at the period beyond 2008, Irish MMFs withstood periods of market
stresses in 2010 and 2011 relatively well (Chart 4), with no further evidence of
substantial investor redemptions during this period. As the MOVE volatility index®
shows, significant market stresses occurred in 2010 and 2011 and early 2012 related
to the euro area debt crisis, albeit on a much smaller scale than 2008. This suggests
that the MMF industry is quite resilient even in the event of significant market stress,
despite this not being true at height of the global financial crisis. This would reinforce
the view held in years preceding the financial crisis when MMFs were regarded as
extremely safe investments. The fact that the euro area debt crisis had a relatively
limited impact on investor flows provides some reassurance.

o The MOVE 3M volatility index is used to measure stress in the market and is constructed from a yield
curve weighted index of the normalised implied volatility on 3 month Treasury options.
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Irish MMF outflows from 2008 — 2013 and the MOVE 3M volatility index Chart 4
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3.3 Yield analysis

Yields tell an important story on MMF behaviour from Q1 2010 to Q4 2013, even if
not significant in our econometric analysis. The following analysis looks at the yield
of funds which were active at beginning of 2010 and still operating at end-2013. We
found that the funds with average yields in the top 20 per cent of Irish MMFs at the
start of 2010 saw their yields decline steadily since early 2011 (Chart 5), from a peak
of almost 0.8 per cent to less than 0.3 per cent. The MMFs in the lowest 20 per cent
in terms of average yield remained at low yields of around 0.10 per cent for the
majority of this period. This pattern suggests that the higher yielding funds
attempted, for a time, to maintain and even improve on their average yields until early
2011. After Q1 2011, higher yielding MMFs saw their yields decline and converge
towards market averages. This either reflects a more conservative investment strategy
or the lack of opportunities arising from the low interest environment.

The suggestion of a more conservative approach from the higher yielding MMFs
can also be found in an analysis of weighted average maturities, although MMFs
across the board appeared to have taken some limited action to maintain yields. The
average WAM of higher yielding MMFs declined from between 0.30 and 0.35 years
up to 2011 to around 0.16 by Q4 2011, before recovering somewhat to between 0.20
and 0.25 years (Chart 6). The lowest yielding MMFs, after initially falling to a low of
0.10 years in Q4 2010, increased in 2011 and their WAMs stayed in the range of 0.20
and 0.30 years up to end-2013. This convergence of WAMs suggests that, while the
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highest yielding MMFs WAM declined the most, all MMFs took some action to

maintain minimum sustainable levels of yield.

The Top & Bottom 20 per cent Performing Irish MMFs by Yield Chart 5

0.90%

0.80%

0.60% —“'/ \\

0.50% \

0.40% S

0.30% /—V/V\\ -~

0.20% —

O-OO% T T T T T T T T T T T T T T T 1
2010 2010 2010 2010 2011 2011 2011 2011 2012 2012 2012 2012 2013 2013 2013 2013
Q1 Q2 Q03 04 Q1 Q2 Q3 Q4 Q1 Q2 Q3 04 Q1 Q@2 @3 Q4

Top 20%  e===Bottom 20% == Average

Convergence of WAM of highest and lowest yielding Irish MMFs

0.40

0.35

0.30
0.25

0.20

0.15

~——  \.
g
N

0.10

0.05

0.00

2010 2010 2010 2010 2011 2011 2011 2011 2012 2012 2012 2012 2013 2013 2013 2013
Q1 Q2 Q3 Q04 Q1 QG2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 a4

e Top 20% Bottom 20%

The unsurprising finding that higher yielding funds attracted significantly greater
investor inflows could simply reflect better performing funds though it is also
consistent with higher levels of risk. McCabe and others found that the MMFs
suffering the largest outflows in 2008 were both higher yielding and had attracted
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higher investor inflows in the preceding period. As Chart 7 shows, the top 20 per cent
in terms of higher yielding MMFs in early 2010 experienced growth over the following
two years, with a doubling in their NAVs. Furthermore, this growth tapered off once
these MMFs saw their average yields decline. In contrast, the bottom 20 per cent
performing MMFs saw very little change up to 2012, and started to decline in size
from Q1 2012 to Q4 2013.

Index of NAV growth of the Top & Bottom Performing Irish MMFs by Yield

Chart 7
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One way of distinguishing whether higher yielding funds simply perform better
or take on more risk is to look at asset composition. In other words, do higher yielding
funds invest in different sectors, geographies and maturities that might indicate a
different risk profile? We found that the higher yielding MMFs invested 50 per cent
more in banking debt than the lower yielding MMFs in Q4 2013 (Chart 8), while also
investing slightly more in government debt. On the other hand, the lowest yielding
MMFs invested over 60 per cent more in non-financial corporate debt than the higher
yielding MMFs though at the very short end of the yield curve. This is not a clear-cut
result but it would appear that higher yielding funds may have taken on bank debt
and extended maturities on government debt. Meanwhile, lower yielding funds
focused on very short maturities but within the NFC sector so as to preserve a
modicum of yield.

Overall, the Irish MMF industry appears to have adopted a hunker-down attitude
to the low-yielding environment, largely eschewing the option of taking on additional
risk to compensate for declining yields. This is supported by the convergence in MMF
yields, as seen in section 3.3.
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Holdings by Sector of Top & Bottom Performing Irish MMFs in Q4 2013 Chart 8
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3.4 Asset holdings

The weight of particular assets in MMF portfolios may also be an indicator of risk. For
example, Chernenko and Sundaram (2013)1° find that US MMFs with large exposures
to euro area banks suffered significant outflows between June and August 2011.
Unfortunately, our data was insufficient up to Q4 2013 to distinguish between
prudent and forced selling of asset positions and so no concrete analysis could be
undertaken. Further research would benefit from data on the times and prices at
which positions were rapidly unwound. The next section looks at our new MMF
dataset collected from Q1 2014, which looks to address some of the data gaps that
have been identified in our analysis.

4. Development of Risk Indicators from a new MMF dataset

More detailed and granular data has been collected from Irish MMFs since Q1 2014,
and from Q4 2014 this data will be collected monthly rather than quarterly. This new
data will fill some data gaps, provide richer indicators and will allow for a greater
analysis of risks emanating from the Irish MMF industry. The extra granularity of data
includes:

e Aliquidity measure of total assets.!

e The identification of which debt/equity securities are used in securities
lending/borrowing and the amounts involved.

0 Chernenko and Sundaram (2013), “Frictions in Shadow Banking: Evidence from the Lending Behaviour
of Money Market Mutual Funds”.

11 This measures the amount of assets of a MMF that can be liquidated within 7 days, from 7 days up
to 1 month, and over 1 month.
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e  More granular detail of debtor/creditor counterparties.

e Reporting of different instrument types.

e Detailed information on repo and reverse repo type transactions.
e Identification of securities used in re-hypothecation.

e  Maturity dates of securities held.

e Derivatives reported by their instrument types and underlying asset/liability
types.

While it will take a number of quarters for this data to bed down, possible new
risk indicators can be developed from this new data set. In particular, the data will
allow for measures of maturity and liquidity mismatch on both sides of the balance
sheet. More detail on activities in the repo market will shed light on the liquidity
provided by MMFs to other financial entities, while more granular data will assess the
extent to which derivatives might mitigate or, potentially, exacerbate risk. These new
indicators will allow for greater measurement of risks posed by Irish MMFs to the Irish
economy as well as the wider financial system.

5. Conclusion

This paper suggests that granular financial data collected by the Central Bank can
contribute to risk indicators for MMFs. Our more limited data for 2007 and 2008 is
consistent with the existing literature which points to average yield per fund, larger
funds during times of financial crises, asset growth and the investor base as risk
indicators. More detailed data for the most recent period does not contain sharp
investor outflows from MMFs. Nevertheless, our findings suggest that smaller funds
with an institutional investor base may be more volatile outside periods of extreme
stress. Furthermore, while we could not detect econometric relationships for yield,
there are clear differences in behaviour when MMFs are split by their average yield,
which supports the view that average yield per fund deserves close attention.

There is considerable scope for further work in this area and we see our work to
date as a preliminary step. Our new reporting forms will provide significant scope for
additional indicators, while the characteristics of those MMFs holding relatively large
amounts of certain asset classes suggests that more detail on the timing and price of
asset sales can provide better insights into the behaviour of funds. In summary, there
is huge potential to expand the use of granular data collected for statistical purposes
for monitoring of risk of money market funds and the wider financial system.
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The BIS Global liquidity indicators

Patrick McGuire and Vladyslav Sushko

A. Conceptual background®

The term global liquidity is used in a variety of ways. Here, it is used to mean the
ease of financing in global financial markets (or the ease with which perceptions of
value can be turned into purchasing power). Defined this way, global liquidity
depends primarily on the actions of private investors and financial institutions.

Financial institutions provide market liquidity to securities markets through
their trading activities, and provide funding liquidity to borrowers through their
lending activities. The conditions under which these intermediaries can fund their
own balance sheets, in turn, depend on the willingness of other market participants
to interact with them. Macroeconomic and prudential policies also factor in,
including the terms under which central banks are willing to provide funding.

It is the interaction between these factors that determines the economy’s
overall ease of financing and how this contributes to the build-up of financial
vulnerabilities (eg asset price inflation, excess leverage, or maturity or funding
mismatches). Indicators tend to measure these “footprints” of liquidity rather than
global liquidity itself. From a financial stability perspective, global credit is among
the key indicators, since the stock of credit generally grows as financing conditions
ease and history shows rapid credit growth to be closely associated with the build-
up of vulnerabilities.

There are both domestic and an international components to credit flows. Of
particular interest are the international components: (a) direct lending from abroad
to non-bank residents, (b) indirect lending from abroad via resident banks, and (c)
lending in foreign currencies. It is these international components that regularly
provide the marginal source of financing in the run-up to crises. Although often
small relative to the total stock of credit, swings in these international components
can amplify domestic trends and are highly correlated with booms and busts in
global financial conditions.

Assessment of global liquidity conditions requires putting measures of global
credit into perspective and accurately separating the domestic and international
components. Here, the focus is on credit supplied by banks, although a full
assessment would naturally include credit provided via bond markets as well.
Combined with supplementary price-based indicators (eg measures of credit
tightness and incentives for position-taking, proxies of risk appetite and leverage,

This material draws heavily on CGFS (2011): “Global liquidity — concept, measurement and policy
implications”, CGFS papers no. 45, Borio, McCauley and McGuire (2011): “Global credit and
domestic credit booms”, BIS Quarterly Review, September, pp 43-57; Domanski, Fender and
McGuire (2011): “Assessing global liquidity”, BIS Quarterly Review, December, pp 57-71; and
Eickmeier, Gambacorta and Hofmann (2013): “Understanding global liquidity”, BIS Working Papers
no 402, February.
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volatility), the resulting credit indicators can help in identifying unsustainable
lending booms, potentially on a global scale.

The BIS regularly compiles and updates a wide range of indicators that are
collectively referred to as the “Global Liquidity” indicators. These feed into research
done at the BIS and are regularly used to facilitate policy discussions. A subset of these
indicators is published on the BIS website (http://www.bis.org/statistics/gli.htm). In the
remainder of this note, we highlight a few of the key indicators, in particular those that
rely heavily on the use of the various BIS statistics (ie the BIS banking statistics and the
international debt securities database). Sections B and C discuss how these are used in
compiling global credit aggregates, and in capturing system-level funding needs in
particular currencies, respectively. Sections D and E then present some of the highlights
in the broader set of indicators.

B. The international element in domestic credit booms

Often during credit booms, the growth of credit to the private sector outpaces
monetary growth.” This is true for both bank credit and broader credit aggregates.
Non-bank credit channels, for example finance companies in the Nordic credit
boom of the late 1980s, housing finance companies (Jusen) in Japan during the
same period, and the so-called shadow banking system in the United States more
recently, become more important during credit booms. More importantly for
present purposes, international sources of finance become more important. This
applies to both interbank lending and direct cross-border lending to non-banks.

Graph 1 documents the importance of international sources of bank credit.3 In
each of the selected economies, the international components supporting credit
expansion combined tended to grow faster during the boom in the run-up to the
financial crisis than the credit granted by banks located in the country. The recent case
of Ireland is striking: direct cross-border credit to non-banks in the country (dark
shaded area) grew at roughly 40% year-on-year in the three years preceding the crisis
(right-hand panel), a full ten percentage points higher than the rate of growth of
domestic bank credit. Moreover, since domestic bank credit grew faster than domestic
(non-bank) deposits, banks in Ireland drew heavily on cross-border sources of funds
(both from banks and non-banks) to finance credit growth at home (left-hand panel,
dashed brown line).* Combined, these two cross-border components accounted for
more than half of total bank credit to non-banks in the country in 2008. In the case
of Thailand around the time of the Asian financial crisis, indirect offshore financing
of domestic lending by banks on the ground was even larger than direct cross-
border loans to non-banks in the country.

C Borio and P Lowe, “Securing sustainable price stability: Should credit come back from the
wilderness?”, BIS Working Papers, no 157. 2004.

See Avdjiev, S, R McCauley and P McGuire, “Rapid credit growth and international credit: challenges
for Asia”, BIS Working Papers no 377, for a complete analysis.

P Honohan, “Banks and the budget: lessons from Europe”, address to SUERF Conference, Dublin, 20
September 2010.
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Bank credit to non-bank residents: domestic and cross-border

In billions of US dollars (left column) and per cent (right column) Graph 1
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1 BIS reporting banks' cross-border claims on non-banks. 2 Net cross-border borrowing (liabilities minus claims) from all sectors by banks

located in the country. For Thailand, BIS reporting banks' net cross-border claims on banks in the country.
4 Growth in BIS reporting banks’ cross-border claim on non-banks.

® Year-on-year growth.
> Growth after first net cross-border borrowing (if positive) from all

sectors by banks located in the country (dashed brown line in left-hand panels), under the assumption that this cross-border credit is

ultimately passed on to non-banks in the country.

Sources: IMF International Financial Statistics; BIS Locational Banking Statistics by Residence.
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Compared with the indirect interbank component of international credit, direct
cross-border lending to resident non-banks poses particular challenges to the
authorities. First, it can evade or circumvent measures put in place to restrain
lending, such as higher reserve requirements, (macro-) prudential tools (eg, tighter
loan-to-value ratios), or quantitative credit limits. Indeed, the operation of the
countercyclical capital buffer of Basellll envisages an explicit coordinating
mechanism between home and host supervisors based on reciprocity agreements in
order to prevent circumvention. Second, direct cross-border credit is harder for the
authorities to track than domestic credit. This cross-border component of credit is
often excluded from monetary statistics, the typical source of information for credit
growth, while other statistics (eg balance-of-payment statistics) can be less reliable
in this area.

What is true for individual countries seems to be true also in the aggregate of
international bank credit (now excluding domestic currency credit extended by
domestic banks). In particular, the growth in international bank credit exhibits
boom-and-bust cycles that correspond closely to episodes of financial distress
(Graph 2). Moreover, the interbank component tends to grow much faster than total
international credit in the periods prior to financial crises.

Contributions to total international claims

Annual change; in per cent Graph 2
By counterparty sector
— 1 Claims on non-banks —130
1 Claims on banks
- — 20
- — 10
0
- —{-10
R TN N TSN AR N N | RAUNN A A R ST N I
80 85 90 95 00 05 10

The vertical lines mark: 1979 second oil shock; 1982 Mexican default; 1987 stock market correction; 1994 Mexican peso devaluation; 1997
Asian financial crisis; 1998 Russian default and LTCM; 2000 Nasdaq peak; 2007 global financial crisis; 2008 collapse of Lehman Brothers. The

shaded areas mark US recessions (NBER definition).

Sources: NBER; BIS locational banking statistics by residence.

C. Global banks’ foreign-currency funding needs

So far the analysis has relied on statistics drawn on the residency principle: just as
with the balance-of-payment statistics, economic agents are classified based on
their residence (location). However, the most important banks increasingly operate
in several jurisdictions. These banks need to manage risks and activities across their
whole balance sheet, regardless of where they happen to be located. As a result,
apparent maturity or currency mismatches on the balance sheet of one office can be
offset by positions booked in offices elsewhere. Thus, a relevant criterion to
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understand risks and vulnerabilities is to consolidate balance sheets across locations
on a nationality basis (ie, based on the location of the headquarters, seen as the
nerve centre of the organisation). We next illustrate how this can shed light on the
evaporation of funding liquidity for banks during the crisis.

Ahead of the crisis, many large global banks, especially European ones, had
built up sizeable US dollar asset positions and funded them borrowing short-term in
the same currency or swapping into dollars out of their domestic currency. Either
way, while hedging their foreign exchange risk, these banks ran substantial liquidity
risks. As the crisis broke out, depositors’ and swap counterparties’ perceptions of
credit risk soared, owing to the deterioration in the value of dollar assets and
uncertainty about their holders. As a result, these banks found it hard to roll their
foreign currency funding. In other words, as the dollar assets became harder to sell
in illiquid markets, their effective maturity lengthened. And this occurred precisely
as the maturity profile of the dollar liabilities shortened. This exemplifies the vicious
circle between market and funding illiquidity under stress. Ultimately, the Federal
Reserve arranged swap lines with other central banks to provide funding support.

Long-USD European banks' on-balance sheet USD positions®

In trillions of US dollars Graph 3
Gross, by counterparty sector Net, by counterparty sector
7 12 7 15
[ Monetary authorities - Monetary authorities
| =1 Non-banks® o | —— Non-banks® 1.2
[ Interbank® L — Interbank’
- Unknown Tl T R L —[1 Cross-currency® —0.9
L :|~ 3 o6
0 —0.3
C SENl }_3 0.0
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! Estimates are constructed by aggregating the worldwide on-balance sheet cross-border and local positions reported by internationally
active banks headquartered in Germany, the Netherlands, Switzerland and the United Kingdom. 2 Positions vis-a-vis official monetary
authorities. Excludes liabilities to Japanese monetary authorities placed in banks located in Japan. * International positions vis-a-vis non-
banks plus local positions vis-a-vis US residents (all sectors) booked by banks' offices in the United States. No sectoral breakdown is
available for these positions. * Estimated net interbank lending to other (unaffiliated) banks. * Implied cross-currency funding (ie FX
swaps), which equates US dollar assets and liabilities.

Sources: Bloomberg; JPMorgan; BIS consolidated statistics (immediate borrower basis); BIS locational statistics by nationality.

Given the limited data available, tracking such funding liquidity risks is very
hard; even so, while incomplete, the BIS banking statistics provide some aggregate
information on the size banks' funding needs in a given currency.” These data allow
us to estimate cross-currency funding positions, a proxy for short-term foreign

For a further discussion, see P McGuire and G von Peter “The US dollar shortage in global banking
and the international policy response”, BIS Working Papers no 291, October 2009; P McGuire and
I Fender "Bank structure, funding risk and the transmission of shocks across countries: concepts and
measurement”, BIS Quarterly Review, September 2010; Committee on the Global Financial System,
"The functioning and resilience of cross-border funding”, Report no 37, March 2010.
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exchange swaps on the assumption that banks hedge their foreign exchange risk. In
addition, by making some additional reasonable assumptions, one can use the
counterparty break-down (banks, non-banks, central bank) to approximate the
maturity of other balance-sheet items. For example, it can be safely assumed that
interbank positions are short-term. Together, these two pieces of information
provide a rough picture of the degree of maturity transformation in a given
currency (long maturity assets minus long maturity liabilities, or “funding gap”).

These data indicate that, in the run-up to the financial crisis, non-US banks built
up substantial liquidity risk in US dollars — a major undetected vulnerability. For
example, Graph 3 shows the US dollar assets and liabilities of those European
banking systems that, on the assumption of squared foreign exchange exposures,
were net borrowers of dollars in the FX swap market (shaded area in the right-hand
panel). In addition, these banks borrowed dollars from the cash interbank market
(the blue line) and central banks (the red line). They then used the proceeds to
finance their holdings of assets issued by non-banks (the green line). Graph 3 points
to a significant degree of maturity transformation. The lower-bound estimate of the
US dollar funding gap peaked at almost $1 trillion in mid-2007. While it has
declined substantially since then, to roughly $350 billion by end-Q3 2010, the
funding gap remains sizeable.

D. Highlights from the indicators

In 2014, global liquidity indicators continued to point to an unusually
accommodative policy environment and funding costs near record lows, despite
geopolitical risks and slowing growth outlooks across several jurisdictions. BIS data
available through the first quarter of 2014) showed that growth in US dollar-
denominated bank and bond market credit to non-banks remained robust,
although the pace apparently slowed somewhat over the previous year (Graph 1.3).
Global growth in international bank credit, in contrast, was virtually zero (Graph 1.1).

e  Euro-denominated bank lending to non-residents continued to fall, while the
growth in US dollar- and, especially, Japanese yen-denominated bank lending
moderated (Graph L3). At the same time, US dollar- and euro-denominated
bond market credit to non-resident corporates and households grew at
double-digit rates, outpacing domestic credit. The particularly robust growth of
offshore euro-denominated bond market credit has been associated with
sharper declines in term premia on debt in the euro area, which also appeared
to lead term premia declines on US dollar denominated debt (Graph I1.2).

e In contrast, cross-border bank credit growth was zero or negative in most
regions, apart from Asia-Pacific, where the stock remains still low in absolute
terms (Graph L2). In addition, several emerging market economies (EMEs), such
as China, exhibited particularly robust growth in locally extended foreign-
currency credit, albeit from a small base (Graph 1.3b).

e Short-term interest rates remained at or near record lows in advanced
economies (Graph IL1). Net international debt issuance by non-financial
borrowers was strong in both advanced economies and EMEs (Graph IIL1).
Baseline measures of risk and uncertainty continued to be compressed
(Graph IV.1).
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E. Select indicators

I Credit aggregates

Year-on-year rate of growth in international bank claims® Graph L1

Per cent Per cent

= VIX (Ihs) [ Credit to non-banks (rhs) B8 Credit to banks (rhs)

The vertical lines indicate: 1979, second oil shock; 1982, Mexican default; 1987, stock market correction; 1994, Mexican peso devaluation;
1997, Asian financial crisis; 1998, Russian default and LTCM; 2000, Nasdaq peak; 2007, beginning of global financial crisis; 2008, collapse of
Lehman Brothers.

! Includes all BIS reporting banks' cross-border credit and local credit in foreign currency.

Sources: Bloomberg; BIS locational banking statistics by residence.
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Global bank credit aggregates, by borrower region

At constant end-Q1 2014 exchange rates Graph 1.2
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2 Total bank credit to non-bank borrowers (including governments), adjusted using

various components of the BIS banking statistics to produce a breakdown by currency for both cross-border credit and domestic credit.

Sources: IMF, International Financial Statistics; BIS international banking statistics; BIS calculations.
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Global credit in US dollars, euros and Japanese yen Graph13

Stocks, in trillions of US dollars Year-on-year growth, in per cent
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1 At constant end-Q1 2014 exchange rates. 2 Credit to non-financial sector in the United States/euro area/Japan from national flow of
funds, excluding identified credit to these borrowers in non-domestic currencies (ie cross-border and locally extended loans and
outstanding international bonds in non-domestic currencies). 3 Cross-border and locally extended loans to non-banks outside the
United States/euro area/Japan. For China and Hong Kong SAR, locally extended loans are derived from national data on total local
lending in foreign currencies on the assumption that 80% are denominated in US dollars. For other non-BIS reporting countries,
local US dollar/euro/Japanese yen loans to non-banks are proxied by all BIS reporting banks' gross cross-border US
dollar/euro/Japanese yen loans to banks in the country, on the assumption that these funds are then extended to non-banks.

Sources: IMF, International Financial Statistics; Datastream; BIS international debt statistics and locational banking statistics by residence.
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II. Monetary liquidity

Indicators of monetary liquidity GraphIL1
Global real short-term interest rates’ Ten-year nominal term premium?
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inflation risk premium) as derived from econometric term structure models.

Sources: IMF, International Financial Statistics; OECD, Main Economic Indicators; Bloomberg; Consensus Economics; Datastream; BIS
calculations.
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III. Funding liquidity

External financing flows

In billions of US dollars GraphIIL.1
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issued outside the market where the borrower resides.
exchange rate-adjusted changes.
figures.

2 External loans of BIS reporting banks vis-a-vis individual countries; estimated
® Monthly flows into equity and bond funds; for the most recent observation, sum of available weekly

Sources: Dealogic; EPFR; Euroclear; Thomson Reuters; Xtrakter Ltd; BIS locational banking statistics by residence; BIS calculations.
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Banking sector loan-to-deposit and non-core liabilities ratios Graph II1.2
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Sources: IMF, International Financial Statistics; national data; BIS calculations.
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Short-term and cross-currency funding conditions

In basis points Graph IIL.3
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IV. Risk appetite

Risk appetite and market positioning Graph V.1
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Balance sheet structure indicators and the financial
cycle

Anna Krupkina® and Alexey Ponomarenko?

Abstract

This paper presents the dynamics of financial cycle and the associated fluctuations
in balance sheet structure indicators in Russia. Namely, we calculate a range of
indicators (such as Non-core Liabilities, Loans to Deposits Ratio, Net Stable Funding
Ratio, Liquidity Creation) and their transformations and examine their developments
in the cross-section of emerging market economies. We conduct econometric
analysis of the significance of the macroeconomic effects stemming from these
developments.

! Bank of Russia, NRU-HSE. E-mail: KrupkinaAS@cbr.ru.
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1. Introduction

The balance sheet structure indicators are extensively used for identification of
financial imbalances for financial stability purposes. The literature on the
macroeconomic effects of these developments is relatively scarce. Yet, as pointed
out in e.g. in ECB (2011) the changes in banks funding structure (such as changes in
the supply of deposits) may have substantial effect on banks behavior.

In these paper we attempt to identify such affects by following the approaches
outlined in Shin and Shin (2011), Cornett et al. (2011) and Gatev and Strahan (2006).

2. Banks balance sheet developments in Russia

During the 2000s, Russian banking sector had undergone a significant
transformation. Although it remained small in terms of net assets to GDP when
compared to other emerging economies (Fungacova and Solanko, 2009a), credit
flows to the real sector have increased rapidly in recent years and become an
important determinant of cash flows in the economy. The rapid growth of deposits
(resulting in part from the cross-border cash inflows in conditions of heavily
managed exchange rate regime) have provided banks with a rich resource for
lending. Similar conditions have been seen in Asian economies with similar
monetary policy regimes (Mohanty and Turner, 2010). Russia turned to the fiscal
mechanism of the sovereign wealth fund to absorb foreign currency from central
bank interventions. This approach proved insufficient to prevent rapid money stock
growth in the face of an expansion in government spending and large capital
inflows that triggered additional forex purchases. Moreover, the amount of foreign
currency earnings diverted into sovereign wealth funds was linked by design solely
to oil price fluctuations.

An important distinction between Russian and Asian banks was that the size of
the lending booming exceeded deposit growth in 2006-2008, causing funding gaps
to emerge. Russian banks relied on external borrowing to finance this gap;
interbank lending in particular became dominated by transactions with foreign
counterparties (Fungacova and Solanko, 2009b).

Matters came to a head with the Lehman Brothers collapse in September 2008.
Capital flows reversed and the erosion of the trade balance from falling oil prices
put significant depreciation pressure on the ruble. Concerned about the possibility
of the deterioration of balances in case of sharp depreciation, the Bank of Russia
(CBR) implemented a “controlled devaluation” in approximately 1% increments
against its dual-currency basket. That strategy involved substantial forex sales that
depleted the CBR's gold and currency reserves by US$ 213 billion. The performance
of the US dollar from August 2008 to April 2009 helped the private sector (and in
particular, the banking sector) offset currency mismatches created by large foreign
debt accumulated over previous years. As implemented, this strategy reinforced
expectations of further depreciation and induced additional demand (including
speculative) for foreign currency. Combined with the general loss of confidence in
the banking system, ruble deposits shrank by 15% during 2008Q4-2009Q1. The
CBR was forced to raise interest rates to stem capital outflow.
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Tightening was only a temporary measure against depreciation pressures on
the ruble. As soon as the forex market stabilized in February 2009, the CBR started
to lower interest rates. The CBR and Russian government also introduced a package
of measures aimed at providing additional liquidity. These measures not only
sought to preserve financial stability but also implement the monetary stance. Along
with the recommencement of CBR forex purchases in the latter half of 2009, these
steps led to rapid accumulation of excess liquidity in the banking sector. Money
market rates dropped sharply and soon were again fluctuating near CBR's overnight
deposit standing facility rates as before the crisis. Remarkably, financing the
government budget deficit directly from the sovereign wealth funds had a
mechanical effect on the broad money stock. Deposits growth resumed in 2009 with
virtually no support from the banking system. In fact, the preferences of banks for
different types of assets evolved noticeably during the post-crisis period. With the
reversal of the ruble’s exchange rate dynamics in mid-2009, investor preference for
foreign assets as risk-free (and extremely profitable during the depreciation period)
investments was replaced with purchases of government securities (treasury notes
and CBR bonds).

Main liabilities of Russian banking system and claims to NFOs and households

(annual growth, bn. roubles) Figure 1
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Increased bank lending was not observed until 2010Q2. But later the rapid
growth reignited and over the last several years exceeded significantly the deposits
growth rate. This time the banks relied extensively on market-based refinancing
facilities of the Bank of Russia on routine basis (which was different from the
emergency liquidity providing operations in 2009). In the beginning of 2014
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macroeconomic uncertainty in Russia provoked the outflow of deposits further
extending the disbalance between loans and deposits developments.

The increase in share of unstable liabilities on the banks balance together with
continuing tendency of growth in illiquid banking assets may be represented by
several indicators. One of the indicators which characterize this change is loans-to-
deposits ratio (LTD). Recent dynamics of credit growth shows an excessive speed in
comparison with deposits at the first half of 2014, which led to reduction of LTD.
The imbalance in loans and deposits dynamics was due to outflow of rouble
deposits in foreign currency and, partly, in in foreign currency deposits. Besides a
simple LTD ratio we used other composite indicators in order to characterize
banking balance sheet structure, for instance, Net Stable Funding Ratio® (NSFR) or
Liquidity Creation® (LC) (see Annex 1 for the details of calculation). All of both
indicators present similar representation of balance sheet structure evolution in the
Russian banking sector.

Balance sheet structure indicators in Russia

(standardized, seasonally adjusted)

Figure 2
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LTD ratio (total) === LTD ratio (only rouble)

LC NSFR (inverse measure)

The computation of indicator was based on Vasquez, F., Federico, P. (2012). The indicator is taken as
an inverse measure for comparability purpose.

The computation of indicator was based on Fungacova, Z., Weill, L. (2012). Indicator is taken as the
ratio by total assets of banking sector.
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3. International comparison

An alteration of assets and liabilities structure can potentially cause a change in
behavior of certain banks and/or the whole banking sector. In order to assess the
degree of illiquidity of Russian banking balance sheets, we have compared
dynamics of LTD ratio in Russia with the cross-section of emerging markets.’

In general, the LTD ratio in Russia is a quite low and stable in comparison with
broad range of values in other emerging markets (Figure 3). which can be
considered as a sign of relatively low liquidity risks for the banking system and no
significant constrains for loan supply and economic growth.

LTD ratio
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Range of values for CEE countries essssRussia
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This observation may potentially be misleading if we assume that the long term
equilibrium LTD ratio may differ substantially among countries. In this case it is the
change of LTD ration that may serve as an indicator of a build-up of financial
imbalance. The developments of LTD ratios centered around 2005Q1 (Figure 4)
show that the magnitude of changes of this indicator in Russia was quite large.

The sample includes Argentina, Azerbaijan, Armenia, Belarus, Bolivia, Brazil, Bulgaria, Chile,
Colombia, Croatia, Czech Republic, Ecuador, Estonia, Georgia, Hungary, Indonesia, Kazakhstan,
Korea, Latvia, Lithuania, Macedonia, Malaysia, Mexico, Moldova, Philippines, Poland, Romania,
Serbia, Slovak Republic, Slovenia, Thailand, Ukraine.
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150

140 -

130

120 -

110 -

100 -

90 -

80 -

70 T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T 1
[l [l [l [l [l [l [l [l [l [l [l [l [l [l [l [l [l [l
= = = = = = = = = = =] =] =] =] =] =] =] =]
= = =} =} =1 =1 S S = = = = = = = = = =
on on L= L= =l =l [0} [es] o o [am] [am] = = I I L L
8 82 BB B R EBEBERBEEBRBEBREERE R

Range of values in other emerging markets Median value in other emerging markets

R UsSia

4. Empirical model

In order to examine the relevance of balance sheet structure indicators for
macroeconomic developments we conduct econometric analysis. We are mostly
interested in the effect changes in balance sheet structure on loan supply. First we
estimate panel® regression (Table 1). The results generally confirm the significance
of changes in funding structure (measured as the ratio of non-core liabilities” to
total liabilities) for loan supply (measured as the ratio of claims to domestic non-
finacial sector to total assets).

We also estimate a VAR-model comprising 4 variables: non-core liabilities to
broad money ratio (nc); the spread between loans and deposits interest rates
(spread); log of real GDP(y); claims on domestic private real sector to total assets
ratio ([). All variables are in first differences and standardized. Seasonal dummy
variables are also included. The lag length of VAR is set to 4.

Countries in the cross-section include Bulgaria, Croatia, Czech, Hungary, Latvia, Lithuania, Poland,
Romania, Russia, Ukraine. The time sample is from 2001Q1 to 2011Q4.

Non-core liabilities are calculated as the sum of liabilities to non-residents, liabilities to domestic
financial institutions, liabilities to the central bank.

6 IFC Bulletin No 39



Panel regressions estimates

Table 1

Explanatory variable

OLS estimates
[t-statistic]

GMM estimates
[t-statistic]

Non-core liabilities to broad

money ratio -0.09 [-2.41] -0.08 [-1.81]
GDP yoy growth 0.1 [5.9] 0.07 [2.03]
Stock index yoy growth 0.05 [1.14] —-0.01 [-0.21]
Interest spread —-0.06 [-1.63] —-0.04 [-0.64]
Lagged dependent variable 0.32 [6.95] 0.64 [4.25]
Constant 0.08 [1.74] 0.04 [0.98]
Observations 363 350
Adjusted R-squared 0.37 0.45

Dependent variable: A Claims on domestic private real sectort to total assets 1.

Regressions include cross-section fixed-effects. Two lags of explanatory variables are used as instruments in GMM regression.

We estimate panel and stand-alone (for Russia) versions of the model. To check
we if our results are sensitive to the crisis developments we cover the period
2008Q4-2009Q1 with dummy variables in the stand-alone version. The impulse
response functions® confirm that increase in non-core liabilities (Figure 5) may force
the banks to rebalance the asset side of the balance sheet by decreasing supply of
loans to non-financial sector (other impulse responses are reported in Annex 2).
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Impulse-response functions analysis: shock to nc Figure 5

Panel VAR impulse-response functions (+2S.E)
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5. Conclusions

There had been a number of episodes when the funding structure of Russian
banking system has changed significantly. These changes may have had a
significant macroeconomic impact. Namely, the exogenously driven expansion of
deposits stock in 2009-2010 could be one of the reasons behind recommencement
of rapid credit growth and recovery of aggregate demand. Meanwhile more recent
developments that led to deterioration of the balance sheet structure are likely to
exert a restraining influence on loan developments.
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Annex 1

Net Stable Funding Ratio (NSFR)

_Yiwil; . o epes . .
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total amount of assets in group j, w; is a weight of particular group i, w; is a weight
of particular group j, i € [1,3],,j € [1,3].
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Annex 2

Impulse-response functions analysis: shock to spread Figure 1

Panel VAR impulse-response functions (+2S.E)
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Impulse-response functions analysis: shock to y Figure 2

Panel VAR impulse-response functions (+2S.E)
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Impulse-response functions analysis: shock to [ Figure 3

Panel VAR impulse-response functions (+2S.E)
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This paper presents an overview of how the Central Bank of Nigeria uses statistics
from enterprise surveys to shape economic decisions as changes in the overall
economic situation led to the emergence of systemic risks in the financial sector. It
underscores the role of survey in generating quantitative measures of projected
business conditions, consumer tendencies as well as external sector data for
compilation of balance of payment and other relevant statistics by the Bank. While
monetary policy is forward looking to emerging developments in the economy, the
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1.0Introduction:

“Of late, central bankers can’t seem to get enough talk about financial
stability and its connections to monetary policy. At the Federal Reserve,
policymakers often point to financial stability concerns as relevant to
their monetary policy decisions, especially in the context of the current
extraordinarily accommodative stance of policy. At the Bank of England,
the Monetary Policy Committee’s statement included an explicit financial
stability escape clause for their bank rate forward guidance. The Norges
Bank explicitly incorporates financial stability in its monetary policy
discussions and decisions. And the Riksbank's very public policy
deliberations have centered on the tradeoffs between, and the
appropriate balancing of, macroeconomic and financial stability goals
(Williams, 2014)".

“The elevation of financial stability concerns at central banks and other
regulatory agencies is a natural reaction to the events of the global
financial crisis, when the near-meltdown of the financial systems in
many countries almost toppled the global economy (Williams, 2014)".

Monetary policy can generally be seen as the institutional arrangements and the use
of the monetary authority instruments in order to maximise social welfare (Gameiro
et al, 2011). Financial stability on the other hand seems difficult to define. In this
overview, it is seen as the resiliency of a financial system to unexpected adverse
shocks while enabling the continuing smooth functioning of a financial system
intermediation process. According to Vifals (2012), the financial and economic
meltdown that hit the world economy in 2007/2008 showed that monetary policy
needs to take fuller account of financial developments. Borio (2011) also opined that
central banks have been rightly hailed as saviours of global financial system
following their swift and internationally coordinated action through liquidity
support and interest rate cuts in preventing financial system’s crumbling. In Nigeria,
the Central Bank monetary programme, like every other central bank, uses survey
data to set benchmarks for various monetary and credit aggregates consistent with
the desired overall economic activity for a given period and on a forward-looking
time-frame. These benchmarks are set in consonance with the expectations of the
performance of all sectors of the economy to ensure the achievement of low and
stable inflation, sustainable output growth, positive balance of payments position
and stable exchange rate.

In order to gain insight on how to blend monetary policy with financial stability,
the Statistics Department of the Central Bank of Nigeria (CBN) introduced different
enterprise and household surveys to generate timely information on market
expectations and public confidence as elements of financial stability. Although the
responsibility of generating such statistics is primarily domicile with the national
statistical agency, the forward-looking surveillance and monitoring of some key
macroeconomic indicators justified its contingencies. The objective of this paper is
to present an overview of how statistics from three prominent enterprise surveys are
used at different pace to support monetary and financial stability analysis in Nigeria
after the global financial crisis of 2007/2008. The surveys include business
expectations survey (BES) and consumer expectations survey (CES) that started in
the second quarter of 2008 and 2009, respectively, as well as survey of foreign
assets and liabilities (SOFAL) initiated in 2011 by IMF.
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The remaining parts of the paper are structured in four sections. Section 2 presents
monetary policy and financial stability overview in Nigeria, and the purpose of the
enterprise surveys. The methodological framework is presented in section 3, while
section 4 discusses the results. The fifth section presents the concluding remarks of
the paper.

2.0 Monetary Policy and Financial Stability in Nigeria

The unprecedented global economic and financial meltdown of the world economy
in 2007/2008 revealed that macroeconomic stability is vulnerable in the face of
financial instability. The adverse impact of the crisis led to the collapse of many
world financial institutions including Nigeria. According to Soludo (2009), the crises
impacted on the Nigerian economy through commaodity prices collapse (especially
oil price), revenue contraction, declining capital inflows, de-accumulation of foreign
reserves and pressure on exchange rate, limited foreign trade finances for banks,
capital market downturn, divestment by foreign investors, among others. Thus,
monetary policy was largely influenced by tight liquidity in the domestic economy,
and liquidity management was therefore anchored on the need to ensure a well-
functioning financial market that would foster growth without compromising the
objective of monetary and price stability. The CBN made extensive use of open
market operations (OMOs), being its primary tool of liquidity management. This was
complemented by variation of prudential reserve ratios, the sale of treasury
instruments at the primary segment of the market, and the use of CBN's standing
facility window among others.

However, in the first half of 2010, the Nigerian economy was relatively stable
though with a mixed outcomes in terms of developments. The CBN financial
stability report of 2010 showed that the major challenge to economic and monetary
policies in 2009 was the management of tight liquidity in the banking system. In
particular, the growth in credit to the private sector slowed down significantly, while
inflation rate (year-on-year) moderated substantially though at double digit all
through 2009 to the first half of 2010. Exchange rate also depreciated during the
third and fourth quarters of 2009 but later appreciated in the first quarter of 2010,
while interest rates rose in the first half of 2009 as a result of the crisis which
precipitated tight liquidity conditions in the banking system. It later reversed in the
fourth quarter of 2009 following some improvements in liquidity conditions in the
money market and the CBN guarantee of all inter-bank transactions.

2.1 Purpose of the Surveys

“In the narrower field of cyclical indicators, there are qualitative indices
that have increasingly filled up the gap that could not be explained
adequately by the more rigorous and conventional quantitative
indicators, though in a less conventional way. Most of these qualitative
indices are sourced from short term business tendency surveys (BTS) or
business expectations surveys (BES), since they focus on the expectations
and future plans of the business sector” (Cintura and Gador, 2003).

According to Forsells and Kenny (2002), central banks have long had an interest in
monitoring the behaviour of inflation expectations in the economy and in

IFC Bulletin No 39 3



understanding the nature of the process by which expectations are formed.
Kulshreshtha (2001) also reported that important short-term indicators required by
the planners relate to overall economic conditions, environment for investment
expenditure, capacity utilization of the existing industries and firm's financial
position, among others. He also expressed that BES that are direct and up-to-date
can provide necessary information for building up short-term indicators and short-
term forecasting which is crucial to the planners for gauging the performance of the
economy and for evaluating policy implementation. Bhattacharyay (2001) posited
that results of business expectation and consumer confidence surveys are important
part of the statistical information used at national and international level for
monitoring economic development.

These surveys are carried out at regular intervals in several countries but they
started in Europe, particularly Belgium, France and Germany, more than 30 years
ago while Bank Indonesia started conducting its own business survey in 1993 (Sood,
2001; Utomo, 2001). In Nigeria, the global financial crisis added impulse to
monetary policies to strengthen financial stability as changes in the overall
economic situation led to the emergence of systemic risks, triggering changes in the
market expectations. Thus, the introduction of the enterprise surveys was one of the
critical measures to collect reliable quantitative information that cover economic
phenomena and consumer tendency in order to shape economic policies and
restore public confidence in the financial sector. The purpose of the BES and the
CES for CBN is specifically to generate information explicitly on market expectations
and consumer tendencies from households, small, medium and large enterprises,
while SOFAL was initiated by IMF technical assistance missions to capture direct and
portfolio investments, as well as other foreign capital flows in terms of debt
securities, loans, trade and suppliers’ credit, and advances.

3.0Methodological Framework

Each of the enterprise surveys uses a well-defined structured questionnaire
designed to allow for statistically valid inferences to be made over the targeted
population. The questionnaire for each survey was normally drafted with the aim of
stimulating useful information without imposing undue burden on the respondents.
The information being sought from the surveys are as authorized by the CBN Act,
2007 which guarantees that data relating to individual entities be treated as
confidential. The BES and CES are quarterly surveys that utilize opinion-testing
techniques in collecting information. The methodological procedures for all the
surveys are in tandem with international standard of industrial and household
surveys.

3.1 The Business Expectations Survey (BES)

Specifically, the BES uses structured questionnaire designed to capture 21 responses
from the respondents stratified into the six geo-political zones of the country
(Table 1). The disaggregation considered includes geographical location, type of
business, employment size and sector of the firm.
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Distribution of Sample Size and Response Rate (%) Table 1

Q1 2014
Q1 2014 SAMPLE Q1 2014 RESPONSE
ZONE SAMPLE STATE SIZE RESPONSES RATE (%)
Niger, Kwara, Kogi, Abuja,
Nassarawa, Benue and
North Central|[Plateau 350 347 99.1
Bauchi, Adamawa, Gombe,
North East and Taraba 200 199 99.5
Kaduna, Katsina, Kano,
Jigawa, Zamfara, Sokoto and
North West Kebbi 350 347 99.1
Anambra, Enugu, Ebonyi,
South East Imo and Abia 250 241 96.4
Edo, Delta, Rivers, Cross
River, Bayelsa and Akwa-
South South |lbom 300 300 100.0
Lagos, Oyo, Ekiti, Osun,
South West Ogun and Ondo 400 398 99.5
TOTAL 1850 1832 99.0

Source: CBN Statistics Department Report- 1st Quarter 2014.

The analysis technique includes the use of a Net Balance Method where three
global percentages for each question gross percentage changes are obtained. This
is also called the proportion (in per cent) of respondents that answered in a
specified manner. The balance (also known as Diffusion Index (DI)) is used to
monitor the expected direction in the movement of a variable and anticipate
possible turning points thereafter. The process involves adding up the number of
firms with the same response in each sector; computing for the percentage
distribution based on the total number of firms in the sector; and subtracting the
percentage shares of the negative answers from the percentage shares of the
positive answers, and disregarding the percentage shares of the “no change” or
“normal” responses, to generate the diffusion index for each sector for each
variable. Here, a positive index indicates a favourable view, except for the average
expected inflation and borrowing rates where a positive index indicates the
opposite. The overall business outlook diffusion index (DI) is computed as the
percentage share of firms that have an “"improving outlook” less percentage share of
firms that have a “deteriorating outlook”, and is also computed for the other
business variables. Some of the prominent outcomes from the survey results have
been business expectations index on selected economic indicators, business
confidence index on own operations by sector and overall business constraints over
the review period.

The mathematical summary for a survey with three reply options is given as follows:
balance=P - N 1)
where,

P = the percentage of positive replies (“up” or “above normal”)

N = the percentage of negative replies (“dawn” or “below normal”)
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3.2 The Consumer Expectations Survey (CES)

Drawing also from Table 1, this survey also use structured questionnaire on targeted
respondents who are either regular employees, casual employees, employers of
labour or self-employed from age 15 years and above over the selected households.
The overall consumer confidence index is thereafter computed as the average of
three indices (Economic Condition Index (ECI), Family Financial Condition Index
(FFCI) and Family Income Index (FII)). These indexes are all diffusion indexes
computed as the percentage of respondents that answered in the affirmative less
the percentage share of the respondents that answered negative in a given
indicator. Thus, a negative DI indicates that the respondents with unfavourable view
outstrip those with favourable view, except for unemployment, change in prices and
interest rate for borrowing money where a negative index indicates the opposite. In
analyzing the data, the percentage of positive replies (viz: much more better, a little
bit better, increase sharply, increase slightly, very likely, fairly likely, it is right time
now); Unchanged replies (viz: remain the same, neither the right time nor the wrong
time); and negative replies (vizz. much more worse, a little worse, a little bit worse,
fall sharply, fall slightly, not likely, not at all likely, it is not the right time now)
indicate the direction of change of each variable (question). The difference between
the percentage of consumer responses indicating an increase and the percentage
indicating a decrease constitutes the “balance” as in Equation (1). Albeit, where
there are, say, five possible answers, the balance can be modified as follows:

Balance = (o + 1/2B) — (1/2y + p) @)

where o denote the percentage answering “much better” or total certainty, S for
"better”, y for “"much worse” and p for “worse”.

Alternatively, the DI could also be computed as (100 + balance), thereby
transforming the negative values to all positive values. This implies that the net
balance is calculated as the difference between the percentages of positive and
negative responses and 100 is added to this difference, thus forming a separate
diffusion index for each question. Thereafter, the general index is calculated by
taking the arithmetic means of the DIs of the questions included in the consumer
confidence index frame. The index is evaluated between 0 and 200 with index above
100 indicating that the consumer confidence is optimistic, below 100 indicates
pessimistic, while at 100 implies neutral opinion in the consumer confidence.

Both BES and CES are quite related in that selected survey variables are
combined into a single an overall cyclical indicator in order to have composite
indicator. These indicators summarize economic agents’ assessments of the current
economic situation and their expectations for the immediate future, and are called
confidence indicators.

3.3 The Survey of Foreign Assets and Liabilities (SOFAL)

SOFAL uses a sample frame that includes all enterprises with 100% foreign
investment in the country. Thus, the probability of being selected is always greater
than or equal to zero following a purposeful sampling method (criterion sampling).
The process involves a technical working group (TWG) with members drawn from all
the collaborating agencies that provide an operational framework that measures the
magnitude of foreign capital inflows and out-flows; as well as identifying the
country’'s capital flow destination and inflow recipient sectors. As part of the
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recommendations of the TWG, the collaborating agencies are basically responsible
for the conduct of the SOFAL in their respective areas of authority while CBN serves
as the secretariat for the coordination of all activities. In the structured
questionnaire, the survey questions are generally qualitative, and mainly take the
form of asking respondents to answer precise questions on foreign investments, in
and by their enterprises (equity and non-equity). The analysis of survey data are
generally through consolidation.

4.0 Discussion of Results

The business expectations survey generates quantitative measures of projected
general business conditions and tendencies to provide policy makers with indicators
on the current and prospective outlooks of the business sector (Figures 1 — 2)

Business Outlook Index on the Macroeconomy Figure 1
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Business Outlook Index on own operations — Access to Credit and Financial Condition  Figure 2
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A cursor observation of Figures 1 and 2 shows how respondent firms were on
average less optimistic in the overall business activities during the crisis period. For
2014q2, respondents were optimistic on the average that there would be
improvement in business activities in the country.
Contribution to the Overall Business Outlook Index on the Macroeconomy by Sectors  Figure 3
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The optimism was driven mostly by the opinions from the services sector
(9.4 points), while others include wholesale/retail trade recorded 5.3 points in the
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confidence index measure, industrial (4.3 points), and construction (2.7 points). The
respondents were also optimistic on positive outlook in the volume of business
activities over the next quarter (Figure 3).

Respondents also emphasized constraints in terms of insufficient power supply
as a major factor that will impede business activities, together with high interest rate
tendencies, financial problems, unfavourable economic climate, and competition.

On the other hand, the consumer expectations survey generates information
about consumer sentiments over the overall economic condition (measured by
selected economic indicators) (Figure 4), as well as family financial situation and
family income (measured by the household buying intention of consumer goods
and services) (Figure 5).

Indices of selected economic indicators: next 12 months Figure 4
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The improved confidence in the buying intention up to 201192 (Figure 5) was
attributed basically to the expectation of increased rate of employment. As the
expected rate of unemployment and inflation increased the confidence index
declined from 2012ql. It could also be seen that in 201492, the overall outlook of
confidence index on family financial situation and family income remained bleak.
However, inflation rate was expected to decline while consumers were optimistic
about naira appreciation in the exchange rate market.
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Buying Intention Index: National Figure 5
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Stein (2014) showed that monetary policy, when governed by the usual dual
mandate, penalizes variance in inflation and employment.
The maiden edition of SOFAL in 2011 contributed majorly to the external sector
data for the compilation of balance of payment, external debt, and international
investment position statistics. The survey data of respondents drawn from the
Industrial, Construction, Wholesale/Retail Trade and Services sectors showed that
the total inward capital to Nigeria from other countries (foreign liabilities) amounted
to N12,729.69 billion as at end 2011, representing an increase of 8.97 per cent
above the level of N11,681.32 billion in 2010 (Table 2).
Nigeria's Foreign Liabilities by Category (N 'Billion) Table 2
FDI FPI OCF Total
2011 9,515.34 1,318.48 1,895.87 12,729.69
% Share 74.75 10.36 14.89
2010 8,108.99 1,907.69 1,664.64 11,681.32
% Share 69.42 16.33 14.25
Annual Change (%) 17.34 -30.89 13.89 8.97

Sources: CBN 2011 SOFAL Report.

This involves N9, 515.34 billion or 74.75 per cent FDI, N1, 318.48 billion or
10.36 per cent FPI and N1, 895.87 billion or 14.89 per cent OCF, respectively. The
increase in 2011 was largely attributable to the 198.7 per cent growth in
investments from Africa, while investments to Nigeria from Asia and North America
grew by 10.3 and 6.4 per cent, respectively (Table 3).
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Nigeria's Foreign Liabilities by Region of Origin (N 'Billion) Table 3
2011 2010 % Change Btw % Share % Share
Region 1) 2) 1) & (2) Column (1) | Column (2)
Asia 1,778.64 1,612.72 10.29 13.97 13.81
European Union 6,988.08 7,469.34 -6.44 54.90 63.94
North America 507.73 477.33 6.37 3.99 4.09
North Atlantic & Caribbean 1,438.54 1,439.63 -0.08 11.30 12.32
Others 3.29 8.15 -59.59 0.02 0.07
Africa 2,013.41 674.14 198.66 15.82 5.77
ECOWAS 133.54 122.61 8.92 6.63 18.19
East & Central Africa 1,714.33 441.96 287.89 85.15 65.56
South Africa 157.37 107.71 46.10 7.82 15.98
North Africa 8.15 1.86 338.42 0.40 0.28
Total 12,729.69 11,681.32 8.97

Sources: CBN 2011 SOFAL Report.

In terms of sectoral distribution of the inward investment, extractive industry of
the Nigerian economy was the preferred sector of foreign investors as it received
about 49.4 per cent share, followed by the manufacturing sector with about 29.1 per
cent, and transport, storage and communication with 10 per cent share. The sector
on agriculture, hunting, forestry and fishing, as well as financing, insurance, real
estate and business services remained unattractive among others (Table 4).

Nigeria's Foreign Liabilities by Destination Sector (M 'Billion) Table 4

Sector i 2011 I 2010 % Change Btw % Share % Share
(1) (2) (1) & (2) Column (1) | Column (2)
Agriculture, Hunting, Forestry and Fishing 6.09 9.51 -35.91 0.05 0.08
Financing, Insurance, Real Estate & Business Services 726.27 328.73 120.94 5.71 2.81
Extractive 6,285.97 6,695.01 -6.11 49.38 57.31
Construction 157.57 127.55 23.53 1.24 1.09
Manufacturing 3,704.37 2,371.17 55.83 29.10 20.35
Transport, Storage and Communication 1,273.39 1,531.99 -16.88 10.00 13.11
Wholesale and Retail Trade, Catering and Accomodation 576.02 611.37 -5.78 4.52 5.23
Global Total 12,729.69 11,681.32 8.97

Sources: CBN 2011 SOFAL Report.

5.0 Concluding Remarks

The use of sample surveys have been a major tool of generating markets
information and public opinions on the overall economy by the Central Bank of
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Nigeria for over a decade. The three enterprise surveys have also supported the
monetary and financial stability analysis in Nigeria by

e providing the policy makers with indicators on the current and prospective
outlook of the business sector;

e generating quantitative measures of projected general business conditions and
tendencies;

e generating data for measuring the size of foreign direct investment (FDI);
foreign portfolio investment (FPI) and other capital flows (OCF); and

e quantifying foreign investments attribute to government investment promotion
policies (such as the free trade zone policy) in Nigeria, among others.

The surveys also bring to fore some of the major challenges in Nigeria's
financial system to include major weaknesses in the business environment and
financial inclusion where these factors combined with other factors to weaken the
financial system and constrained growth in Nigeria during the global financial
meltdown of 2007-2009.

Having recognized that financial stability can be fostered by public confidence,
the Bank also implemented several recommendations emanating from the surveys
to enhance stability in the system. These include renewed collaboration with other
regulators for data generation, establishment of power development fund (PDF) in
support of small and medium enterprises (SMEs), establishment of small and
medium enterprises credit guarantee scheme (SMECGS), establishment of fund for
the refinancing and restructuring of the manufacturing sector loan portfolio, and
establishment of commercial agriculture credit scheme (CACS) in collaboration with
the Federal Ministry of Agriculture and Water Resources.

In conclusion, this paper has underscored the need for policy decisions to be
informed by careful analysis of sound and transparent data on the overall economic
situation for any effective and pragmatic implementation. Hence, to ensure that
financial sector contributes optimally to the real sector, the availability of reliable,
accurate and timely statistics is a fundamental prerequisite and sample survey can
be used to achieve this.
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Demystifying output gap pressure through surveys
in @ monetary analysis setting: An experimental
perspective

Ashwin Madhou*

Abstract

The estimation of output gap is crucial in determining whether or not inflationary
pressures exist in a monetary policy centred economy. Despite being riddled with
statistical errors, univariate and multivariate filters are still widely used in estimating
output gap, which can lead to gross misinterpretation of inflationary pressure in the
domestic economy. The problematic nature of statistical filters can exacerbate the
misinterpretation of output gap and inflationary pressure in small island economies,
where data collection practices in many sectors are poor or practically inexistent.
The inability to collect specific sector-wise data can lead to output gap inaccuracies,
resulting in deficient monetary analysis. For the purpose of this paper, the case of a
small island economy, namely Mauritius has been used. Typical imprecise output
gap estimation is reflected in Mauritius’ drivers of growth, namely the tourism and
retail sector, whereby data on room occupancy and changes in sales volume, are
not accounted for. The gap left by statistical filters can be filled in by a survey-based
approach. This paper proposes the use of surveys to correct the statistical issues in
filters for output gap estimation, thus providing additional support for monetary
analysis.

! Chief- Economic Research Division, Bank of Mauritius.
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1. Introduction

Mauritius is the classical case of being a small, open and diversified economy where
numerous industry groups co-exist together. Compared to other Sub-Saharan
African countries, data collection practices across industry groups are generally
better in Mauritius. However, Mauritius still faces the typical problem of unreliable
or inexistent datasets in some industry groups. The lack of data collection practices
for some industry groups can be attributed to inadequate budget, limited
manpower and inexperience. The failure to capture specific data across industry
groups can indeed be a cause of concern in the formulation of sound economic
decision-making.

Although the main government data collection agency, namely Statistics Mauritius,
has made great strides in its data collection standards and practices recently, there are
still many inexistent indicators and datasets under its portfolio. Compared to data
collection agencies in developed economies, there are many low-frequency and high-
frequency datasets which are not captured by Statistics Mauritius.”

Globally, the computation of Gross Domestic Product (GDP) lies under the purview
of the government’s main data collection agency. Calculation of GDP is an exhaustive
task by nature, whereby the higher the number of industry groups, the higher the
likelihood of measurement errors. In the case of Mauritius, there exists seventeen
industry groups and the probability of measurement error is significantly higher due to
limited manpower and lack of appropriate data collection. On the premise of
inappropriate and scarce data for computation of GDP in Mauritius, there is a strong
belief that GDP figures do not provide an accurate picture on the performance of the
economy. Since output gap is a function of GDP, the resulting question is whether or
not measurement of output gap is technically flawed in Mauritius.

Central banks use different methodologies to measure output gap. On the
quantitative side, popular techniques such as Dynamic Stochastic General Equilibrium
(DSGE), Forecasting and Policy Analysis System (FPAS) and Cobb-Douglas production
function are employed. On the qualitative side, survey methodology is a common
practice and is considered to be an additional tool in the monetary decision-making
process. The discretion to use either methodology is based on preferences, statistical
validity and data availability. The Bank of Canada is a good example whereby
economic models, surveys and expert judgment” are used to make quarterly forecast
of output gap. Departing from its existing quantitative model, the possibility of
employing a qualitative technique such as a survey to gauge inflationary pressures
and to measure the economy’s production capacity is considered.

As such, the Business Perspective Survey (BPS) has been designed with the aim
to fill the qualitative gap in output gap forecasting. BPS can also be employed to
gain real-world outlook from businesses about future economic activities, thus
obtaining an outlook on inflationary pressures. This paper also fills the gap and
contributes to the extensive output gap literature by exploring whether the use of

Examples include business demography, business expectations, energy, sustainability and food
retailing.

It is to be pointed out that although quantitative and qualitative techniques are used, expert
judgment tends to supersede both techniques.
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surveys can further improve output gap estimation in a small open economy. As
such, this paper presents an overview of Mauritian economy® and subsequently
introduces the BPS.

This paper advocates the setting up of the BPS, with the aim of measuring
output gap of the Mauritian economy. The remainder of this paper is organised as
follows: Section 2 reviews the literature on statistical filters and output gap,
Section 3 focuses on the role of hotel occupancy rate and retail sales index for
output gap computation, Section 4 stipulates the objectives and scope of BPS,
Section 5 provides an overview of the research design, Section 6 concludes.

2. Literature review

There is no denying that univariate (Hodrick-Prescott, Band-Pass) and multivariate
(Kalman) statistical filters play an important role in output gap estimation across
central banks. In fact, leading central banks have already moved towards
augmented statistical filters through the inclusion of enhanced variables or
indicators in the computation of output gap (Borio et al. (2014)). However, this is
not yet the case in Mauritius, where key variables are not computed and included in
output gap estimation. The exclusion of enhanced variables or indicators in the
calculation of output gap proves to be a major criticism by policymakers in
Mauritius. Figure 1 presents the output gap of Mauritius using three filters namely
Hodrick-Prescott, Band-Pass and Kalman for the period 2004Q2 to 2013Q4.

Measuring output gap using univariate and multivariate filters

Figure 1
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4 A description of the Mauritian economy is presented in the appendix.
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In addition to the exclusion of key variables in output gap estimation, the use
of univariate and multivariate filters has been subject to much criticism. Literature
on statistical filter is widely reported by academics and central bankers. However,
there is no consensus on the appropriateness of statistical filters for measuring
output gap. The next section reports on the limitations of univariate and
multivariate filters.

Lawrence et al. (1999) argue that the use of an ideal band-pass filter generally
requires larger datasets than typical macroeconomic time series. Benati (2001)
suggests that band-pass filtered output may provide a surprisingly bad proxy for
structural output gap. He further advocates that band-pass filtering can alter key
business cycle and create entirely spurious stylized facts. The application of band-
pass filter can prove to be ineffective in economies where large datasets are not
available and where structural breaks are common. This is regrettably the case in
Mauritius.

French (2001) states that the choice of smoothness parameters of Hodrick-
Prescott filters have rather been ad hoc. He also stipulates that the filter does not
utilise a valid method for determining the desired gain on new data points at the
end of the sample, thus facing the commonly known problem of end-sample bias.
Harvey and Jaeger (1993) show that Hodrick-Prescott filters can introduce can
introduce spurious features into output gap trend estimation. Following the work of
Harvey and Jaeger (1993), Deserres et al. (1995) explored the limitations of Hodrick-
Prescott filters and concluded that the pre-conditions needed for Hodrick-Prescott
filters to successfully operate as an optimal filter are rarely met in practice. Although
the use of Hodrick-Prescott filters is favoured in small open economies, there are
existing limitations such as lack of large datasets and the calibration of the
smoothness parameter lambda that can distort output gap estimation.

The ever-growing popularity of the Kalman filter can be partly attributed to the
weaknesses of the univariate filters. Nevertheless, Kalman filter still holds flaws such
as being computationally complex, the use of iterative step to estimate the whole
model and the time-consuming element in calibrating the variance or standard
deviation of trends. Athans (1974) postulates that the use of Kalman filtering
involves estimation of state variables whenever the actual measurements are
influenced by white noise. Despite its inherent vices, Kalman filter remains the
favoured filter for output gap estimation across central banks.

A review of the academic literature on statistical filters indicates that there is no
consensus on the best filtering technique for output gap estimation. Nonetheless,
the performance of filters can be enhanced through the use of new variables or
indicators. In small open economies, the lack of data can pose significant problem
to the proper estimation of output gap. However, the inclusion of additional
indicators can augment both the reliability of statistical filters and the estimation of
output gap. The next section details the introduction of new indicators, namely
hotel occupancy rate and retail sales index in output gap estimation.
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3. Role of hotel occupancy rate and retail sales index in
output gap computation

The tourism sector has grown at a rapid pace over the last few decades and has
been one of the leading contributors of GDP growth. However, it has been recently
observed that the growth rate of tourist arrivals has been on a declining trend, while
tourist earnings have been growing. Figure 2 depicts the seasonally-adjusted year-
on-year change in tourist arrivals and earnings of Mauritius for the period
2006Q-2013Q3.

Declining tourist arrivals and earnings Figure 2
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The inverse correlation between tourist arrivals and tourist earnings has not yet
been properly explained by Government authorities. The existence of divergent
views has undeniable lead to political commotion in Mauritius. The possible reasons
for the inverse correlation between tourist arrivals and tourist earnings have been
justified through the exclusion of money changers (used by tourists to exchange
foreign currency), unreliable data sources and the lag period in collecting and
transferring revenue from tour-operators to hotels, which ultimately remains
unaccounted for the current accounting period. As a result, the computation of
output gap through the use of tourist arrivals and tourist earnings remain
contentious.
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One possible way to correct the issues between tourist arrivals and tourist
earnings in the estimation of output gap is the use of hotel occupancy rate®. Hotel
occupancy rates are crucial ratios for countries where the tourism industry is a major
portion of their GDP®. Hotel occupancy rate is measured using two standards,
namely, room occupancy rate and bed occupancy rate. Figure 3 shows the evolution
of room and bed occupancy rate in Mauritius. Historical hotel occupancy rate data
can be employed as a proxy for tourist arrivals and tourist earnings for the
computation of output gap, instead of relying on inaccurate earnings data.

Evolution of room and bed occupancy rate Figure 3
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Whilst retail sales index’ data is not yet compiled by Statistics Mauritius, several
data collection agencies such as Singapore Department of Statistics®, United

The existence of occupancy rate that are less than the hotel capacity means that there are lost
selling opportunities, which leads to a depletion in the hotel revenue (Taha 2000, p 432).

Hotel occupancy rate is compiled by numerous statistical offices such as National Bureau of
Statistics (Tanzania), National Bureau of Statistics (Seychelles), Statistics Mauritius and Government
of Macau Special Administrative Region Statistics and Census Service.

The retail sales index (RSI) measure the short-term performance of retail industry based on the
sales records of retail establishments. Sales figure refers to the value of retail goods sold to
consumers during the month, excluding taxes on products such as Goods and Services Tax (GST),
Additional Registration Fee (ARF) and Certificates of Entitlement (COE).

In Singapore, the retail sales index is presented at both current prices and constant prices. The
index at current prices measures the changes of sales values which can result from changes in both
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Kingdom Office of National Statistics and Central Statistics Office of Ireland have
already broadened their data collection portfolios through regular compilation of
retail sales index. The central bank literature shows that one of the variables
employed by the Bank of England for the computation of output gap is retail sales
data. In addition, the Central Bank of Colombia uses data from various sources such
as sectorwise data and surveys to compile retail sales data, thus creating a coherent
assessment of the demand situation (Rodriguez et al. 2006). Studies conducted by
the Hong Kong Institute for Monetary Research indicate that there is a strong
positive correlation between retail sales and GDP (Gerlach and Yiu (2004)).

The role of retail sales index as a good predictor of output gap can be
established based on the above-mentioned studies. However, the interaction
between hotel occupancy rate and output gap remains an area where literature is
limited or practically inexistent. The next section introduces BPS.

4. Objectives and Scope of BPS

The objective behind conducting the BPS is to collect information from businesses
on the following themes: demand, capacity pressures and forward-looking views on
economic activity. It also aims at gathering information from selected firms in
different industries on topics of interest. (E.g. Long-term views on business
activities).

Firstly, the objectives of BPS are to capture data on business activity with regard
to changes in sales volume over the last 12 months and future 12 months and full-
time employment. Secondly, BPS aims at identifying pressures on production
capacity by assessing potential difficulty in meeting an unplanned increase in
demand or sales and shortages of labour restricting ability to meet demand. The
BPS also helps in collecting information on variables which are difficult to quantify
and forecast through macroeconomic models. As such, BPS helps in identifying
pressures on production capacity and hence presents a better outlook on
inflationary pressure.

BPS aims at covering firms based on industry contribution to Mauritius’ Gross
Domestic Product. The key advantage of running BPS is that it provides practical
perspectives on the evolution of economic activity as witnessed and forecasted by
businesses. The BPS also provides an opportunity to obtain a viewpoint on business
developments in the Mauritian economy. The results of the BPS can also be
presented to the Monetary Policy Committee (MPC) on a quarterly basis so as to aid
in monetary policy decision making process.

price and quantity. By removing the price effect, the index at constant prices measures the changes
in the volume of economic activity. (Department of Statistics Singapore, 2014).
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5. Research Design
This section reports on the research design and methodology.

5.1 Target Population

The survey will cover firms, sampled from the latest sector-wise contribution to
Gross Domestic Product statistics’. As a representative profile of the Mauritian
economy, participants in BPS will be private sector firms.

5.2 Sample

Presently, it is not possible to consider undertaking the BPS with the whole
population due to time and labour constraints. The Statistics Division of the Bank of
Mauritius already conducts surveys such as Inflation Expectations and FALS and as
such, has a pre-defined list of firms from different sectors that can be concurrently
used to run BPS. The methodology adopted in selecting the sample is simple in
nature. Firstly, sector contribution to GDP for the year 2013 is explored and sectors
with the biggest contribution to GDP are ranked accordingly. Secondly, market
leaders in the selected sectors are identified. Participation in the BPS is on a
voluntary basis. If a firm is unavailable or unwilling to participate in BPS, another
firm will be selected so that the profile of selected firms is maintained.

5.3 The Questionnaire

The BPS questionnaire is divided into 3 main parts™:

(i) A question about past business conditions

(i) Questions that explore the outlook for business activity
(i) Questions that gauge pressures on production capacity

Firms are asked to provide qualitative responses about their past and present
economic activities. The newly designed BPS uses a three-part scale for measuring
responses - greater/less/same. A balance of opinion' is then used to summarise
the responses obtained. It is to be noted that the statistical reliability of the BPS
results is restricted due to small sample size.

° See Appendix 2 for sector wise distribution of GDP for 2013 and historical distribution of GDP by
industry group (2006-2013).

See Appendix 3 for BPS questionnaire.

A balance of opinion is a useful way of summarizing these types of responses. The balance-of-
opinion data are constructed by subtracting the proportion of negative responses from the
proportion of positive responses. Values can range from =100 to +100.
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6. Conclusion

This paper postulates the idea of employing hotel occupancy rate and retail sales
index to improve the computation of output gap. The use of new variables can
augment the performance of statistical filters, thus resulting in better output gap
estimation. Since retail sales index is not compiled by the Statistical Office in
Mauritius, this paper formulates a survey-based approach in order to capture it.
Subsequently, BPS has been designed and the pilot-testing stage is forthcoming.
The BPS remains a work-in-progress and stages such as final survey design,
sensitization campaign and evaluation are projected in the near future.
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Appendix 1: Description of the Mauritian economy

Mauritius has evolved from a low-income, agriculture-based economy to a middle-
income diversified economy. The Mauritian economy is dependent on four pillars,
namely financial services, textile, tourism and sugar. However, in an attempt to
diversify the economy emerging sectors such as information and communication
technology, seafood, hospitality and property development, healthcare, renewable
energy and education are being encouraged to grow. Since independence in 1968,
Mauritius gradually adapted to changing world conditions and as such, structured
its economy to remain competitive. Research by World Economic Forum (WEF)
classifies Mauritius at an efficiency-driven stage (WEF report 2013). Since 2005, the
competitive analysis of the WEF is based on the Global Competitiveness Index (GCI),
which is a broad measure of microeconomic and macroeconomic foundations of
national competitiveness. The 2013-2014 WEF report shows that Mauritius is ranked
45th in the world, becoming the highest ranked country in sub-Saharan Africa. An
overview of the GCI shows that between 2001 and 2013, ranking of Mauritius has
fluctuated widely, ranging from 32 to 60. This is an indication that of the struggle
that Mauritius has faced in order to remain competitive.

Quick Facts*®

e  GDP per capita: approx. USD 9,300 (2013)

e Sovereign rating by Moody's: BAA1 (2013)

e Population: approx. 1.3 million

e Political System: Democracy with free and fair elections held every 5 years
e  Official Language: English

e lLegal System: dual system (Common & Civil Law)

e  GDP Growth: 3.2% (2013)

e Unemployment: 8.3% (2013)

e Inflation: 3.6% (2013)

e Repo Rate: 4.65% (as at date)

12 Quick facts were obtained from the Board of Investment website (www.investmauritius.com).
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Appendix 2
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Appendix 3: Business Perspective Survey Questionnaire

Bank Of Mauritius

BUSINESS PERSPECTIVE SURVEY
SURVEY MONTH: Month 201X

The purpose of this Survey is to collect information from businesses on demand and capacity pressures on
economic activity.

Please e-mail back this survey form not later than XX Month 201X at XXX@bom.mu

Name of INSEILULION: oovi i e e s e e e s e e

All individual responses will be kept in strict confidentiality.

PAST BUSINESS CONDITIONS

1. PAST REVENUE GROWTH
Over the past 12 months, the rate of increase in your organisation’s turnover (compared with the previous 12 months) was:

(a) Greater :l
(b) Less :l

(c) The Same :l (Please tick as appropriate)

OUTLOOK FOR BUSINESS ACTIVITY

2.FUTURE SALES GROWTH
Over the coming 12 months, the growth rate in your organisation's turnover (with respect to the past 12 months) is expected to be:

(a) Greater

[ ]
(b) Less \:l
[ ]

(c) The Same (Please tick as appropriate)

3. FUTURE EMPLOYMENT LEVEL
Over the coming 12 months, how do you expect the level of employment in your organisation to be?

(a) Greater
(b) Less
(c) The Same

UL

(Please tick as appropriate)

PRESSURES ON PRODUCTION CAPACITY

4. ABLITY TO MEET DEMAND
To what extent do you believe your organisation will face any difficulty in meeting an unexpected increase in demand?

(a) Significant difficulty
(b) Some difficulty

1l

(c) No difficulty

5. LABOUR SHORTAGES
Over the past year, has your organisation faced any shortfall in labour that hindered your ability to meet demand?

(a) Yes 1]
(b) No 1]
Thank you for participating in our Survey
Contact Person:.......couusnsnranssnsanns Contact Number:........couninnicinnnns
Designation:.... Email:.......oee.s
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Results of a Survey on Inflation Outlook of Firms in
the Bank of Japan’s “Short-term Economic Survey of
Enterprises in Japan”

Takashi Muto*

Abstract

Regarding inflation outlooks of firms, since March 2014, the Bank of Japan has
introduced two new survey items — general prices and firms’ output prices — in its
Short-term Economic Survey of Enterprises in Japan (Tankan). No other surveys in
Japan cover firms’ mid- to long-term inflation expectations and no comparable
surveys in other countries have as large a sample as the Tankan survey. These new
survey items are expected to fill this information gap with respect to inflation
expectations and to help with assessments of how monetary policy affects the
inflation outlooks of economic entities. In this paper, two consecutive survey results
(for March and June 2014) will be presented, and the following issues will be
discussed: 1) whether the distribution of firms' inflation outlooks for general prices
varies due to the firms' size and industry, 2) whether the firms' outlooks for their
output prices affect the formation of their own inflation outlooks for general prices,
and 3) whether the firms’ inflation outlooks for general prices differ from those of
households and economists.

Keywords: Business survey, inflation expectations
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1. Introduction

In March 2014, the Bank of Japan started a survey on the medium-to-long-term
inflation outlooks of firms as part of Tankan (“Short-term Economic Survey of
Enterprises in Japan”), which is one of the important information sources for the
Bank of Japan in assessing the Japanese economy, and is also highly appreciated by
a wide variety of entities. The new survey covers two kinds of inflation outlooks:
"Outlook for Output Prices” and "Outlook for General Prices” (measured by the
consumer price index). Its forecasting horizons are one year ahead, three years
ahead, and five years ahead.

It is considered beneficial for the Bank of Japan to obtain additional
information on inflation outlooks of economic agents. It is also highly relevant to its
forecasts of economic activity and prices. Changes in real interest rates influence the
spending decisions of households and firms, and changes in inflation outlooks have
ramifications for actual inflation rates by affecting how firms price their products
and set employees’ wage levels.

The introduction of a survey on medium-to-long-term inflation outlooks of
firms in the Tankan survey is expected to fill an information gap in surveys on
inflation outlooks in Japan. There were no inflation outlook surveys in Japan that ask
firms for their views on medium-to-long-term inflation before (Table 1). In addition,
the Tankan survey is considered the best platform to collect information on the
inflation outlooks of firms in terms of its accuracy. First, its sample size is very large.
There are 10,427 sample firms (as of the June 2014 survey). There are no
comparable surveys in other countries, to the best of my knowledge, that have as
large a sample as the Tankan survey. Secondly, its response rate is very high
compared with other business surveys in Japan and is consistently around 99%.

In section 2, the background to the new survey is explained. The
questionnaires and the sample firms of the new survey are described. In section 3,
the results of the new survey are presented. The following topics are mainly
discussed: 1) “Does the distribution of firms" inflation outlooks for general prices
vary due to firms’ size and industry?,” 2) “Do the firms’ outlooks for their output
prices affect the formation of their own inflation outlooks for general prices?,” 3)"Do
the firms’ inflation outlooks for general prices differ from those of households and
economists?” Section 4 provides concluding remarks.

2. New Survey on Inflation Outlook of Firms in Japan

Questionnaires and Responding Format

The new survey items are “"Outlook for Output Prices” and "Outlook for General
Prices” (Table 2). The survey on “"Outlook for Output Prices” asks firms about their
expectations of the rate of price changes relative to the current level with respect to
their mainstay domestic products and services. The definition for output prices is
the same as the one adopted in the Tankan item on short-term changes (over three
months ahead) in output prices. The other survey item is “Outlook for General
Prices,” which asks firms about their expectations of the annual percentage change
in general prices as measured by the consumer price index. While the consumption
tax rate in Japan increased from 5 to 8% in April 2014 and an additional hike of the
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consumption tax rate is planned by the government for October 2015, the
respondents are asked to exclude the effects of changes due to the consumption
tax hike. The forecasting horizons for these survey items are one year ahead, three
years ahead, and five years ahead.

The responding format is designed for the respondents to indicate the range of
inflation outlook nearest to their own expectation from the nine or ten response
options given (e.g., "around +6% or higher,” "around +5%,"” ..., “"around -3% or
lower”) for both "Output Prices” and “General Prices” survey items. A numerical
range is added to each response option (e.g., "+4.5 to +5.4%" or "around +5%") to
clarify the range of inflation rates that each response option is intended to cover.’
The sample firms can choose the option of “Don’t know” or “Don't have a clear
view” when they find it difficult to choose one of the indicated inflation figures.

Sample firms of the New Survey

Sample firms of the new survey are equivalent to the Tankan. They are selected
from the approximately 210,000 population firms, which are private firms (excluding
financial institutions) with capital of 20 million yen and more. The sample firms are
selected from them by industry and size classifications under certain statistical
criteria that have been set to statistical accuracy and other measuring instruments.
There are 10,427 sample firms as of the June 2014 survey.

The sample firms are classified into 93 strata by size and industry (Table 3). In
particular, they are categorized into large firms (capital with 1 billion yen and more),
medium-sized firms (capital with 100 million yen to less than 1 billion yen), and
small firms (capital with 20 million yen to less than 100 million yen) based on the
size of capital. In addition, they are divided into 31 industries (17 industries in
manufacturing and 14 industries in nonmanufacturing), following the “Japan
Standard Industrial Classification” released by the Ministry of Internal Affairs and
Communications.

3. Survey Result

Table 4 depicts the average inflation outlook for general prices of the June 2014
survey, which is the weighted average by response percentage. There are about
10,200 reporting firms. The average inflation outlook for all firms rises gradually
from 1.5% (one year ahead) to 1.7% (five years ahead) as the forecasting horizon
increases. The difference between the average inflation outlooks for different sizes is
comparatively large. Specifically, the average inflation for small firms is higher than
that for large firms by as much as about 0.6% points. In contrast, there is little
difference in the average inflation outlook between basic materials (8 industries of

This setting reflects comments from the public. Each option was originally expressed as a numerical
range between two integers indicating annual inflation, e.g., "0% to +1%." However, a number of
experts argued that the majority of firms are likely to formulate their inflation outlooks around an
integer percentage (e.g., "around 0%") and these firms would pick a numerical range which has the
firms’ true inflation outlook as the lower end of the range (e.g., "0% to +1%,") and thus the result
could be interpreted with an upward bias. To address this issue, each response option is now
expressed as “around (integer) %" (e.g., “around 0%").
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manufacturing), processing (9 industries of manufacturing), and nonmanufacturing.
Because a similar observation applies to the results of the March 2014 survey, which
are shown in the brackets, the discussion below is focused on the results of the June
2014 survey.

Does the distribution of firms' inflation outlooks for general prices vary due
to firms' size and industry?

A significant difference between the distributions of inflation outlooks for “General
Prices” of different sizes is also observed. First, the distributions of small firms and
medium-sized firms are right-skewed to those of large firms (Chart 1). While the
mode of their distributions is “around +1%" with respect to medium-sized firms and
large firms, that of small firms is “around +1%" for one year ahead, and "around
+2%" for three years ahead and five years ahead. In addition, the right tails of the
distributions of small and medium-sized firms are much heavier than those of large
firms. Secondly, the percentage share of the large firms choosing "Don’t have a
clear view,” instead of choosing one of the indicated inflation outlooks, is much
higher than that of small firms and medium-sized firms. These characteristics also
hold in the inflation outlooks for “Output Prices (Chart 2).”

On the other hand, the distributions of inflation outlooks for “General Prices”
of “Basic materials (8 industries),” “Processing (9 industries),” and
“Nonmanufacturing (14 industries)” are very similar in slight contrast to those for
"Output Prices” (Chart 3 and Chart 4). However, looking more carefully into the
inflation outlooks of different industries, there are variations in the distribution of
inflation outlooks for 31 industries. For example, the average inflation outlooks for
"General Prices” are distributed in the range from about +1% to about +2.5%
(Chart 5).

Do the forecasts of firms’ output prices affect the formation of their own
inflation outlooks for general prices?

Chart 6 shows the scattered plots of inflation outlooks for “Output Prices” and
“General Prices” among 31 industries. As for small firms and medium-sized firms,
the comparatively high correlation between the average inflation outlooks for
"Output Prices” and “General Prices” is observed. This implies that the industries
which have higher expectations for “Output Prices” forecast higher inflation for
"General Prices.” However, with respect to the large firms, there is little correlation.

Do the firms' inflation outlooks for general prices differ from those of
households and economists?

Table 5 is a comparison of average inflation outlook for “"General Prices” with other
major surveys in Japan on inflation outlook for “General Prices” of households and
economists. In comparison with a survey on economists, the average inflation
outlook of firms in the new survey (Tankan) is higher than that of economists in
"ESP Forecast,” which is conducted by Japan Center for Economic Research with
forecast horizons of one year ahead and five years ahead. The inflation outlooks of
economists are similar to those of large firms, which are much lower than small
firms and medium-sized firms. This observation is consistent with the fact that large
firms often refer to economists’ forecasts of economic and price developments,
which can be considered one of the reasons for the disparity between inflation
outlooks of small firms and large firms explained above.
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On the other hand, in comparison with a survey on households, the average
inflation outlook of firms in the new survey (Tankan) is lower than that of
households in “Opinion Survey on the General Public’'s Views and Behavior (Opinion
Survey),” which is conducted by Bank of Japan with forecast horizons of one year
ahead and five years ahead.

4. Concluding Remarks

In this paper, the new survey results on inflation outlooks are discussed. The
following characteristics of the new survey results are presented. First, the average
inflation outlooks for “General Prices” rise gradually as the forecasting horizon
increases from 1.5 to 1.7%. Secondly, the size of a firm appears to affect the inflation
outlook significantly. The distributions of the inflation outlooks for both “General
Prices” of small firms and medium-sized firms are right-skewed to that of large
firms. Thirdly, the difference between the distributions of the inflation outlook for
"General Prices” of different industries is also observed, though not to the extent of
the variation between different sizes. The distributions of “Basic materials
(8 industries),” "Processing (9 industries),” and “Nonmanufacturing (14 industries)”
are very similar. However, there seems to be a difference between the average
inflation outlooks of 31 industries. With respect to small firms and medium-sized
firms, except large firms, the industries which have higher expectations of "Output
Prices” tend to forecast a higher inflation for “General Prices.” Finally, in comparison
with major surveys in Japan on inflation outlook for “"General Prices” on households
and economists, the inflation outlooks of firms are in between those of households
and economists. The inflation outlooks of firms are lower than those of households
and higher than those of economists.

All statistics inevitably have peculiarities and certain patterns which are not
related to the economic conditions of the time and which need to be taken into
account when the statistics are used. Deepening the users’ understanding of the
characteristics and statistical peculiarities by survey item will allow the users to
assess inflation outlooks of firms more accurately. However, it is too early to judge
that the characteristics above, which are observed in only two surveys, are such
peculiarities, mainly due to the short history of the surveys. In order to conduct the
time-series analysis on correlations between inflation outlook of firms and
economic variables, we should wait for the survey results to accumulate.
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Major Surveys on Inflation Outlooks in Japan

Table 1

Forecast Horizons

Short-term (1 year or less)

Medium to long term (2 to 10 years)

Households

- Opinion Survey (1 year) <Bank of

Japan>

+ Monthly Consumer Confidence Survey

(Lyear) <Cabinet Office >

+ Opinion Survey (5 years)<Bank of

Japan>

Business

+ Tankan (3 months)*<Bank of Japan>

+ Business Outlook Survey (3, 6 months)

<Cabinet Office & Ministry of Finance>

+ Annual Survey of Corporate Behavior

(1 year)<Cabinet Office>

Not available

Economists

+ ESP Forecast (1 year)

<Japan Center for Economic Research>

» Consensus Forecast

<Consensus Economics>

+ ESP Forecast (2, over 5 years)

<Japan Center for Economic Research>

+ Consensus Forecast

<Consensus Economics>

Note 1: * denotes that the question on short-term changes (over 3 months ahead) in output prices has been asked in the past.

Note 2: The entities which conduct each survey are shown in brackets.
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Overviews of the New Survey on Inflation Outlooks of Firms

Table 2

Survey Items

“Outlook for Output Prices” (rate of price changes relative to the current level)
"Outlook for General Prices” (annual % change)

Forecast Horizons

1 year ahead, 3 years ahead, 5 years ahead

Sample Firms

Equivalent to the sample firms of the current Tankan ("The Short-term Economic Survey
of Enterprises in Japan”)
(10,427 firms as of June 2014)

Outlook for
Output Prices

[Question] Relative to the current level, what are your institution’s expectations of the
rate of price changes in your mainstay domestic products or services for one year
ahead, three years ahead, and five years ahead, respectively? Please select the range
nearest to your own expectation from the options below.

[Options]
Rate of change relative to the current level

1. around +20% or higher (+17.5% or higher)
.around +15% (+12.5to +17.4%)
. around +10% (+7.5 to +12.4%)
.around + 5% (+2.5to + 7.4%)
(-2.5t0 +2.4%)
(=7.5to -2.6%)
(-12.5to -7.6%)
(-17.5 to -12.6%)
(-17.6% or lower)

.around 0%

.around - 5%

.around -10%
.around -15%

9. around -20% or lower
10. Don’t know.

o N o vl A WN

aJleuuonsand

Outlook for
General Prices

[Question] What are your institution’s expectations of the annual % change in general
prices (as measured by the consumer price index) for one year ahead, three years
ahead, and five years ahead, respectively? Please select the range nearest to your
own expectation from the options below.

[Options]

In annual % rate change

(+5.5% or higher)
(+4.5 to +5.4%)
(+3.5 to +4.4%)
(+2.5 to +3.4%)
(+1.5 to +2.4%)
(+0.5 to +1.4%)
(0.5 to +0.4%)
(-1.5 to -0.6%)
(-2.5to -1.6%)
(-2.6% or lower)

1. around +6% or higher
.around +5%
.around +4%
.around +3%
.around +2%
.around +1%
.around 0%
.around -1%
9. around -2%
10. around -3% or lower
XIf you have no clear views on general prices, please select one of the three

0 N o L1 AWN

following reasons.
11. Uncertainty over the future outlook is high
12. Not really conscious of inflation fluctuations because they should not influence the
strategy of the institution.
13. Other
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Number of Sample Enterprises

(as of June 2014)

Table 3

Large
Firms

Medium-sized

Firms

Small
Firms

Manufacturing (17 industries)

1,143

1,119

1,917

Basic Materials

(8 industries)

1) Textiles, 2) Lumber & Wood products,
3) Pulp & Paper, 4) Chemicals, 5) Petroleum &
Coal products, 6) Ceramics, Stone & Clay,

7) Iron & Steel, 8) Nonferrous metals

374

373

728

Processing

(9 industries)

1) Food & Beverages, 2) Processed metals,
3) General-purpose machinery, 4) Production
machinery, 5) Business oriented machinery,
6) Electrical machinery, 7) Shipbuilding, Heavy
machinery, & Other transportation machinery,

8) Motor vehicles, 9) Other Manufacturing

769

746

1,189

Nonmanufacturing (14 industries)

1) Construction, 2) Real Estate,

)

)
3) Goods rental & Leasing, 4) Wholesaling,
5) Retailing, 6) Transport & Postal activities,
7) Communications, 8) Information Services,
9) Other information Communications,
10) Electric & Gas utilities, 11) Services for
businesses, 12) Services for individuals,
13) Accommodations, Eating & Drinking
Services, 14) Mining & Quarrying of stone and

gravel

1,136

1,736

3,376
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Average of Firms’ Inflation Outlook

(June 2014 Survey) Table 4
(Annual Percent Rate Change. %)
Large Firms Small Firms
lyear ahead 3yearsahead 5yearsahead | 1year ahead 3yearsahead 5 yearsahead
11 1.2 1.2 1.7 18 1.9
Manufacturing (1.1) (1.3) (1.3) (1.7) (1.9) (1.9)
11 1.2 11 1.8 19 2.0
Basic materials (1.2) (1.4) (1.3) (1.8) (1.9) (2.0)
11 1.2 13 1.6 1.8 1.9
Processing (1.0) 1.2) (1.2) (1.6) (1.8) (1.9)
11 1.2 1.2 1.7 1.8 1.9
Nonmanufacturing (1.1) (1.3) (1.2) 1.7) (1.9 (1.9
11 1.2 1.2 1.7 1.8 1.9
All Industries (1.1) (1.3) (1.3) (1.7) (1.9) (1.9)
All Firms
1year ahead 3 yearsahead 5 years ahead
15 16 1.7
All Industries (1.5) (1.7) (1.7)
Note: () denotes a result of the March 2014 Survey.
Difference of Average Inflation Outlook between Firms, Households, and
Economists Table 5
. Forecasting Horizons
Survey Period Agents
1 year ahead 5 years ahead
Tankan 2014 June Firms 1.5% 1.7%
(Bank of Japan)
Opinion SUVY | 5114 June Households 42% 3.5%
(Bank of Japan)
ESP Forecast
(Japan Center for 2014 June Economists 1.0% 1.4%*
Economic Research)

Note 1: Respondents of the surveys are asked to exclude the effects of the increase in the consumption tax rate in their reply.

Note 2: * depicts the average of the inflation outlook from Fiscal 2016 to Fiscal 2020.
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Comparison in Distribution of Inflation Outlook on “General Prices” (Size)

(June 2014 Survey)

Chart 1
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Comparison in Distribution of Inflation Outlook for “Output Prices” (Size)

(June 2014 Survey) Chart 2
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Comparison in Distribution of Inflation Outlook for “General Prices” (Industry)

(June 2014 Survey)

Chart 3
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Comparison in Distribution of Inflation Outlook for “Output Prices” (Industry)

(June 2014 Survey) Chart 4
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Comparison between Average Inflation Outlook of 31 industries

Chart 5

(June 2014 survey)

(a) Average Inflation Outlook for “General Prices”
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Relation between Inflation Outlooks for “Output Prices” and for “General Prices”
(June 2014 survey) Chart 6
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Abstract

With more economic activities coming in the ambit of organised sector, business
tendency surveys have become more informative and handy in tracking and
anticipating macroeconomic changes as input in monetary policy formulation. This
paper discusses the efficacy of forward looking surveys in India. The lead
performance of major business tendency surveys in India is also evaluated for the
period Q1:2004-05 to Q4:2013-14. It is found that the Reserve Bank’s quarterly
Industrial Outlook Survey with focus on stratified frame with good size/sectoral
representation and significant portion of regular respondents, outperforms other
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I. Introduction

Movements in level of activities in organized business sector of an economy provide
a preclude to aggregate economic activities in a market economy. As official
statistics, including national accounts, provide backward-looking information on
performance at sectoral / overall level, the data gap for real-time analytical needs of
policy-makers is sought to be met by conducting business and consumer tendency
surveys. These surveys have intrinsic utility in providing policy makers and economic
agents with more timely qualitative information on business sentiment that may be
driving business conditions and decisions including for the foreseeable future. Most
of the central banks rely on forward-looking corporate surveys to get idea on
decisions made on the future course of business which would affect major sectors /
aggregate economy.

The value of business tendency surveys lies in providing reliable lead
information on the macroeconomic performance, especially the direction of change.
In addition to seeking assessment of the current situation and expected
development relating to their own companies, respondents in these surveys are
often also asked about their perception on sectoral / general business conditions.
The survey questions are generally qualitative which give flexibility to seek opinion
on variables that capture early stages of production, quickly respond to changes in
economic activity and are often difficult to measure through conventional methods.
The main summary indicators are (a) balance of opinions (or net response) and (b)
confidence indicators (based on the relative size of respondent firm in the related
sector and economic importance of the sector).

We attempt to relate the relevance of various survey indicators in assessing
short-term changes in the Indian manufacturing sector, ie., to evaluate the past
performance of various business tendency surveys conducted in India in tracking
the movements in the sector. The remainder of this paper is organised in four main
sections. Section II presents a snapshot of the business tendency surveys conducted
in India. Section IIl evaluates the tracking performance of these business tendency
surveys using alternative statistical techniques and major conclusions are presented
in Section IV.

II. Business Tendency Surveys in India: A Snapshot

In India, the Reserve Bank of India (RBI) has been conducting a comprehensive
quarterly Industrial Outlook Survey (I0S) for the Indian manufacturing sector since
1998. The Indian economy is continually evolving as increasingly more activities in
the economy are being channelised through the organised business sector. Analysis
of business cycle indicators is an obvious requirement given that macroeconomic
structure has changed over the years and there are nearly a million working
companies. The sector-wise no. of active companies in India in June 2014 is given in
Table 1. As regular data on many conventional business cycle indicators (e.g.,
comprehensive monthly/quarterly/annual variables related to employment, housing
starts) used in developed economies are not available, IOS supplements other
variables for business cycle analysis and provides useful input in the assessing
macroeconomic conditions for formulation of macroeconomic policies, especially
monetary policy.
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IOS captures the assessment of business sentiments for current quarter and
expectations for ensuing quarter, based on qualitative responses on a set of
parameters pertaining to the demand, financial, employment and price situation.
The survey schedule is canvassed among a panel of 2,000 private sector
manufacturing companies (updated annually), mostly with paid-up capital above
Rupees 5 million, representing a good mix of size and industry groups. Over the
years, the response rate had lied between 65-78 per cent. Analysis is based on net
response of each parameter which is calculated as the percentage difference
between the optimistic response and pessimistic response (no change is ignored).
Also, a Business Expectation Index (BEI) is compiled as weighted average of net
responses on nine select performance parameters (for both assessment and
expectations) which gives a single snapshot of the industrial outlook in each
quarter.

Chart 1 presents the business cycles in India’s manufacturing sector since 2000
along with seasonally-adjusted BEI for both assessment of prevailing quarter and
expectation for the ensuing quarter. The cyclical components of GDP/IIP
manufacturing have been estimated using the Christiano-Fitzgerald Band Pass Filter.
It may be seen that the manufacturing cycle is in sync with BEL Taking into account
the data release lag for IIP and GDP, it may be broadly concluded that the survey
index provides useful lead information on movements in the level of activities in
India's manufacturing sector. More detailed examination of the relationship
between the survey-based confidence indices and the official estimates is presented
in the next section.

Cyclical Component

Chart 1: Manufacturing Sector Cycles and BEI
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It may be mentioned that other agencies also conduct business expectation
surveys for the Indian manufacturing sector, of which, regular results are available
from (a) Business Confidence Survey of the National Council of Applied Economic
Research (NCAER) and (b) Business Optimism Survey of M/s Dun and Bradstreet
(D&B). In addition, Markit Economics’ survey-based HSBC Purchasing Managers’
Index (PMI) is available on monthly basis, which provides view on current
assessment but does not give respondent’s perception on future path. A summary
of Business Tendency surveys conducted in India is presented in Table 2.
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Corporate Sector in India: An Overview Table 1

Economic Activity - — No. of'CoTnp'anies
Private Limited  Public Limited Total
I Agriculture and Allied Activities 21,949 2,821 24,770
II Industry 311,027 25,694 336,721
Manufacturing 191,264 17,886 209,150
Construction 98,040 5,336 103,376
Electricity, Gas & Water companies 10,978 1,729 12,707
Mining & Quarrying 10,745 743 11,488
III Services 555,746 33,455 589,201
Business Services 221,988 9,789 231,777
Trading 140,329 6,220 146,549
Real Estate and Renting 67,328 3,776 71,104
Community, personal & Social Services 57,126 3,847 60,973
Finance 38,836 8,236 47,072
Transport, storage & Communications 29,523 1,458 30,981
Insurance 616 129 745
v Unclassified * 21,912 2,105 24,017
Total 910,634 64,075 974,709

* Companies having invalid National Industrial Classification (NIC) code of economic activity have been categorized as Unclassified.

Source: Ministry of Corporate Affairs, Govt. of India

Major Business Tendency Surveys conducted in India Table 2

Agency Index Frequency Methodology of index calculation

Composite indicator calculated as weighted average of

. Business industry wise net response on nine select parameters, viz.,

Reserve Bank of India . : L . .
(RBI) Expectation Quarterly overall business situation, production, order books, capacity

Index utilisation, exports, inventory of raw material, inventory of

finished goods, employment and profit margin

M/s Dun and Bradstreet Business Composite indicator capturing aggregate behavior of all six
(D&B) Optimism Index Quarterly indices, viz., volume of sales, net profit, selling price, new
P orders, inventory levels and employees

National Council of Business The index is based on four indicators, viz, overall economic
Applied Economic Confidence Quarterly conditions, financial position of the firms, current capacity
Research (NCAER) Index utilisation and present investment climate
HSBC-PMI (Markit Purchasing Composite indicator based on fivg indivi_dual ir_1dices, viz, new
. Managers Monthly  order, output, employment, supplier delivery time and stock
Economics) .
Index of item purchased
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III. Tracking Performance of Business Tendency Surveys in
India

In this section, an attempt has been made to examine whether business tendency
surveys are useful in assessing the aggregate-level changes in the Indian
manufacturing. Taking quarterly periodicity, GDP-manufacturing and IIP-
Manufacturing are taken as reference series, since they reflect economic
performance of the organised sector, and their statistical relationship with business
confidence indices is evaluated. Since PMI and IIP data are released on monthly
frequency, we take their three-month average and construct the quarterly series to
match with the data frequency of GDP as well as other survey indices. Chart 2
(panel) provides a sense of how well these survey indices have served to signal
changes in the manufacturing sector’s growth.

We now proceed to empirically evaluate the tracking performance of business
confidence indices vis-a-vis movements in official estimates relating to
manufacturing sector.

IlI.1 Correlation of Business Confidence Indicators with Reference
Series

Using survey-based confidence indicators since 2004-05, when compilation
methodology for all series are consistent, correlations between business outlook
indices and annual growth in the reference series (all series seasonally unadjusted)
are presented in Table 3. It is found that as compared to the other business
confidence indicators, BEI has higher correlation with both the reference series, both
in case of assessment indices and outlook indices.

Cross-correlation of various Business Assessment / Expectation Indices with

GDP / IIP — Manufacturing Table 3
Outlook Indices Assessment Indices
Reference Series o
SANCAR)  oey ey | e (Mark
GDP-Manufacturing 0.55 0.57 0.67 0.81 0.67
IIP-Manufacturing 0.50 0.73 0.76 0.82 0.68
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Annual Growth in Manufacturing — GDP & IIP and Movements in Business

Assessment/Outlook Indices

Chart 2
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II1.2 Quarters for Cyclical Dominance (QCD)

QCD indicates the number of quarters at which the average amplitude of the trend-
cycle component will overtake the irregular one and, therefore, measures short-term
volatility in a macroeconomic time series. It indicates the minimum number of
quarters before a directional change in the time series can be interpreted with
reasonable confidence as a directional change in economic sentiment. It is defined
as the shortest span of quarters for which the I/C ratio is less than unity, where I is
the average g-on-g-change (without considering the sign) of the irregular
component of the series and C is the trend-cycle component of the series. Higher
QCD implies higher volatility in the time series. The convention is that the maximum
value of QCD should be 2. It is estimated that all the five business confidence
indices met this criteria (Table 4) during the reference period.

Business Confidence Indices and their QCDs Table 4
Business Confidence Index Quarters of Cyclical Dominance

BCI (NCAER) 1

BOI (D&B) 1

BEI-Exp (RBI) 1

BEI-Asm (RBI) 2

PMI (Markit) 1

I11.3 Directional Analysis

Fisher's Exact (FE) test uses contingency tables to determine whether the survey
indicators predict the direction of change in realization in the reference series. The
null hypothesis is that the direction of change in a forecast and that in the
realisation are independent. A rejection of the null hypothesis therefore implies that
the survey indices are useful predictors of actual change in the reference series. To
capture the direction of changes, we define

AR ¢ =R ;- R 1 where R ; denotes the percentage change in the reference
series in time t.

AF . = F ;- F ¢ direction of change, where F; denotes the level of the survey
index.
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The observed significance level for the usefulness of the forecast is given by:

Z (?110+?111) nootNnp1
X X no1tny—x

n
no1tnyg

for x taking values from ny; to n = min (n 10+Nn11 N g1 +N17), Where

Ngo = number of forecasts for which AF, > 0 and AR, > 0
ne;- number of forecasts for which AF; < 0 and AR; > 0
nio- number of forecasts for which AF, > 0 and AR; < 0
ni;= number of forecasts for which AF, < 0 and AR; < 0
n = total number of forecasts

The results of the FE test for directional analysis are presented in Table 5. It
indicates that the test statistic is significant for RBI's BEI (for both assessment and
expectation), in predicting the direction of annual change of GDP-manufacturing
whereas, in case of IIP change, RBI's BEI (expectation) turns out to well-predict the
direction of change.

Significance-level probability (FE test) for Direction of Change Synchrony Table 5
Test Probability
Manufacturing Sector growth

Index (y-on-y)

GDP IIP
BCI_ NCAER 0.11 0.38
BOI_D&B 048 0.59
BEL Exp_RBI 0.00 0.01
BEI_Asm_RBI 0.04 0.13
PMI 0.16 0.30

The null hypothesis is that the direction of change in the Business Confidence Index is independent of the change in reference series.
A rejection of null hypothesis (i.e., p<0.05) implies that the index is useful predictor of actual change in the reference series, which is
available with a lag.

[I1.4 Signal-to-Noise approach

The ability of the survey indices to provide an early signal on an impending change
in growth in the reference series can be evaluated through signals approach of
Kaminsky-Reinhart (2000), modified by Teresita Bascos-Deveza (2010). For assessing
the predictive ability of business indices, an impending change can be considered as
a signal if change in an index deviates from its "normal value” beyond a “threshold".
The threshold could correspond to some pre-determined value of the survey index
(e.g., 5 per cent, 10 per cent, etc.). For this exercise, the quarterly survey indices are
transformed to a binary variable for each of the threshold value. The effectiveness of
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the index in signaling an impending change for the current quarter is evaluated and
the performance of the variable in predicting a change is examined through

(@) Noise-to-signal ratio (i.e., percentage of wrong signals to the percentage of
correct signals issued by the index);

(b) conditional probability of large growth (the probability of an higher change
occurring during the current quarter given that the index emitted a signal); and

(c) unconditional probability of higher growth (the probability of higher change in
the current quarter).

Details of the method are given in the Annex. If the conditional probability of
higher change increases as the threshold increases, then the predictive power of the
survey index in projecting a possible larger change is confirmed. This approach also
provides estimates of the probability of “"higher change” given the value of the
survey index in any given quarter.

The results of modified signals approach (Table 6) indicate that the conditional
probability of higher change increases for BCI_NCAER, BEI_Asm_RBI and BEI_Exp_RBI
as the threshold increases for both the reference series. This confirms the predictive
power of these indices in projecting a possible larger change in the manufacturing
sector. This is, however, not confirmed in case of other survey indices. The noise-to-
signal ratios indicate that BOI_DNB has highest noise among the indices considered.
The ratio is found lower in relation to IIP-Manufacturing when compared with GDP-
Manufacturing, which is explained given that GDP also includes relatively
unorganised manufacturing, whereas the business tendency surveys focus on the
organised sector. The noise-to-signal ratios for IIP-Manufacturing indicate that
BEL_ Asm_RBI, BEI_Exp_RBI and PMI_Markit contain more signal for the first few
buckets, indicating their utility in tracking the manufacturing sector’s performance.
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Signals Approach Probabilities of Higher Manufacturing Growth vis-a-vis

Business Confidence Indices Table 6
Business Confidence Index PrOb‘(IﬁizirTr::‘eTHglthh § Noise-Signal Ratio
Threshold GDP-MF IP-MF GDP-MF TIP-MF
BCI_NCAER
-10% 0.40 0.66 0.95 1.05
0% 0.40 0.68 0.90 0.95
10% 0.40 0.67 0.97 1.00
20% 0.40 0.68 112 0.94
30% 0.40 0.74 1.05 071
40% 0.40 076 0.88 0.62
50% 0.60 073 0.40 0.75
60% 0.00 1.00 0.00 0.00
BOL D&B
30% 041 0.68 1.02 0.95
40% 036 0.67 1.24 1.00
50% 038 073 117 0.73
60% 031 0.75 1.58 0.67
70% 0.22 0.63 245 1.20
80% 0.20 0.60 2.80 133
90% 033 0.67 1.40 1.00
100% 0.00 0.00
BEL_Exp_RBI
0% 039 038 1.08 0.95
5% 039 0.69 1.08 091
10% 039 0.70 111 0.86
15% 037 0.69 119 0.89
20% 0.44 0.75 0.90 0.67
25% 0.57 0.86 053 033
BEL Ass_RBI
0% 038 0.39 1.08 0.95
5% 038 0.82 112 0.69
10% 036 071 1.23 0.80
15% 041 071 1.00 0.83
20% 0.56 0.89 0.56 0.25
25% 1.00 1.00 0.00 0.00
PMI_Markit
50 0.85 0.69 0.92 0.90
52 0.45 071 0.86 0.80
54 041 0.67 101 1.00
56 0.29 075 168 0.67

If conditional probability of higher growth increases as the threshold increases, then the predictive power of the survey index in
projecting a possible final increase is confirmed.
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IV. Conclusions

In this attempt to relate the lead properties of business tendency surveys with the
actual movements in India’'s manufacturing sector performance, we investigate
whether these indices provide a comprehensive understanding of the direction of
change by predicting the direction of increase/decrease in the reference series and
whether they give correct signals at various thresholds. Here, we have not judged
the compilation aspects of business confidence indices which summarise various
survey results, and treat the indices compiled by agencies as given.

It is found that while all surveys capture broad movements during the study
period, the BEI based on the quarterly Industrial Outlook Survey (I0S) of the Reserve
Bank outperforms other confidence indicators in tracking movements in the sector
for both current assessment and ensuing changes. This is true for all the statistical
evaluation methods employed here, viz, the simple correlation, the direction
analysis and the “signal” approach. I0S is a comprehensive survey with highest
coverage among major business tendency surveys and its design takes into account
both size and sectoral composition. While BEI is based on nine IOS parameters, IOS
collects perceptions on around twenty parameters relating to demand, financial,
employment and price situation, many of which are not measurable in quantitative
terms but are very useful in business cycle analysis. These provide useful lead
information on short-term movements in Indian manufacturing for policymakers as
well as for practitioners in financial markets and business.
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Annex: Predictive Ability of Business Survey Indices — Noise
to Signals Approach

The ability of survey indices to provide an advance warning signal on an impending
increase in growth in the reference series can be evaluated through signals
approach of Kaminsky-Reinhart (2000) modified by Teresita Bascos-Deveza (2010)
as follows:

When an indicator of economic growth deviates from its “normal value” and
assumes an “extreme value” beyond a certain threshold, it can be considered as a
warning signal of an impending increase in economic growth. The values
corresponding to some pre-determined value of the survey index (e.g,: 10%, 20%,
and so on) may be considered as the possible thresholds. For each threshold value,
the quarterly values of the indicator were transformed to a binary variable as
follows:

Let ¥; be the survey index. Let I; be a binary variable defines as,

_ {1, ifY,>T
t70,ifYt<s T
level for the survey index value.

for T= 10%, 20%, 30 %, 40 % etc., or any predetermined threshold

The effectiveness of the index in signaling an impending increase in growth for
the current quarter is evaluated as follows: We define

i. A as the number of quarters when the survey index did not issue a signal
(It = 0) and no increase in growth occurred during the current quarter.

i. B as the number of quarters in which the survey index failed to issue a signal.
This means that the indicator did not signal an increase in growth (I, = 0) and
there was actual increase in growth during the current quarter.

iii. € as the number of quarters in which the survey index issued a bad signal or
noise. A bad signal is when the indicator signal an increase in growth (I; = 1)
and no increase occurred during the current quarter.

iv. D as the number of quarters in which the survey index issues a good signal. A
good signal is when the index signal an increase in growth (I; = 1) and growth
actually increased during the current quarter.

The performance of the survey index in predicting an increase in growth was
examined in the following way:

i. Signal = D/ (B+D) measures the percentage of correct signals issued by the
survey index;

i. Noise = C/ (A+C) measures the percentage of wrong signals issued by the
survey index;

iii. Noise to Signal = {C/ (A+Q)}/ {D/ (B+D)} measures the ratio of the percentage
of wrong signals (Noise) to the percentage of correct signals (Signal) issued by
the index;

iv. Conditional probability of higher growth = D/(C+D) measures the probability of
an increase in growth occurring during the current quarter given that the index
emitted a signal;
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v. Unconditional Probability of higher growth = (B+D)/(A+B+C+D) measures the
probability of higher growth in the current quarter.

If the conditional probability of higher growth increases, as the threshold
increases, then the predictive power of the survey index in projecting a possible
increase in growth will be confirmed. Moreover, the significance of this approach
lies in its capability of providing estimates of the probability of an “increase in
growth” given the value of the survey index in any given quarter.
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Hedging survey: a tool to identify potential risk on
corporate sector external debt

Harisuddin

Abstract

"This paper describes Bank Indonesia survey to examine risk behavior of the
corporate sector external debt. The objective of the survey is to identify proportion
of companies hedging their external debt through natural hedges (export receipts
or loans from affiliated companies) or market hedges (hedging in the market for
currency and interest rate risk) or unhedging their external debt. The lattest group
shows high risk external debt associated with currency mismatch that need close
supervision. Based on this survey, Central Bank could take anticipatory measures
through appropriate controls and policies”.
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I. Introduction

As stipulated by Law No. 23 of 1999 concerning Bank Indonesia dated 17 May 1999,
as amended by Law No. 3 of 2004 and last amended by Law No. 6 of 2009
concerning Bank Indonesia, Bank Indonesia (BI) as the Central Bank has the task to
formulate and implement monetary policy with the aim to achieve and maintain
rupiah stability. The stability of rupiah shall include the stability of the rupiah against
the goods and services (inflation) and the stability of the rupiah against other
currencies (exchange rate). Stability of rupiah, in particular the rupiah exchange rate,
is strongly influenced by the stability of the financial system and the condition of
Indonesia's Balance of Payments (BOP).

As regards the Balance of Payments, uneven world economic recovery amid
fluctuations in the global liquidity conditions could trigger a rapid capital flows in
and out in the short term, which in turn can disrupt the economic equilibrium and
monetary stability. In this regard, External Debt (ED) is one of the key factor that
may impact positively or negatively on monetary stability, financial system stability,
balance of payments and also the sustainability of economic development. On one
hand, the management of ED compliance to the precautionary principle will support
the national economic interest and maintain the confidence of the international
financial markets, but on the other hand, external debt management that ignores
those principles will potentially disrupt the national economy.

Bank Indonesia has provided a manual (guidance) in the management of the
precautionary principle in the private external debt through Bank Indonesia
Regulation (PBI) No. 7/1/PBI/2005 dated 10 January 2005 concerning External Debt
of Banks as amended by PBI No. 13/7/PBI/2011 dated 28 January 2011.
Furthermore, in the context of monitoring the Report of External Debt, BI has issued
a regulation on reporting procedures of ED through PBI No.14/21/PBI/2012 dated
21 December 2012 concerning Report on Activity of Foreign Exchange Flows (LLD).

Provisions governing the private sector external debt require companies to
implement risk management functions which include market risk, liquidity risk, and
operational risk. In an effort to manage market risk (exchange rate and interest
rate), the private sector is expected to manage the risk of external debt
independently by calculating the impact of exchange rate movements and interest
rate on the repayment ability and to conduct hedging. Furthermore, in terms of
liquidity risk — that is the risk related to the availability of funds necessary for the
external debt repayment and operational risk — the private sector is expected to
match the maturity with the use of the external debt and to improve the external
debt information systems. Meanwhile, LLD regulations require private sectors to
report all financial assets and liabilities, and particularly on the external debt, the
mandatory reports are on loan agreement, debt securities, trade credits, and other
debts.

Given the importance of the risk management in the private sector external
debt, a survey on mapping hedging efforts is becoming increasingly essential and
crucial for a central bank. Information obtained from the survey will be a
complement to primary data obtained directly from the external debt reporting
company (the debtor). Therefore, the availability of information on external debt
hedging is important in the process of risk monitoring and management.

2 IFC Bulletin No 39



II. Objectives

The objectives of the hedging survey are as follows:

1. Gaining information on the potential risks faced by the companies in managing
their external debt, particularly currency risk (currency mismatch and/or
exchange rate risk), and interest rate risk.

2. Giving insight on the policy direction the Central Bank has to undertake,
especially to minimize risks caused by the lack of cautions in managing external
debts.

III. Scope and methodology

The hedging survey has been conducted biannually since the first half of 2011. The
respondents of the survey are non-bank private companies which incur external
debt. This survey does not include banks as respondents because banks have
certain characteristic and have been regulated by tighter prudential regulations by
the Financial Service Authority (FSA). This survey maps hedging undertaken by the
non-bank private companies classified in 10 (ten) economic sectors. Samples of
companies were taken from the External Debt Information System'’s database.

Proportionate sampling method is applied to select samples, starting with
grouping the largest debtors into 10 economic sectors. Then, samples for each
economic sectors are determined by the proportion/percentage of each sectors to
the total population of corporate external debtors.

Composition of survey respondent Table 1
Semester 11-2013
Economic Sector Debt' . % Debt to SRy
Outstanding >- Companies Total Debt sample
(million USD)
Agriculture, forestry & fishing 6,454 283 6.0% 7
Mining 25,240 135 23.3% 16
Manufacturing industry 26,660 812 24.6% 23
Electricity, gas & water 16,456 30 15.2% 7
Construction 661 32 0.6% 2
Trade, hotel & restaurant 6,787 301 6.3% 6
Transportation & communication 10,326 135 9.5% 12
Finance, leasing & financial senices 12,716 319 11.7% 22
Senvices 563 34 0.5% 2
Other sector 2,443 115 2.3% 3
Total 108,306 2,196 100.0% 100
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IV. Survey results (based on second semester 2013 survey)

Respondents’ income are distinguished based on their currencies between rupiah
and foreign currencies. Companies generate their foreign currencies income from
exports and domestic sales, either of their own account or their subsidiaries. Those
foreign currency income are then used to pay their external debts and other foreign
currency liabilities so that the companies do not have to face with the risk of
currency mismatch. In this case, these companies can be said to have undertaken
natural hedge.

Based on the latest survey results, the proportion of companies having foreign
currency and rupiah income is 68% and 32%. Of the companies with foreign
currency income, around 37% generate the income from exports, 19% from
domestic revenue, and the rest of 12% comes from other sources, such as capital
gain from placement in subsidiary. The companies’ income composition based on
currencies highlight some points as follow:

a. The majority of companies incurring external debt are essentially have
undertaken natural hedge and are relatively able to avoid risk from currency
mismatch.

b. Number of companies incurring external debt and having foreign currency
income tend to increase with average portion of above 60%. Nevertheless, it is
recognized that the group of companies obtaining foreign currency income
from domestic operation still face with potential market risk, which is the risk of
market fluctuation, particularly domestic market.

c. Conversely, number of companies incurring external debt and having rupiah
income tend to decrease with average portion approximately 30%.

Furthermore, the survey shows that 36% of total private sector external debt
reporters have hedged their debt, while the rest 64% have unhedged debt.
Compare to the surveys on previous periods, the percentage of companies hedging
their external debt is increasing every semester. Fluctuation in rupiah as an impact
from the global economic uncertainty is viewed as one factor causing increased in
hedging behavior of debtors from semester to semester.
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Companies hedging behavior Graph 1
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Based on economic sector, the majority of the private external debt reporters
hedging their debt are in the financial, leasing, and financial service sector which
account for 47%, followed by transportation and communication sector (14%),
manufacturing industry sector (11%), and electricity, gas and water supply sector
(11%). The dominance of hedging behavior in the financial sector reflects the height
of the prudential aspect of this industry in response to the pressure from rupiah
depreciation during reporting period.

Hedging behavior by economic sector Graph 2

Others

electricity,

gas & water
supply I 4 /' communicati
11% on

Manufacturing
Industry

Finance, 11%

leasing &
financial

services

47%

IFC Bulletin No 39 5



Several main findings from the second semester 2013 survey result are as
follows:

a. The main considerations of private companies hedging their external debt are:
e The benefit of hedging compared to the charge expenses
e Indonesia and global economic condition

e Executing parent company’'s policy and other considerations such as
compliance to the policies of the company’'s owner / General Meeting of
Shareholders.

b. Most of the companies (42%) undertake hedging to cover 26%-50% of their
external debt risk, followed by approximately 36% companies that hedge as
much as 76%-100% of their external debt. Meanwhile, the number of
respondents hedging 1%-25% and 51%-75% of their external debt is relatively
small which is only approximately 14% and 8%, respectively.

c. Examined from the type of risk exposures, in general, companies undertake
hedging to cover both interest and exchange risk, followed by hedging to cover
either exchange rate risk or interest risk. In the second semester of 2013, 83%
of the companies undertake hedging to cover interest and exchange rate risk,
followed by 11% respondents hedge for exchange rate risk, and 6% hedge for
interest risk. Meanwhile, at the same time, there is a tendency of decline in
percentage of companies that use exchange rate risk hedging and interest risk
hedging. The tendency of the decline in interest risk hedging is in line with the
decline in interest risk related to the cheaper cost of borrowing of external debt
as the implication of the implementation of the interest decline policy by the
central banks of developed countries and quantitative easing policy which is
being carried out by the US to push its economic growth.

Type of risk exposure Graph 3
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Based on the type of hedging instruments, most of the companies use swap
and forward instruments. The reasons for using swap instrument are matching
factor between tenure and maturity of the external debt and the hedging cost
affordable to companies’ cash flow. Meanwhile, companies prefer to choose
forward instrument because of the matching factor between tenure and the
external debt maturity as well as the facilities/the ease of transactions given by
the hedging counterpart. In the latest survey, companies which used swap
instrument is quite dominant weighing as much as 64%. This hedging
instrument is intended to cover the increasing interest risk and the fluctuation
of the exchange rate. The use of forward instrument comes in the second place
(21%), and followed by option and future which are relatively limited weighing
as much as 11% and 4%, respectively.

Type of hedging instruments Graph 4
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Based on the external debt instruments being hedged, most of the debt
hedged by the companies are loan agreement (83%) whereas the rest are
bonds.

From the hedging tenure perspective, most of the companies use tenure of
more than 12 months (39%), and followed by the 6 months tenure (33%). The
choice of such tenure is presume to be related with the swap premium which
tends to be expensive for the longer tenure and rupiah that tend to weaken.
Furthermore, approximately 72% of the companies will conduct rollover
hedging if the hedging tenure does not match the maturity of the external
debt. In business and logic perpective, rollover are generally cheaper therefore
can be concluded that the players are more rational.
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V. Risk analysis of the debtors of unhedged external debt

The risk management survey in semester 1I-2013 has identified that approximately
64% debtors do not hedge their external debt. Reasons for unhedging are, among
other, companies have foreign currency income, the global and domestic economic
condition are considered stable, and the hedging transactions are still relatively
expensive.

In details, information acquired from the survey result are as follows:

a. Debtors of unhedged external debt can be classified as exporters and non-
exporters. From 64% of companies that unhedge their debt, approximately
22% have export proceeds from their own business or from their subsidiaries.
The rest (42%) do not have export proceeds but merely sale their products
domestically.

b. From the 42% of the companies which sells its product domestically, it is known
that 17% of the companies received income in foreign currency, either directly
from their own business of from their subsidiaries. From this figure, it is
implied that 25% of external debt reporters are vulnerable to currency risk
their revenues are in rupiah.

c. However, there is still possibility that not all of the 25% reporters
mentioned earlier are exposed with currency risk. This condition mainly
holds if external debt is received from parent/affiliated creditors. Generally
parent/affiliated creditors have policy to centralize risk mitigation in the head
office. In this context, debtors only acts passively without any authority to
mitigate risk and hence currency risk is borne by the creditors which are the
parent/affiliated company.

Within the 25% of the external debt reporters exposed to currency risk, 7%
receive external debt from their parent/affiliated creditors. With the tendency of
parent/affiliated creditors to grant flexible refinancing/roll-over facilities, then
7% of the total external debt reporters are exposed with currency risk but
relatively free from refinancing risk. Meanwhile, the rest (18%) are exposed
towards currency and refinancing risk as they have rupiah income and receive
external debt from non-parent/affiliated creditors.
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Income composition of debtors of unhedged debt Graph 5

export income,

domestic
income in
foreign

22%

currency, 17% 7%
domestic
income in
domestic
currency :
25% 18%

Hedge, 36%

Debt to parent/affiliated creditors
1 Debt to non parent/non affiliated creditors

d. Survey result on the 25% sample of companies exposed to currency risk depicts
interesting perspective on lack of prudent risk management (non-hedging). In
general, considerations that are stated by companies are not so different with
the previous survey which is:

No clear rules/policy in doing hedging. This argument applies to State
Owned Enterprises which have risk management structures but remain
unhedged their debt.

Domestic and global economic conditions is still assumed to be stable
therefore there is no need of hedging. Besides, hedging charges high fee
and implicates a complicated procedure.

Creditors’ policy on centralizing mitigating risk of exchange rates. Generally
creditors that enforce such policy are the head/parent company of the
borrower.

External debts are in rupiah so that are not exposed to currency mismatch.

e. Companies that do not have foreign currency revenues and do not undertake
hedging in the money market will make some efforts to meet their repayment
obligation, with these priorities in order:

Finding foreign currency resources in the market gradually by taking into
account reasonable exchange rate

Finding foreign currency resources in the market when their external debts
are due

Using their foreign currency deposits

Seeking for refinancing either from the parent/affiliated or non-
parent/affiliated company

Borrowing foreign currency from domestic banks.
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VI. Conclusion

The survey results shows that around 36% of debtors hedge their external debt
and the remaining (64%) do not undertake hedging. The majority of companies
undertaking hedging are in the financial, leasing and financial service sector,
transport and communication sector, manufacturing sector, and electricity, gas
and water supply sector.

The primary considerations for companies not doing hedging are: they already
have foreign currency income (natural hedge), considered relatively stable
global and domestic economic condition, and hedging transaction that are still
considered expensive.

Companies not having any foreign currency income and not undertake hedging
meet their external debt repayment, among other, by: buying foreign currency
in the market gradually by taking account reasonable exchange rates, finding
foreign currency resources in the market when their external debts are due,
using their foreign currency deposits, seeking for refinancing either from the
parent/affiliated or non-parent/affiliated company, and borrowing foreign
currency from domestic banks.

From around 25% of external debt reporters that do not hedging their debt
and are exposed to currency risk, 7% of them receive external debt from
parent/affiliated creditors, while the remaining (18%) are exposed to currency
and refinancing risk as they have rupiah income and receive external debt from
non-parent/affiliated creditors.

VIL Policy implication

In order to minimize the potential risk on corporate sector external debt, central
bank or monetary authorities have some alternatives debt management policies to
adopt as following:

Debt Limits. The policy should consider setting specific limits or acceptable
ranges for each type of debt. Limits of debt generally are set for legal, and
financial reasons.

Debt Structuring Practices. The policy should include specific guideline
regarding the debt structuring practice for each type of debt, including
maximum terms, use of variable or fixed-rate debt etc.

Use of Derivatives (hedging policy). The Debt Management Policy should
clearly state whether the entity should use derivatives or not. If the policy is
allowed to use derivatives, a separate and comprehensive derivatives policy
should be developed.
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Surveys as leading information to support central
bank policy formulation: the case of Indonesia

Gantiah Wuryandani® and Indri Mardiani®

Abstract

This paper discusses surveys conducting by Bank Indonesia as the central bank of
Republic of Indonesia. As the central bank with the objective of maintaining price
stability, Bank Indonesia has core functions in monetary, payment system and
financial stability. Notwithstanding Bank Indonesia has acquired primary data from
reporting, it is insufficient to understand the real state of economy, the factor
behind the numbers, and the behavior of economic agents. Therefore, Bank
Indonesia needs to conduct surveys, particularly in corporations and households.
Since 1993 Bank Indonesia has done up to seventeen types of surveys. It is
acknowledged that surveys has supported economist to assess the real path of
economy growth and inflation to support policy decision making process. Hitherto,
there are always errors and biases in the surveys result that leave some puzzles of
economic condition. In minimizing the errors, Bank Indonesia consistently reviews
the surveys periodically. Nevertheless, challenges of the surveys remain exist,
particularly in the quality of the survey and their optimum utilization.
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1. Introduction

1.1 Background

The traditional role of a central bank in a country is as monetary authority in
controlling money supply, including currency and interest rate management, and
acting as lender of the last resort to prevent financial crisis. Central bank around the
world in general has the main objective of maintaining price stability which is
represented by inflation. Historically, the anti inflation objective of central bank had
created an inflationary bias. The disinflation route, sometimes immolates economic
growth and employment. Some central bank like Bank Indonesia has to maintain
also the stability of exchange rate as the part of price stability objective. Epstein
(2005) stated that the role of central bank as an agent of development is to create
"macroeconomic stability”, including financial stability. In particular, central bank has
to formulate policies in monetary, payment system and financial stability in order to
achieve its objective.

Inflation as the price stability objective of a central bank is resultant of all
economy activities. Hence, in formulating policy decision, central bank needs to
know in advance the future spectrum of economy to avoid misalignment. The full
extent of central bank’s policy transmissions should have been known. Central bank
usually applies some quantitative tools such as econometrics to forecast the future
economy pathway. Yet, despite its worth, econometrics models are sometimes
considered as oversimplification of economic dynamic. Some claimed that model
equations could not depict multifaceted state of the entire economy. Lucas critique
even warns that some parameters might not be robust anymore.

Due to comprehensive coverage and procedures, some data and statistics
usually have lags in their collection. For example, gross domestic product as a
measurement of all economy activities of economics agents usually has one month
lag. Therefore, additional data of which represents prompt and forward looking
situation is highly required by central bank. Survey among others is a tool to acquire
those data and information. In a dynamic economy, minor changes in economic
agent behavior might generate a multiplier effect in other economic activities.
Therefore, understanding this behavior becomes object of research. Some noises
created by some economic agents may have impact on price stability effort by
central bank.

1.2 Objective of the paper

The aim of this paper is to analyze the benefit of conducting surveys in order to get
in advance some information to formulate policy decision. This paper will also
discuss how central bank obtains information and data in advance prior to policy
decision. Survey among others is a way to obtain information regarding future
condition, including the behavior and the expectation of market. By knowing this
information and data, central bank could track its objective achievement and
establish more appropriate policy adjustment. This paper discusses and analyzes the
organizing of surveys undertaken by central bank of Indonesia, the weaknesses and
challenges that it faces.

The organization of the paper is as the following. The next section explains
statistics collection through survey, including the definition of the survey and its
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role. Part three describes the measurement of surveys based on the theory and
some methodologies. Section four gives details of the surveys done by central bank
of Republic of Indonesia. The final part discusses conclusion of the paper.

2. Statistics collection through survey

2.1 Definition of survey and its role

Grove et al (2004) explicates a survey as a systematic method for gathering
information from a sample of entities for the purposes of constructing quantitative
descriptors of the attributes of the larger population of which the entities are
members. Surveys are the tools to track economic trend and other indicators. Social
sciences utilize survey as a method to understand the manners of societies and to
test the theory of behavior. A survey could become a proxy or the best tool in
completing the need of surveyor in specific data or information on certain
condition, in a quick and efficient way. Furthermore, identifying population behavior
would be impossible within short term period, hence a survey by means of selected
sampling of group would be the best approach. Information collected from the
selected group would be statistically valid information that represents the large
group; despite there will be no zero error. Moreover, as the data and information
needed is not readily available publicly, survey would be the feasible way to obtain
the information. By survey, researcher or analyst could infer descriptive statistics
quantitatively and qualitatively from the data and information. Sampling as the
proxy of population condition would be valid with appropriate sampling selection
and survey execution.

In gathering information, the conducts of surveys have specific characteristics
such as asking some people questions by way of interviewing or filling questioner.
Surveys could provide information such as behavior, needs, expectation, and
opinion which represents selected group. In addition, a survey could also be used as
a tool to gauge specific needs for instance attitude and preference. As a primary
data, surveys usually are done by means of direct contact with the respondents. The
execution of surveys is by way of written questionnaire which can be distributed by
mail/fax/email, or via interviewing.

It is undeniable that there are some advantages and disadvantages of different
ways in conducting the surveys. Yet, there is no such the best way that fit to every
survey. Surveyors should tailor the ways of survey based on their need in terms of
the objective, respondent sampling, information collected, time, and budget
constraint. Sometimes there is a trade-off between the cost and the quality. For
example, the written survey by mail is easier and less costly, yet it usually has low
response and is difficult to communicate the missing part. The following table 1
describes the pros and cons of means in survey.
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Advantages and Disadvantages of Survey Means

Table 1

Survey Means

Pros

Cons

Mail, facsimile,
email

Face to face
interview

Telephone

Focus Group
Discussion

The respondent can fill out the survey at his
or her convenience. It can be filled out
whenever the respondent has time

You can make it anonymous, which is much
more comfortable for some respondents
All respondents will have read the same
questions, eliminating any interviewer bias

The respondent will have time to check his
or her records before answering, if he or
she needs to verify information, he or she
will have the chance to be accurate

The surveyor could achieve a 100%
response rate of the questions

Surveyor could decide on follow up
question

Could hear far more than just what the
interviewee tell

Combines the efficiency of a mail survey
with the personal contact of an interview

More efficient as many more people can be
interviewed

More effective and economical instrument
A socially oriented research

They are not very flexible; there is no
interviewer present to probe for answers, so
you can only read what the respondent has
written, with no opportunity to look at facial
expressions or body language

The return rate is generally low
Respondents may leave answers blank

Surveyor cannot control when respondents
will send the survey back

You may not be able to tell the difference
between those who simply did not return the
survey and those for whom you had an
incorrect address

Requires considerable training
Time consuming and costly to conduct

Unless strictly controlled, interviews can
easily meander from the main subject

Less personal that face to face and all the
body language data will be lost

Response rate can also be low, but could be
remedied by preceding the call with a brief
letter alerting the respondent that a phone
call is on the way

Best used for short and very focused
interviews

Participants may respond in ways designed
to please others

People are reluctant to contradict prevailing
viewpoints

Participants may choose not to reveal certain
information in a group setting

Members may be influenced by opinions of
others who best articulates their opinion
The moderator has less control over the
focus group compared to interview

The selection of group members is likely
affect the outcome

2.2 Surveys as a tool to collect data by central bank

Central bank usually collects primary data by reporting system. The obligation of
reporting data to central bank has been expanded, not only by banks as the
intermediary institution but also covers corporations. In Indonesia, central bank has
the obligation to maintain stability in exchange rate; therefore it requires report
from the corporations in foreign exchange transactions including export, import,
external debt, and transactions in financial market. Nonetheless, reports by banks
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and corporations are not sufficient to infer some information particularly the
behavior in expectation and forward looking actions.

By doing surveys, central bank could acquire some specific information needed
since data movement in reporting system does not reflect the behavior driven
behind the number. Moreover, flexible information needed could be tailor-made by
central bank by conducting surveys to dig up deep information of preferences,
reaction, reason, planning, and other forward looking actions of specific situation.

3. The measurement of surveys

3.1 Theory and methodology

The history of survey began in 1889, when Charles Booth tried to study the poor in
London and the determinants of poverty by observing the life and labor of the
people. He did not use specific technique in sampling and questionnaire.
Nonetheless, he applied quantitative measurement to identify the fundamental
social problem. Currently, in the 21st century, the execution of surveys has evolved
to a more complex system, efficient and promptly, supported by rapid advanced in
technology development. Most disciplines in social sciences have implemented
survey as the methodology of the studies.

The methodology of the survey identifies the design; collection, processing, and
analysis of survey in the framework of benefit and cost constraint. Each step has an
effect on the quality of the survey and involves cost implication. By means of survey,
researcher or analyst could infer phenomena and behavior from the data and
information gathering based on sample. Yet, there is always a trade-off between
cost and quality or level of error. Poor design and execution in each step in the
survey; will generate bias and error. The fundamental challenge in the survey is how
to minimize error so as to achieve the objective.

Converse (1987) described four perspectives of survey in United States that are
the purpose of the survey, the development of the question, sampling method, and
the data collection method. Each perspective has some challenges in building the
survey becomes effective. The purpose of the survey should be clear given that it
will effects the questions design.

Survey basically is intended to identify the population/group behavior or
condition, not individual characteristics. Based on the statistics measured, analyst
could draw inferences about the characteristics of the group or specific population.
Groves et al (2004) stated that there are two requirements to achieve true inference:
1) Answers of the survey must accurately describe the characteristics of respondent;
2) The respondents must have characteristics similar to those of the targeted
population/group observation. When this prerequisite is not met, then survey
statistics will contain error. Error is defined as deviation of what is expected in the
survey than what is gained. There are some possibilities of errors evolved such as
mistake in questionnaire, poor record, and inappropriate/missing sampling. In
building the survey design, surveyor has to minimize error in survey statistics by
minimizing gap between successive steps. There are some errors such as coverage
error, sampling error, non response error, adjustment error, measurement error, and
processing error.
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3.2 The construction of survey

Bergh (2009) in the use of surveys by central bank (IFC bulletin No 30) concluded
from the workshop discussion that conducting a survey is an art as much as a
science. Some central banks specifically recruit statisticians to develop and build
surveys. The need of gathering information in advance has been burgeoning since
macroeconomic condition becomes more dynamic and volatile. Interconnected
among countries had been evolved to a borderless transaction almost in all sectors
of which encouraged by advanced technology. This development has driven more
complex transactions including the difficulties in data collection. One way another
to obtain the data of economic activities is through survey execution.

The authority of central bank to acquire data and information from survey is
based on central bank act in 1999. The legal framework of survey done by central
bank has also guaranteed the confidentiality of the individual data and information
as the publication always in the aggregate figure. In building surveys, central bank
uses several method in sampling and statistic methodology, depends on the
objective and the need. Type of questionnaires could be in the form of open ended,
closed ended, or a combination questions.

Groves (2004) stated that a survey is developed from designing to processing.
Good survey design usually determines the quality of the survey. There are two
parallel dimensions of a survey, the element of information needed and the
population description as describes in the diagram 1. The measurement of a survey
consists of several steps from construct, measurement, response, up to edited
response. On the other side, representation covers stages of target population,
sampling frame, sample, respondents, and post-survey adjustment. In the edited
response stage, outlier responses could be identified. The missing data could be
estimated in the post-survey adjustment stage by imputation. Based on the stages,
analyst and researcher could infer statistics of the survey.

Survey cycle in design perspective

Diagram 1

Target
Population

Sampling
Measurement Frame

Response

Respondents

Edited

Response Postsurvey

Adjustments

Survey Statistic
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Likewise, survey cycle based on process perspective begins with the objective
which then follows into two paralell processes. One process consists of stages in
choosing sampling frame, and in designing or selecting sampling. The other process
encompasses of choose mode of collection, and construct or pretest questionnaire.
Based on these two processes, surveyor could recruit and measure sample, followed
by code and edit data, make post-survey adjustment, and finally perform analysis.

Survey cycle in process perspective Diagram 2

Define Research
Objective

Choose Mode of Choose Sampling
Collection Frame

Design and Select
Sample

Construct and Pretest
Questionnaire

Recruit and
Measure Sample

Code and Edit Data

Make Postsurvey
Adjustments

Perform Analysis

3.3 Survey index construction

There are many methodologies in index construction. Some of the survey indexes
conducted by Bank Indonesia are constructed by the net balance which is the
difference between the percentages of respondents with the answer
“increasing/better off’ with the percentage of respondents with the answer
“decreasing/worse off". Several surveys use balance score which is the net balance
added by 100. The index above threshold of 100 indicates an optimism condition,
and vice versa, the index below threshold of 100 indicates a pessimism condition. In
retail survey, it implements index calculation by weighted balance score with the city
weight. Furthermore, business survey applies weighted net balance by multiplying
the net balance with the weight of each sector in gross domestic product.

Besides the above index calculation, primary residential property survey
employs chained weighted index. In secondary residential property index utilizes
cost approach and market value approach. For commercial property index, the
weight is based on the spacious of leased property or unit sales. On the other hand,
retail survey utilizes real retail index to measure the real retail volume by deflating
the index. The retail index is also weighted based on the city weight. Consensus
forecast survey uses mean point estimate in finding the average forecast from the
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expert. Pooling methodology is also utilized in some surveys. The following are the
index calculations of some surveys.

1. NetBalance = Y Ui+ > D;

Ui = The number of respondents with the answer of “increasing/better off
D; = The number of respondents with the answer of “decreasing/worse of”
Weighted Net Balance = YWeight *(Net Balance)

Balance Score = Net Balance + 100 = (3 Ui+ > D;) + 100

Weighted Balance Score = YWeight *(Balance Score)

Chained index = Price Index .1 + (Price Index .1 x Price ;/100)

Chained weighted index = Yweight x(Chained Index)

Pooling = Median answer /Total Respondent

® N o vk W N

Mean point estimate = 5 Answer/Total Respondent

3.4 Error and bias in survey

Why error occurs in a survey? The starting point is to understand the procedure of
conducting a survey. It is necessary to identify potential sources of error in survey
and minimizing its gap. Errors in the survey could be classified as sampling error
and non sampling error. Survey always relates to a sample selection of population.
Sampling error usually occurs to a particular group selection which does not
represent the targeted respondents and sample size that creates low response rate.
In addition, non sampling error such as measurement error arises as the
consequence of mismeasurement. This among other includes incompetence
surveyor, interviewing process, and inappropriate methodology. Yet, errors
sometimes are recognized when the result creates biases and contains puzzles or
contradictions. The following table lists common sources of error and some
strategies to minimize them.
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Survey's error and strategies to minimize error

Table 2

Source of error

Examples

Strategies to minimize error

Planning and
interpretation

Sample selection

Survey methods

Questionnaire

Interviewers

Respondents

Processing

Estimation

Inadequate definitions of concepts, terms
or populations.

Inadequate list from which sample is
selected; biased sample selection.

Inappropriate method (e.g., mail survey for
a very complicated topic).

Loaded, misleading or ambiguous
questions, poor layout or sequencing.

Leading respondents, making assumptions,

misunderstanding or misreporting answers.

Refusals, memory problems, rounding
answers, protecting personal interests or
integrity.

Errors in data entry, coding or editing.

Incorrect weighting, errors in calculation of
estimates.

Ensure all concepts, terms and populations
are defined precisely through consultation
between data users and survey designers.

Check list for accuracy, duplicates and
missing units; use appropriate selection
procedures.

Choose an appropriate method and test
thoroughly.

Use plain English, clear questions and
logical layout; test thoroughly.

Provide clear interviewer instructions and
appropriate training, including exercises
and field supervision.

Promote survey through public media;
ensure confidentiality; if interviewer-based,
use well-trained, impartial interviewers and
probing techniques; if mail-based, use a
well-written introductory letter.

Adequately train and supervise processing
staff; check a sample of each person’s work.

Ensure that skilled statisticians undertake
estimation.

4. Surveys conducting by central bank of Indonesia

4.1 Bank Indonesia surveys

Realizing the importance of surveys as the means of economic intelligence, Bank
Indonesia has conducted surveys since 1993. Bank Indonesia has been developing
surveys in line with the need to establish more credible and effective policies. To
support the development and the quality of surveys, Bank Indonesia established a
special division in the statistics department to manage surveys for requirements in
all of its function in monetary, payment system, and financial stability policies.
Currently, the variety of surveys undertaken by Bank Indonesia has reached up to
seventeen (17) surveys as in the table 2. The majority of surveys are related to
corporations as respondent to gather and comprehend the path of business
condition and expectation. In addition, consumer and household is the target of the
survey to measure the behavior in consumption and investment. The frequencies of
surveys are varied from weekly to annual. The objective of data collection from
surveys could be classified into 3 targets of factual information or economic
intelligence area of measurements. These are economic development trend,
expectation behavior in economic and price; and action plan of respondents. By
conducting the surveys, central bank could gain early information of
macroeconomic indicators and their trend movement to measure the economic
condition, despite the lags in the release of macroeconomic indicators.
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Bank Indonesia carries out surveys by building collaboration with all regional
branches. Regional branches undertake similar surveys with the coverage of areas
under their authorities. The head office collects all surveys and makes recapitulation
and summarization as a national index of surveys. The surveys could also be
undertaken by outsource surveyor as not all surveys could be done by Bank
Indonesia itself. Sometimes there are differences of the qualitative information
among regional branches which have specific factors related to the regional
circumstances. This is happened as Indonesia is a country with a vast area from west
to east, and has many big islands that made it has wider gap in economic
development and infrastructure as well.

Survey execution is usually costly given that it needs a lot of resources in terms
of human resource as interviewer, recorder and statistician. It also takes time to
accomplish the whole process of survey. Therefore, the benefit and cost of survey
should be measured considerably. The design and process of survey should be
thoroughly prepared as it is difficult to step back when the survey has begun.
Nonetheless, the refinement of the survey is usually done when there is bias in
result. Some of the huge surveys need to be tested through the pilot project so that
fine tuning in questionnaire and in sampling could improve the quality of the result
and its effectiveness.
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Bank Indonesia Surveys Table 3
No Type of Sampling Regional Index Method Survey method Period Establish- Objective
survey respondent coverage ment
1 Business Purposive sampling: 38 cities Weighted net Mail and web Quarterly 1993 To get early information and expectation on the
tendency 2700 corporations balance (on line) development of economic activities in real sector
of all sectors in GDP and pricing in the upcoming months ( three and six
months)

2 Corporation Stratified purposive  Several Quantitative Mail Annually 2010 To identify the sources of vulnerabilities in financial
sampling : 100 non  cities and qualitative stability from the transmission of corporations
listed corporations descriptive activities
(previously 42), analysis
sectoral (pooling and

simple average)
3 Consumer Stratified random 18 major Balance score Telephone and Monthly 1999 To obtain early information on household
Confidence sampling: 4600 cities (net interview consumption tendency and inflation expectation
households balance+100)
and weighted
average for
qualitative data

4 Household Stratified random 10 major Quantitative CAPI (computer  Annually 2009 To measure the asset and liability composition of
sampling: 4700 cities and qualitative assisted household, particularly the leverage and repayment
household descriptive personal capacity as the basis for estimation in full sectored

analysis interviewing) account statistics and macro-prudential policy

5 Retail Purposive sampling: 10 major Weighted index  Interview Monthly 1999 To get early information and expectation on retail
650 retailers cities — retail sales, sales, consumption spending, and inflation pressures

Weighted

Balance score-
inflation (net
balance+100)
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Bank Indonesia Surveys (cont) Table 3
No Type of Sampling Regional Index Method Survey method Period Establish- Objective
survey respondent coverage ment

6 Production Stratified purposive  Several Weighted net Mail, fax, email Quarterly 1999 To get information the development of production,
sampling: 250 cities balance capacity utilization, and expected producer price.
corporations in
manufacturing

7 Price Stratified purposive  Markets in ~ Weighted Interview Weekly 2006 To identify monthly inflation through the weekly
sampling: 18 major commodities price movement monitoring as nowcasting indicator.
- 48 highest cities and cities price
weighted (CPI1=82 changes
commodities in CPI ~ Cities)
(of 859
commodities)
— 3 retailers in each
market, hypermart

8 Primary Purposive sampling: 14 Major Chained Interview Quarterly 1999 To understand the direction of residential property
Residential 441 developers cities weighted index price development in the primary market, as well as
property its supply and demand.

9 Secondary Purposive sampling:  Jakarta Weighted price  Interview Quarterly 2011 To understand the direction of residential property
Residential brokerage and price in secondary market and its sales velocity as an
property residential owner indicator of potential bubble.

10 Commercial Purposive 3 Major Weighted Interview, Quarterly 1996 To identify the development of commercial property
Property Sampling: office, cities selling price/ telephone and its relation to the economic condition.

hotel, mall, rented price
apartment,
industrial

11 Consensus Purposive sampling: 18 major Pooling, mean Mail, fax, email Quarterly 2001 To discover the level of macroeconomic indicators

forecast 200 of economist, cities point estimate (GDP, inflation and exchange rate) prediction by

academician,
banker, market
analyst, researcher

experts.




6€ ON ulld|Ing D41

€T

Bank Indonesia Surveys (cont) Table 3
No Type of Sampling Regional Index Method Survey method Period Establish- Objective
survey respondent coverage ment

12 Banking Purposive sampling:  Jakarta Net balance Email Monthly 1999 To identify the movement of lending, pooling fund,

42 banks (head liquidity and lending policy of banks in the next term.
office) As the complement and quick information to the
monthly banking reporting which has 1 month lag.

13 Liaison Stratified purposive 41 regions  Descriptive In depth Quarterly 2007 To get in depth qualitative information and guidance
sampling: leading analysis, Likert interview of economic condition (GDP, inflation, balance of
corporations in the scale payment, financial market) from corporations. As the
region complement and explanation of

quantitative/statistics development.

14 Foreign direct  Stratified purposive ~ Major Simple average  Mail survey Bi-annual 2000 To know the coverage of foreign capital/ownership
investment sampling: cities and weighted role in corporations and the data of foreign direct

corporations with average investment activities. As the information of potential
foreign share of flows in capital account of balance of payment and
10% and above international investment position.

15 Workforce Stratified purposive 9 cities Pooling data, Interview Biennial 2010 To understand the movement and the behavior of
(inflow- sampling: classified quantitative and remittances flows as well as their impact to economy
outflow) Indonesian who as migrant  qualitative activities (in consumption and investment/saving),

work abroad for a enclave descriptive and welfare (education and health). As the
year or more, retired  areas analysis information for proxy estimation in balance of
worker abroad and payment.

their family

16 Foreign Debt  Stratified purposive  Majority in  Pooling data, Interview Bi-annual 2011 To identify the potential risk and risk management
sampling: Jakarta quantitative and of corporation’s external debt. As the measurement
corporation which qualitative of potential demand in foreign exchange and the
have external debt analysis volatility of exchange rate.

17 Special/Ad Purposive sampling  Majority in  Tailor made Telephone One time To get in depth qualitative information for specific

hoc Jakarta (majority) (non current issues in economic, monetary, payment
routine) system, financial stability, balance of payment etc.




In designing the questionnaire of each survey, Bank Indonesia gathered all the
needs of analyst, economist, and researcher in the central bank. All of surveys are
designed to support the analysis and recommendation to the policy maker or board
of governor. Central bank also publishes all of the surveys in the website, and
sometimes arranges media conference. The aim of the publication is to provide
information and to drive the market to a more rational expectation based on the
fundamental economic condition. Liaison and ad hoc surveys have been used to
collect specific economic intelligence, particularly when the economic diagnostic
indicates there is a certain issue. To confirm the fundamental issues, by interviewing
related corporations, liaison surveyor could gain in depth insights of economic
condition and the expectation of business agents. The qualitative information from
the liaison survey is valuable to gauge and judge the real state of economy in
feeding the process of the appropriate policy of central bank.

It is acknowledged that primary data from the report is not sufficient to tell the
story behind the numbers. Therefore, economic intelligence by survey is expected to
support the factual information to identify the actual current economic condition
and to forecast the future state of economy. The coverage of information in the
surveys is as in table 4, among others is information of current condition and
expected condition. The essential information to guesstimate the trend path of
inflation is pricing and expected price movement.

The coverage of information in the surveys Table 4
Business survey Consumer Survey

e Business condition e Current Condition

e Production volume e Expected Consumption (6 months ahead)

e (Capacity utilization e Consumer Confidence

e Employment e Expected price (3,6 months ahead)

e Sales, orders, inventory e Employment

e Sales price (next quarter) e Currentincome

e Expected inflation e Expected income (6 months ahead)

e Investment realization e Repayment capacity

Retail Survey Production Survey

e Current retail sales e Production (sector)

e Expected retail sales (3,6 months ahead) e Capacity utilization (sector)

e Expected price (3,6 months ahead) e Pricing (sector)

® Loan interest rate (3,6 months ahead) e Factors affected production and price movement
Banking Survey Liaison survey

e Current New Loan e Production, inventory, sales, capacity utilization
e Loan projection e Prospect of business, investment plan

e Deposit and projected deposit funding e leverage

e Sources and uses of fund e Cost structure, pricing

e Cost of loanable fund, Cost of fund e Employment

e Deposit and credit interest rate e Financing

e Lending policy e Currentissues
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The coverage of information in the surveys (cont)

Table 4

Corporation Survey

e Production, capacity utilization, input, inventory

e Cost structure

e Balance sheet, profit and loss
e Financing, Leverage, Liquidity
e Sales, Return

e Employment

Price survey

e  Price of volatile food

e Price of core inflation

®  Price of administered commodities

Foreign direct investment survey

e Investment inward, outward (current and plan)
e Capital investment (current and plan)

e Share of ownership

e Retained earning

e Capital flows (outward and inward)

e Liabilities to non resident

Risk management survey of foreign debt
e External debt outstanding

e Risk management, Hedging position
e Repayment capacity

e Liquidity, Solvability

e Utilization of external debt

Secondary residential property survey
e Sales velocity

e land price

e Financing mortgage

e Current and expected price
Special/Ad hoc survey

e Tailor Made based on the requirement in
monetary, payment system, and
macroprudential policies

Household Survey

e Asset, Liabilities items

e Share of loan in liabilities

e Share of financial asset

e Consumption share of income

e Expenditure of household to corporate

Workforce (outflow-inflow) survey

e Remittance of workforce

e Salary and remittance ratio to the salary

e Impact of remittance to the local welfare
e Frequency and mode of transfer of fund

Consensus forecast survey

e Estimated economic indicators of GDP,
inflation, and exchange rate (4 quarter
ahead, average of the year, and next year)

e Factors behind the movement of estimated
indicators

Primary residential property survey

e Residential property price (current, next
quarter)

e Factors behind price movement

e Residential property sales and construction
e Demand and supply

e Financing of residential property
Commercial property survey

e Occupancy leased office (trend and price)
e Supply of commercial property

® Price of commercial property

4.2 The utilization and role of surveys in Central Bank policy

As economic intelligence, the utilization of surveys as has been described previously
is to fill the data gaps and to feed the information to support economists better
understand the real story behind the numbers of current and projection indicators.
The result of surveys and their benefit among others are illustrated in the following
graphs below. Price survey is the most significant nowcasting and accurate survey in
predicting monthly inflation. The deviation of price survey to the real inflation is
relatively small as indicated in the graph. In general, the deviation is close to zero
for both based on month to month and year on year growths. Related to the
expected inflation, consumer survey could predict the trend of inflation in most of
the time, particularly in the recent years.
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In addition, production index could also become signals of cycle movement
trend to gross domestic product (GDP). Previously, the movements of production
index tend to become a coincident indicator of GDP in manufacturing, however, in
the recent years it inclined to become leading indicator. The shifting of this
movement might be driven by respondent selection which moving towards
manufacturers in intermediary good compare to final good production. Production
index is also co-movement to the transaction in real time gross settlement (RTGS) in
the payment system. This reflects that the movement of RTGS and production index
are able to predict the trend of growth in GDP of manufacturing. Furthermore, retail
sales index has the same tendency movement with cartal or bank notes and coin
circulation, and card payment transaction. On the other side, banking survey has the
capability to project the new credit growth path in the future, regardless of some
inappropriate signals in the recent years.

Price Survey and Real Inflation

Graph 1
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Expected Inflation (Consumer Survey) and Real Inflation Graph 2
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Retail Sales Index, Cartal Circulation, and Card Payment

Graph 4
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Credit Growth (Banking survey) and New Credit Growth Graph 6
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4.3 Bias, error, and challenge in survey

It is unavoidable that there are always errors and biases in the surveys, either
sampling error or non sampling error. Nonetheless, Bank Indonesia always tries to
minimize the error by evaluating the survey and its result periodically. Weaknesses
and challenges among others are low response rate, bias sampling, discontinue
response of panel data respondents, refusal, misinterpret questionnaire, and bias
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answers. Even though, there is a legal basis in the act of central bank for the surveys
undertaken, hitherto there are a lot of refusal and discontinued response of
respondents both in corporations and consumers. Central bank has no authorities
to penalize or enforce respondents to participate in the surveys.

In dealing with obstacles in surveys, central bank always makes efforts in
building engagement with the respondents. The most difficult thing is in
maintaining the panel data of the survey. To fill the missing respondents of panel
data, central bank always replaces respondents to persistently maintain appropriate
structural sampling. Inappropriate respondents in panel data might also create
biases in results. Therefore, Bank Indonesia refreshes the respondents periodically,
particularly respondents with high bias result.

In building engagement with respondents, Bank Indonesia gives souvenirs as
the appreciation of participation in the surveys. Periodically, Bank Indonesia
arranges respondents meeting to communicate directly and gains some insights for
survey improvement. Moreover Bank Indonesia always publishes the surveys in the
websites so that respondents -especially corporations- could guess their position in
the market compare to their competitor position in general. Nonetheless, there are
always biases as the consequences of sampling error. This is attributable to the
incorrect classification, false group of respondents or error in structural sampling
design. Beside error in sampling, furthermore, unsatisfied result could be originated
from misinterpret questionnaire by respondents.

Challenges has not just come from the current surveys, but also from the
requirement of international needs such as Data Gap Initiative (DGI)
recommendation in the G-20 countries commitment. This includes among others
are the property price and full sequence account of sector, particularly household
and corporation. To fulfill the commitment in Data Gap Initiative recommendation,
Bank Indonesia develops surveys as the tools to acquire the data needed. The
surveys include, inter alia, corporations, households, and property surveys. The
demand of data needed by central bank and international database commitment
becomes more granular. This could be understood given that the state of economy
becomes more dynamic and more specific issues entrenched in it.

In addition, errors could be arisen from the inappropriate methodology. For
instance, in the calculation of business index which is designed to track the gross
domestic product is based on all sector productions including goods and services.
As the value added calculation of services production is different to goods
production, the base of index calculation of services should also be calibrated
analog to gross domestic production calculation. Moreover, economy structure has
been changing continuously; hence the weight of each sector has also been varying.
Consequently, weights of sectors in surveys should also be reviewed from time to
time.

The strategy to build strong and cohesive relationship with the respondents,
either enterprise or household has been developed. It is acknowledged that the
binding of Bank Indonesia with the respondents of the surveys is still in the
mediocre level. Notwithstanding, Bank Indonesia keeps trying to fasten the
relationship with the expert in consensus forecast survey by organizing focus group
discussion occasionally. In addition, Bank Indonesia also holds workshops to
educate and to appreciate corporations as respondents, and to explain the
importance of surveys for the central bank policy as well as for the corporations in
doing the business.
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5. Conclusion

Lag in macroeconomic indicators release has made central bank in difficult position
of discovering the real state of current economic condition. This has generated
some limitations in accuracy of predicting future state of economic to set up
appropriate policy. Furthermore, the indicator and forecasting in numbers could not
fully describe the factual activities of economic agents, their expectation, and their
action plan. To overcome this impediment, central bank needs to do nowcasting,
among others by doing the surveys to obtain data and information of current
economic circumstances and expectation of economic agents. Thereafter, central
bank could track the real path of economic state and make economic state
prediction in the short run.

By conducting surveys as economic intelligence, central back could get more
insights in the trend and cycle of current economic condition, as well as inflation
path to drive the inflation movement into the corridor of central bank target band.
It is proven that surveys could become powerful sources of information to confirm
the state of the economy and acquire the factual issues as well as the explanation
behind the numbers.

Surveys have been admitted to be useful in providing enriched information to
the economist to assess the economic condition for the policy decision process.
Bank Indonesia has conducted survey since 1993, and developed its varieties up to
seventeen surveys currently. Nevertheless, central bank still faces challenges in
improving the quality and the accuracy of its surveys as the measurement of the real
state of the economy as well as economic projection. There are many parts of the
surveys that have to be improved. These among others are inappropriate sampling
in group and quantity, improper methodology, and the utilization of surveys.
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Assessing dynamics of credit supply and demand for
French SMEs, an estimation based on the Bank
Lending Survey®

Edwige Burdeau®

Credit supply and demand cannot be observed simultaneously as quantitative data
do not enable to disentangle the two effects. Nevertheless, the Bank Lending Survey
(BLS) conveys additional information on variations of credit standards for approving
loans and credit demand perceived by banks.

In this study, credit supply and demand dynamics are estimated through a
dynamic disequilibrium model relating balance of opinions from the BLS and flows
of loans. Such a model applied on SMEs in France between 2006 and 2013 shows
that credit supply fell sharply in 2008, but afterwards, flows have mainly been driven
by SMEs’ demand for credit.
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Non-technical summary

The Bank Lending Survey (BLS), a qualitative survey led across the Eurosystem since
2003, is an additional source of information on credit markets. Every quarter, euro
area bankers are asked about their opinions on the evolutions of credit standards and
demand for different counterparts. Their individual answers are then gathered to
produce macro-economic indicators reflecting credit market conditions in the euro
area. Nevertheless, the BLS balances of opinions do not enable to disentangle properly
credit supply and demand as they reflect evolutions, and not levels, of credit standards
and credit demand perceived by bankers. Besides, evolutions of BLS indicators and
actual credit market data may be difficult to relate.

This paper expands previous studies by proposing an original estimation method,
which enables to disentangle and estimate, in quantitative terms, credit supply and
demand levels. A dynamic disequilibrium model linking solely net credit flows and BLS
balances of opinions, a model never applied to our knowledge on these data, is
considered. Disequilibrium models are defined as models, for which supply and
demand cannot be observed simultaneously; only their minimum is observable. In this
study, actual net credit flows are supposed to match the minimum of credit supply
and demand at each observation date. Besides, the model includes dynamic
components, implying the use of an innovative estimation method. This model is
applied to data on SMEs’ credit in France. This is particularly meaningful as French
SMEs rely heavily on banks as credit intermediaries.

From this model, indicators on credit supply and demand of SMEs have been
extracted. Results are consistent with studies and surveys on access to credit for French
SMEs. On one hand, SMEs may have been credit rationed during the financial crisis,
but only moderately and transitorily. On the other hand, if credit demand from SMEs
has significantly decreased during both Lehman Brothers and the sovereign debt crisis,
the demand appears still sluggish in the aftermath. Those results have been obtained
using a parsimonious model due to the small sample available. As time goes by, this
model may be enriched with other variables. Besides, as a growing attention is put on
granular data, a dynamic model applied at a micro level relying on bank’s qualitative
answers to the BLS questionnaire could be explored.
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I. Introduction

1. Disentangling credit supply and credit demand

Credit developments in the last years have been followed closely by decisions
makers but simultaneous deterioration of banks’ balance sheets and firms demand
made it more difficult to design the most appropriate policies. The balances of
opinions from the Bank Lending Survey, a qualitative survey conducted since 2003
at the Eurozone level, complement in a qualitative manner the usual quantitative
data such as credit flows, to enlarge the range of data available to economic
analysis. Nevertheless, quantitative and qualitative data on credit still do not enable
to disentangle rigorously credit supply and demand.

This paper contributes to this objective, by linking qualitative and quantitative
data to simulate credit supply and demand paths. Credit supply and demand to
French SMEs are estimated through a dynamic disequilibrium model relating
balances of opinions from the Bank Lending Survey and net credit flows. This article
contributes to different strands of the literature. Firstly, even though Bank Lending
Survey balances of opinions have already been used to explain the evolution of
credit flows, to our knowledge, a methodology such as a dynamic disequilibrium
model has never been proposed. Besides, several articles on the credit market have
used a disequilibrium model but in its static form. This study relies on a dynamic
form that allows the current supply and demand components to depend on their
past values. Finally, few articles take advantage of the Bank Lending Survey to
analyze the credit distribution to SMEs. However, the SMEs, including
microenterprises, represent in France more than 99% of the enterprises, more than
50% of the jobs and around 44% of the value added.’ Besides, SMEs are strongly
dependent on the bank financing. As a consequence, the evolutions of credit to
SMEs should be monitored closely.

For this purpose, several surveys on credit access of SMEs have been set up in
the last years. Nowadays, for most European countries, perceptions of both bankers
and enterprises on credit markets are collected and analyzed. After the
implementation of the Bank Lending Survey, the European Central Bank in
collaboration with the European Commission has set up in 2009 the semi-annual
survey SAFE dedicated to financing conditions faced by SMEs; enterprises are asked
to report their requested external financing and the financing obtained. For France,
the Banque de France has decided firstly to launch a monthly edition of the Bank
Lending Survey as of 2012, in addition to the quarterly one conducted under the
aegis of the ECB, and secondly to conduct its own survey on small and medium-
sized enterprises and mid-tier enterprises to assess their demand for financing and
the credits obtained with respect to demands.

2. The Bank Lending Survey

The Bank Lending Survey has been set up by the Eurosystem in 2003, in the manner
of those already carried out by Japanese and American central banks since 2000

Source: French National Institute of Statistics and Economic Studies (INSEE).
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(Senior Loan Officer Opinion Survey on Bank Lending Practices at Large Japanese
Banks) and 1967 (Senior Loan Officer Opinion Survey on Bank Lending Practices)
respectively. This qualitative survey, implemented in each euro area country, has
been developed to enhance monetary policy-makers’ knowledge on credit markets.

Each quarter, senior loans officers are asked to assess evolutions of credit
supply and credit demand for different counterparts. Additional information on
those evolutions is also provided, such as the underlying causes of these variations
(credit factors : balance sheet constraints, external financing costs, competitive
pressure, and demand factors such as the weight of other types of financing) and
how credit standards are modified (variations of margins and amounts granted).
Depending on the economic and regulatory environment questions may be added
temporarily.

Senior loans officers give their opinion on the evolutions of credit standards by
choosing among five modalities: “tightened considerably”, “tightened somewhat”,
“remained basically unchanged”, “eased somewhat”, and “"eased considerably”.
Similarly, evolutions of credit demand are assessed by bankers who choose among
five modalities: “decreased considerably”, “decreased somewhat”, “remained

"o

basically unchanged”, “increased somewhat”, or “increased considerably”.

In France, each quarter, major banking institutions give their opinions on
various markets segments: credit to large enterprises, credit to SMEs, consumer
loans and loans for house purchases. For each question, a balance of opinions is
calculated from individual responses. The indicator of the evolution of credit
standards (resp. the evolution of credit demand) is defined as the difference
between the percentages of weighted answers relating a tightening (resp. an
increase) and those relating an easing (resp. a decrease). Each individual answer is
weighted by bank weight within the sample. The sample is designed to represent
the French banking system: the representativeness rate of the BLS reaches 54% of
the outstanding amount of credits to enterprises, 86% for loans for house purchases
and 58% for consumer loans.

Since 2007, The Banque de France has been experimenting a monthly version
of the ECB’s Bank Lending Survey. The monthly questionnaire resumes the principal
questions of the quarterly one on evolutions of credit supply and credit demand for
the different counterparts; but bankers are asked to assess monthly evolutions
instead of estimating quarterly ones. Since 2012, as credit markets require a close
monitoring, the monthly Bank Lending Survey is published every month.

3. Previous studies

The Bank Lending Survey provides additional information on credit markets,
allowing to disentangle credit supply evolutions from credit demand ones.
Econometric models such as macroeconomic models linking credit cycles, business
cycles and monetary policy may take advantage of this original information.
Ciccarelli et al. (2010) estimate the impact of a monetary policy shock on GDP and
inflation through the credit channel in the US and the euro area. For this purpose, a
VAR model including BLS balances of opinions on credit demand and supply to
represent the balance sheet channel and the bank lending channel respectively is
estimated. According to their results, households reduce their credit demand due to
constraints on their balance sheets whereas businesses credits may more probably
be affected by banks’ reduction of credit supply.
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Besides, BLS balances of opinions have been frequently used as explanatory
variables of the evolutions of credit flows, and those of GDP (De Bondt, Maddaloni,
Peydro, & Scopel, 2010). From BLS responses, Hempell & Sorensen (2010) analyze
the propagation of the financial crisis, and especially the impact of the worsening,
during the crisis, of banks' financing capacity, on the outstanding amounts of loans
to households and enterprises. Applying a cross-country panel-econometric
approach, they show that even when controlling for pure demand effects, supply-
side constraints can affect loan growth. For France, as shown by Lacroix &
Montornes (2009), the slowdown of business loans was caused by a tightening of
credit standards and then by a fall in demand. The evolutions of credit to
households were primarily explained by credit demand. Additionally, from the deep
structure of the questionnaire, precise analyses of which factors have influenced the
changes in credit standards and demand during the crisis have also been frequently
presented.

Furthermore, there is a growing interest for individual banks responses to the
Bank Lending Survey. Del Giovane, Nobili and Signoretti (2013), following Del
Giovane, Eramo and Nobili (2011) estimate a structural econometric model to assess
the impact of demand and supply factors on the cost and the dynamics of lending
at the bank level. They provide additional evidence on the effects of the sovereign
debt crisis on the credit market in Italy. Blaes (2011), using a panel approach based
on a dataset matching individual responses to the BLS and micro data on loan
quantities and prices, finds that credit supply and demand both contributed to the
fall in bank lending in Germany during the crisis years.

In this study, the BLS balances of opinions are once more used as proxies of the
credit supply and demand. However, the econometric model applied in this case, a
disequilibrium model, differs from those of previous studies relying on the BLS. This
methodology, in its static form, has already been applied to credit markets.
Pazarbasioglu (1996) assessed the possible existence of a credit rationing in Finland
due to the banking crisis of 1991. Similarly, the possibility of a credit crunch
following the Asian crisis has been examined by E.G. Baek (2005). Finally, Hurlin &
Kierzenkowski (2003) rely on this specification to model the loans growth rate in
Poland. Generally, model inputs are quantitative macroeconomic variables such as
interest rate spreads, GDP and indicators of healthiness of banks' balance sheets.
Nevertheless, the choice of these variables may be controversial as they include
information on both credit demand and supply.

Besides, following the last financial crisis, several publications focused on the
financial constraints faced by European SMEs, at a micro and macro levels relying on
quantitative as well as qualitative data. Ferrando & Mulier (2013) proposed a non
parametric matching procedure to match individual responses to the SAFE survey
with balance sheet information. Their goal is to evaluate the probability for a firm to
be financially constrained according to its financial characteristics. Disequilibrium
models have also been used for models at a micro level. For France, Kremp &
Sevestre (2013), relying on a static “Tobit" disequilibrium model applied at the firms’
level, show that the evolutions of credit flows to SMEs during the crisis were not
caused by a credit rationing but more probably by a decreasing credit demand.

This study proposes an innovative approach, relying only on BLS balances of
opinions considered as indicators of pure credit demand and supply. Besides, this
approach, a dynamic disequilibrium model, differs from the previous studies; this
methodology is more appropriate to circumvent the fact that BLS variables reflect

IFC Bulletin No 39 5



the variations of credit demand and supply and not their levels. The model is
applied on balances of opinions on credit standards and credit demand of French
SMEs. As they rely heavily on the banking system for their financing, monitoring
their access to credit markets has become a major challenge.

The model will be outlined within section 2 and the results will be presented in
Section 3. Section 4 concludes.

II. Model description

1. A dynamic disequilibrium model

Since the 70s and the founding works of Fair & Kelejian (1974), disequilibrium
models, as a limited dependent variable models, have become a broad research
topic. As one of them, the cornerstone work of Maddala & Nelson (1974) proposing
an estimation method for parameters based on the maximization of a full
information likelihood function (FIML), raised much interest. At first, disequilibrium
models, in their static form, were defined as models for which demand and supply
are not observed simultaneously, only the minimum is, and both variables are
approached by exogenous variables. Other models were then derived from the
original ones, adding for instance an equation on prices, which permitted to identify
the limiting variable between the supply and demand components. Nevertheless,
estimation methods were not yet appropriate to estimate disequilibrium models
with a dynamic component, allowing to take into account serial correlation or to
introduce a lagged dependent variable in the demand or supply equation.

At the end of the 80s, Laroque & Salanié (1989; 1994) proposed a new
estimation method for a static disequilibrium model in which parameters are
estimated by minimizing a simulated pseudo maximum likelihood function of
order 2 (SPML2). This estimation method showed comparable estimation and
asymptotic properties as the FIML method. Besides, this method was found more
flexible; instead of estimating explicitly the likelihood function, a simplified
likelihood function is considered by assuming that, the observed variables, the
minimum of the supply and demand, are well described by their two first moments.
The two first moments are estimated by performing simulations of the supply and
demand components. Besides, as opposed to the FIML approach, this estimation
method may also be used to estimate a dynamic disequilibrium model. Laroque &
Salanié (1993; 1996) have tested and then applied this estimation method to a
dynamic disequilibrium model with a lagged dependent variable within the demand
equation.

At the end of the 90s, other approaches to estimate a dynamic disequilibrium
model were developed by Lee (1997) and Manrique & Shepard (1998). Lee
proposed a simulation method, a recursive algorithm to estimate a likelihood
simulator. Manrique & Shepard proposed an alternative method relying on Bayesian
simulations. Other methods seem to outperform Laroque & Salanié (1993) in terms
of the efficiency of the estimators. Nevertheless the Laroque & Salanié method is
more flexible and easier to implement.
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2. Specification of the model

In the present study, the estimation method proposed by Laroque & Salanié (1993)
is considered to estimate a dynamic disequilibrium model with lagged dependent
variables in both equations. The credit demand d; and credit supply s; equations are
estimated from lagged BLS balances of opinions on credit demand BLS?; and
credit supply BLStS_j. Both variables are supposed to be strongly exogenous.
Furthermore, the observed variable y,, i.e. the net credit flows to SMEs, is defined as
the minimum between the supply and demand components:

d; = a; + y1d,_1 + B1 BLS] ; + & ,where &,, ~N(0,0%)
(1) § s¢=az + V25,1 + B,BLS}_; + £, where £,, ~N'(0,0%)
y: = min(d,, s,)

The residuals ¢, and &,, are assumed to be independently and normally
distributed. An alternative model with a non-zero cross-correlation between the two
residuals was also estimated; the correlation parameter was nevertheless not
significant. The parameters ((ax)keq1,2p (Bidk err,2p Vidk er2p (Grdk er,2)) mMust be
estimated.

From this dynamic model, a pseudo model can be derived; for which the
observed variable yt is defined from its two first moments: its mean E[y;|x;] and its
variance V[y,|x.]):

(2) y¢= Elyelx] + n, wheren, ~ N(0,V[y,|x.])

These moments can be explicitly calculated for a static disequilibrium model
but not for the present dynamic disequilibrium model. As a consequence, they must
be estimated by performing simulations. For each time t in [1;T], H simulated
trajectories’ of demand and supply variables are estimated and, in this way,
H simulated values of the observed variable yt. For this purpose, 2H*T values
(ulfft,i € {1,2},h € [1;H],t € [1;T]) are drawn from a standard normal
distribution. These values, independently distributed according to t and h, are then
used to simulate H values of the credit demand component d?, the credit supply s,
and the net credit flows y/*:

dl = a; + y1d?, + B1 BLS? ; + o4 uill,t
(B) 1 st=a,+ vasi1 + BZBLSf_]- + oy uj,
¥ = min(a, s
From these H values y}, the first two simulated moments, the mean m¥ and the

variance v can be defined. In this case, as proposed by Laroque & Salanié (1993),
moments chosen as inputs of the likelihood function (Ff,V{) are moments of the

4 The H parameter was set to 1200. Choosing fewer or more simulations has led to similar estimated

values but this choice is an arbitrage between stability of results and convergence time.
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instantaneous and lagged values of the simulated variable Y* = (y* y,)’ to take
into account the dynamic structure of the model:

H
1
@ mf = 2>yt and Fll = (ml! mil )

1
(5) V¥ == > (V¥ =l (vf — F)"
h=1

The log-likelihood function 1¥ associated to the pseudo-model can be easily
extracted from the previous equations. The likelihood function at time t I is
defined as the probability density to observe y, estimated from the pseudo-model.
The log-likelihood function ¥, from which parameters are estimated by
minimization, is then defined as the opposite of the sum of the logarithm of I£:

1 1 -
(©6) U =——exp (=5 [Ve~ FITVI' [V, — FY1) with¥, = (v, ¥ 2
detvH 2
t

T
(7 i =- ) logi)

The parameters were estimated by minimization of the log-likelihood function
using a Levenberg-Marquardt algorithm.

Besides, the asymptotic distribution of the estimated parameters § , where 6 is
defined as 8 = ((@i)k 12 Bk er2y Vidk er,2y (Oidk eqr,2) May be expressed as:

8 VT (6‘ 9) P_’m N(O']H_IIH]H_l)

Where J, and I; may be approached by:

IF . (x,0 ___ OF,(x%,0
@ Tk = TZ (% )Vt(x‘,e)—l%

OV, (x4, 0) OV, (x4, 0)
t -1 t t -1 t
T til Tr(V.(x%0) 30 V.(x"0) EY

Where the abbreviation Tr represents the trace function and xt the explanatory
variables, i.e. the BLS balances of opinions.

And:

6lt(0) al.(0)
T a0 a0’

t=

T — —~ —~ —
1 al,(0) al,_,(6) 0dl,_,(6) al.(6)

(10) 1T, =

T a0 a0’ a0 a0’

t=i+1

The matrices ]Z and I’Z are derived from first derivatives of the means (F,),
variances (V;), and pseudo log-likelihood functions (l,) obtained by first differences.
The ]’Z formula has been proposed by Gourieroux et. al. (1984), the IZ by Newey &
West (1987). The value m; is determined endogenously as proposed by Andrews
(1991).
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3. Initialization of demand and supply trajectories

As both the demand and the supply equations contain a lagged dependent variable,
a set of initial demand and supply observations (df, s{) e [1,17 is needed for the first
iteration (time 1). For this purpose, some assumptions are made. The dataset
considered begins at the second quarter of 2006, nevertheless, the observations of
the second and third quarters of 2006 are kept to initialize the trajectories of supply
and demand variables and are resumed into the notation (y_;,y,). Supply and
demand are assumed to be at equilibrium and equal to the observed variable
y_, before the first observation date of the sample.” As both credit and demand
equations are not strongly persistent, this hypothesis seems acceptable. Indeed, at
time 0, the explained parts of supply and demand can be expressed by:

(11) dexp,O =a+ y1y-1+ BlBLSl_)i
Sexpo = @2+ V2y-1+ B2BLSY;

From these expressions, the probability A that the demand is the limiting state
atOis:

exp,0 — dexp,O

s
(12) 1= @ (
’a§+ a3

The notation ¢ accounts for the distribution function of the normal distribution.

)

To simulate H values (df},s}), a vector of H random variables (v});, cp1,ny is
drawn from a standard uniform distribution. For each h, if v} < 1, demand is
assumed to be the limiting state and equal to y,, otherwise demand is assumed to
be in excess and the demand value must be simulated. For this purpose, the
unexplained part of demand is drawn from a normal distribution truncated at
YO_dexp,O .

o1 :

(13) For each h,
if vt < A thendt =y,
—-d
else df = dgypo + 01819 Where g,9 = — ¢~ (Vi (— M))
1

For each h, a random value v} is drawn from a standard uniform distribution to

simulate the truncated normal distribution.

Symmetrically, if v} > 2, supply is assumed to be the limiting state and equal
to y,, otherwise supply is supposed to be in excess and must be simulated, by
drawing the unexplained part of supply from a normal distribution truncated at
Yo—Sexp,0,

a2 :
(14) For each h,
if vh > A thenst =y,
Yo — sexp,O))

else S§ = Sexpo + 026,29 Where 50 = — ¢~ (Vi (— -
2

> This initial choice does not seem aberrant; the balances of opinions on credit demand and credit

supply prior to 2006 have been quite stable or reflecting a thriving economic environment.
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From this methodology, H values of (d},s}) are simulated. These simulations
initialize each iteration step of the optimization algorithm, as some prior estimation
of the parameters values is needed to simulate these values.

4. Choice of initial parameters

The choice of appropriate initial parameters is crucial considering that the likelihood
function is not bounded, and may diverge if at least one standard deviation tends to
0 or if only one state, the supply or the demand, is the limiting state over the time
period of the sample. The initial parameters have been set following the
methodology proposed by Hurlin & Kierzenkowski (2003).

A first set of parameters ((ajp) e{1,2} Bk €{1,2p Yk €{1,2} (0@)k e1,2)) IS
estimated by considering the following equations:
(15) Ye = “% + Y%Yt—1 + B% BLS?—i + & = déxp,t + &, whereg;;~ N(O' 0'%)
Ve =03+ V2Yeq1 + BZBLSf_]- t &, = ngp,t + &, Wwhereg;~ N(O' ‘7%)
From the results of the first estimation, the sample is divided into two
subsamples. The first subsample is the demand one containing observations for
time periods at which the demand side is more probably the limiting side (i.e.
dixpr < Sexpe ) and the second subsample contains the other ones (i.e. dg,,, =
séxp,t ). The second set of parameters ((a;)y €{1,2p Bk €{1,2) ik e{1,2p (07)k e(1,2})
is then estimated by regressing the variables yt from the first subsample on demand
variables and those from the second subsample on supply variables. This set of
parameters is then used to initialize parameters estimation.

5. Choice of lags for Bank Lending Survey variables

It is commonly assumed that evolutions of balances of opinions in the Bank Lending
Survey precede those of quantitative data such as credit flows. Therefore, the
balances of opinions must be delayed in the model equations. The lags i and j of
BLS variables were initially determined by selecting, according to the AIC criterion,
the best model of this form:

(16)y, = ay,_1 + BBLS] ;+ y BLS{_; + & wheres, ~ N (0,0?)

Where y, represents net flows of credit and BLS?; and BLStS_j account for
balances of opinions on credit standards and demand respectively. The lags i and j

can take any integer among {0,1,2,3}.

According to the AIC criterion, the best lags are 0 quarter for the demand
component and 2 quarters for the supply component. This result is in line with the
results obtained from an analysis in the frequency domain. From the Fourier
transform of the cross-covariance between the net credit flows to SMEs and each
BLS balance of opinions, the phase spectrum between the net credit flows to SMEs
and each BLS balance of opinions can be extracted (Brocklebank & Dickey, 2003).
The slope of phase spectrum corresponds to the time shift, in quarters, between the
two variables. According to these results, the lag of the demand variable should be
0 or 1, and the lag of the supply variable should be 1 or 2.
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Phase spectrum between BLS balances of opinions on credit demand to SMEs

and net credit flows to SMEs (right figure) and phase spectrum between BLS

balances of opinions on credit supply to SMEs and net credit flows to SMEs (left

figure) Figure 1
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To meet both criteria, the AIC criterion and the frequency one, the selected lags
are 0 for the demand component and 2 for the supply one.

III. Results

1. Dataset description

The approach favored in this study is a parsimonious model relying on few
variables: the Bank Lending Survey balances of opinions and the net credit flows to
SMEs. The two balances of opinions selected from the Bank Lending Survey
represent banks’ opinion on the quarterly variation of credit standards for SMEs and
the quarterly variation of credit demand from SMEs. These balances of opinions are
available from 2003 Q1 to 2014 Q1.The time series of net credit flows to SMEs is
defined as the net variation of outstanding amounts of credits declared monthly by
credit institutions and gathered into the Central Credit Register Database of the
Banque de France. Data on outstanding drawn loans are reported by credit
institutions on a monthly basis and at a firm level and then aggregated according to
the category of their legal units. Only firms with a credit debt above 25 000 euros
are reported.

The definition of SME used in this paper is based on the usual combination of
criteria: number of employees less than 250, annual turnover less than 50 million
euros, and total balance sheet assets less than 43 million euros. It does not strictly
stick to the new statistical definition of an enterprise published in the implementing
regulation of the LME (French law for the Modernization of the Economy) and used
by the Banque de France in its publications since 2013, because back data
consistent with this definition are not yet available. The time series of credit flows is
available on a quarterly basis from 2006 Q2 to 2014 Q1. The net credit flows have
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been seasonally adjusted with the procedure X12 of SAS Software; besides,
responses given to the Bank Lending Survey do not present seasonality.

According to the BLS, credit standards to SMEs have remained stable from 2006
Q2 to 2007 Q3. During the financial crisis, credit standards have been strongly but
transitorily tightened, due to balance sheet constraints faced by banks and the
weakened economic environment. Since 2010, credit standards have been relatively
stable with some punctual tightening peaks in 2011 Q4 and 2012 Q4. The
evolutions of credit demand balances of opinions are close to those of
macroeconomic variables such as GDP annual growth rate, or qualitative indicators
such as evolution of cash flows positions of SMEs®. Credit demand has been quite
stable or even improving until 2008 Q1, then credit demand kept falling until 2008
Q4. From 2008 Q4 to 2010 Q4, bankers continue to report a decreasing credit
demand even though credit demand variations were less and less negative. The
credit demand variations became punctually positive in 2011 Q1. From 2011 Q2
onwards, credit demand started to fall again, and recovered a positive level only in
2014 Q1. Over the period of estimation, the average balance of opinions on credit
supply (resp. credit demand) to SMEs is positive (resp. negative), reflecting the
overall deteriorated economic environment. Besides, the balances of opinions on
credit demand are rather volatile compared to the credit supply ones.

The net credit flows to SMEs remain positive for almost all quarters, the
outstanding amounts of credit to SMEs decreased only during the first semester of
2009. Nevertheless, net credit flows slowed down sharply from 2007 Q4 to 2009 Q1
and from 2011 Q1 to 2013 Q3.

Net flows of credit to SMEs (in € bn) and BLS balances of opinions related to
SMEs credit supply and demand

Figure 2
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Net credit flows to SMEs (seasonnally adjusted, in € bn, right scale)
—Balance of opinions from the Bank Lending survey on credit supply to SMEs (in %, left scale)

——Balance of opinions from the Bank Lending survey on credit demand to SMEs (in %, left scale)

The Banque de France business survey includes questions on cash flows positions of SMEs since
2003.
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Average values and standard deviations of the variables over the period 2006

Q2-2014 Q1 Table 1
Average value over the period 2006 Standard deviation over the period
Q2-2014 Q1 2006 Q2-2014 Q1

Net credit flows to SMEs, seasonally

adjusted, in € bn 15 1.2

Balance of opinions from the BLS on

credit supply to SMEs 9.0 18.0

Balance of opinions from the BLS on

credit demand from SMEs -175 29.7

As mentioned by Kierzenkowski & Hurlin (2003), the use of non-stationary time
series as inputs of the models may lead to counter-intuitive results; the time series
must be stationary (Laroque & Salanié, 1993). The stationarity of the time series has
been tested with the ERS (Elliott, Rothenberg, and Stock) test, more appropriate for
small samples. For all variables, the null hypothesis of non stationarity is rejected at

a 10% threshold.

2. Results

This study falls within the same category as Kremp & Sevestre (2013), the search for
the identification of the origin of SMEs’ credit constraints. Besides, as opposed to
them, the present approach is macroeconomic, which prevents a detailed analysis of
the limiting constraints of the market but may help to bring into light easily

available macroeconomic indicators of the credit market conditions.

Table 2 presents the estimated values of the parameters of the dynamic
disequilibrium model previously specified. All parameters are significant at a 10%
threshold and have the expected sign. The BLS parameter within the demand
equation (resp. supply equation) has a positive sign (resp. negative sign) reflecting
the increase of credit flows following an increase in demand (resp. an easing of
credit standards). The BLS supply parameter exhibits a higher absolute value than
the BLS demand parameter. Parameters associated with the lagged dependent
variables are significantly lower than 1, which means that a transitory shock on both
equations will be attenuated after a few quarters. Besides, the supply component is
more persistent; indicating that the effects of a supply shock will last longer than

those of a demand one.

As far as the magnitude of the effects is concerned, a demand shock at the
quarter t, materialized by a fall in the demand balance of opinions of 10% on a
specific quarter, is accompanied by a decrease of credit flows of 170 €m
instantaneously and a cumulated loss over 5 quarters reaching 370 €m. A supply
shock at quarter t of the same magnitude has larger effects: a rise in the supply
balance of opinions of 10%, is followed by a decrease of 250 €m of credit flows after

2 quarters and a cumulated loss of 800 €m over 8 quarters.
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Estimated values and standard deviations of the parameters

Estimated coefficients and standard

deviations Demand equation Supply equation
Constant value « 115 0.97
(0.31) (0.56)
BLS parameter 0.017 -0.025
(0.002) (0.01)
Parameter of the lagged dependent 0.56 0.70
variable y (0.13) (0.13)
Standard deviation of the residuals o 0.46 0.91
(0.12) (0.45)

These first results do not reveal detailed information on the trajectories of the
credit supply and demand components. For this purpose, average trajectories are
estimated from the 1200 simulated trajectories used to estimate the parameters
within the SPML2 algorithm. Considering the average of the initial distributions of
supply and demand (di%, 3%"), average trajectories may be estimated iteratively:

(17) d = @, + By BLS? + 9.d7,

~

3" = @, + By BLSS + 7,87,

The average trajectories of credit supply and demand from 2006 Q4 to 2014 Q1
are reported on the figure below. From these results, credit demand from SMEs has
more probably limited credit flows between 2006 Q4 and 2008 Q1. Nevertheless,
credit supply fell from 2008 Q1 to 2009 Q1. Following this sharp decline, supply has
probably limited credit flows at least during the first semester of 2009. In 2010, both
credit demand and supply have recovered their pre-crisis levels; however the
demand started to fall again from the end of the first semester of 2011 to the end
of 2012. Since 2013 Q1, credit demand has been increasing, but still seems to limit
credit flows. These results are consistent with the findings of Kremp & Sevestre
(2013) for France on micro data. All in all, supply constraints on credit to SMEs have
materialized but on a very short and specific period in the aftermath of the financial
crisis.

Besides, according to the model specification, the minimum between the credit
demand and the credit supply estimated should be equal to the net credit flows.
The trajectories of the minimum between the explained parts of credit demand and
credit supply is nevertheless sometimes quite different from the net credit flows
observed. This reflects the fact that residual errors (the unexplained part of both
supply and demand equations) can be large for some periods. At this point, it
should be noted that although our model allows for very rich dynamics, the “true”
explanatory factors are reduced to a minimum. Besides, these factors (bankers’
assessment on the current evolutions of credit flows) are by definition less precise
than hard data. It thus appears that the ability of the model to fit the path of loans
to SMEs over the period 2006-2013 is rather encouraging for further work.
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Net credit flows to SMEs and average trajectories of credit supply and demand

estimated

Figure 3
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Net credit flows to SMEs (seasonnally adjusted, in € bn)
— Credit demand of SMEs estimated from the Bank Lending Survey
—— Credit supply to SMEs estimated from the Bank Lending Survey

The probabilistic nature of the model may also be represented through the
probability to be in one regime such as the credit demand regime. The empirical
probability that the demand is the limiting regime is defined for each time as the
ratio of credit demand simulated trajectories lower than credit supply simulated
trajectories over the number of simulated trajectories. This representation also
highlights periods for which the spread between credit demand and credit supply is
significant. The period 2008-2009 is quite disrupted, making it hard to conclude on
the existence of a credit rationing during this period.

Empirical probabilities that the credit demand limits the credit market Figure 4
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— Empirical probability that the demand limits the credit market
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Finally the spread between the credit supply and credit demand trajectories can
be interpreted as a loss relatively to a “balanced” credit distribution for which credit
demand and credit supply are equal. Imbalances between SME's credit supply and
demand can be measured by the distance between the average credit supply and
credit demand trajectories, normalized by the outstanding amounts of credits at the
previous quarter. According to this definition, the market is imbalanced by demand
(resp. supply) when this rate is negative (resp. positive), and the imbalance is all the
more important as the absolute rate value is higher. According to this indicator, the
quarterly growth rate of credits to SMEs for 2014 Q1 could have been higher up to
0.5% if credit demand had been equal to credit supply.

SMEs credit supply and demand indicator

Figure 5
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3. Conclusion and future work

Credit supply and credit demand from French SMEs have been estimated using a
dynamic disequilibrium model. Simulated trajectories show that French SMEs have
only been moderately and transitorily credit rationed in the aftermath of the
financial crisis. Indeed, credit demand from SMEs seems to have sharply decreased
during the Lehman Brothers crisis and during the sovereign debt crisis. These
evolutions are in accordance with surveys conducted by the Banque de France
(Guinouard, Kremp, & Randriamisaina, 2013). French SMEs do not currently
encounter strong difficulties to be financed, but their credit demand is still sluggish.

Besides, this model is an innovative approach to interpret information
embedded within BLS balances of opinions. From these results, new indicators, such
as the probability to be in a credit demand limiting state or the loss due to the
imbalance on the credit market, are proposed.

Furthermore, for the sake of simplicity, the model specification is quite
parsimonious given the size of the sample. Nevertheless, as time goes by, this
model could be enriched with other macroeconomic variables to reduce the
unexplained part of the evolutions of credit flows, especially around turning points.
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Linking qualitative survey responses with
quantitative data

Methodology, quality and data analysis from the matching
of the ECB/EC Survey on Access to Finance of Enterprises
and the Amadeus database
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Abstract

Timely, comparable, and good quality information on micro, small and medium-
sized enterprises (SMEs) is scarce. Business surveys partially fill this gap by providing
timely and harmonised data. However, there are some limitations when a survey is
conducted via telephone, given the restricted length of interview and respondent’s
difficulties in answering questions related to the accounting concepts or statistical
classifications. In this respect business registers containing financial information —
even though the timeliness is less than optimal — are valuable enhancements to
qualitative surveys.

This paper presents the results from the matching of the European Commission
& ECB Survey on Access to Finance of Enterprises (SAFE) with Bureau van Dijk’s
Amadeus database. First, we describe the linking methodology, which preserves
confidentiality of the respondents, and identify the most effective matching
variables. Then, we examine the quality of the matching, highlighting varying
success rates depending on the firm characteristics like size, sector and age. Finally,
we also inspect the bias that may occur in the SAFE aggregated results when using
the effectively matched sample.

Keywords: Business Registers, small and medium-sized enterprises, record linking,
survey data

JEL classification: C81, C83

Corresponding author: katarzyna.bankowska@ecb.europa.eu. All authors are from the European
Central Bank.

IFC Bulletin No 39 1



1. Introduction

The information about how firms perceive their access to finance is very important
for central banks, in particular, in an environment of impaired credit transmission.
Small and young enterprises are by nature riskier and thus are relatively more
affected by limited access to external financing (see Ferrando, Griesshaber 2011).
Given that firms with less than 250 employees account for 99.8% of all firms in the
euro area and that they create 69%° of jobs it is of high importance to analyse their
financial situation in a timely manner.

The European Commission and the European Central Bank Survey on Access to
Finance of Enterprises (SAFE) is a qualitative telephone survey conducted to collect
timely information about the financing conditions for micro, small and medium
enterprises, with a limited number of large companies also included for comparison
purposes.’

The information collected from the survey has proven to be very useful in itself
for the short-term and structural analysis of financial constraints. However, more
analytical uses of the data require quantitative information about the enterprises,
which would enable to measure the link between the opinion of the companies and
their financial situation, in terms of turnover, indebtedness, profit developments, etc.
Given the restricted length of the interview and respondents’ difficulties in
answering on the phone questions related to quantitative accounting elements, it is
not feasible to collect this information from the company from the survey.
Consequently, an alternative solution was needed: matching the results of the
survey responses with individual financial information from the business register.
The simplest approach would have been to use the same register as the one used
for the sample that is Dun & Bradstreet (D&B). However, D&B does not have
available a sufficient number of balance sheet and income account elements,
whereas Bureau van Dijk's Amadeus database has the required information and
covers a significant fraction of the population of enterprises. The exercise is thus a
triple match, between the firms sampled from D&B, the firms participating in the
survey, and the firms available in Amadeus.

Any attempt to match multiple and distinct databases will lead to some non-
coverage error, arising from a variety of causes. The more different are the
databases, and the more likely it is that many of the observations will either not be
matched, or the quality of the match will be uncertain. An aggravating factor is the
lack of a common and unique identifier shared by the different databases, which
has to be circumvented by less reliable or imperfect solutions, requiring in turn an
assessment of the correctness of the match.

Being able to cope with some non-matching error is in any case needed, but
the statistician producing the matched data and the analyst using it first need to be
convinced of the overall quality of the match and the biases or discrepancies
introduced into the data by the matching process.

2 Eurostat, Structural Business Statistics, reference year 2011.

Firms are classified in the SAFE by the number of employees. Micro firms have 1 to 9 employees,
small firms 10 to 49, medium-size firms 50 to 249 and large firms 250 or more.
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An additional cause of concern is the imperfect nature of the business registers
and the measurement error in the survey itself. Business registers do not necessarily
contain all enterprises, and even if they do, balance sheet or profit and loss
statements are missing for some of them. The information on the company size, the
sector, the address might be outdated or incorrect. Survey respondents may,
intentionally or not, provide the inaccurate answers to the questions in the survey,
including the demographic characteristics like size and sector of the enterprise.
When crossing the survey and the register data, it is not an easy task to determine
which piece of information reflects the true state of the company.

Finally, in some countries, business registers are of high quality and cover all
non-financial corporations. In other countries, information is partial and does not
cover all types of firms; particularly smaller firms may be exempted from reporting
annual accounts and thus may not be included in the registers. The matched data
may therefore not be a "faithful” image of the enterprise population in the same
way that the initial stratified random sample was. Analysts should therefore be
aware of this issue and should have the means to at least estimate the effect of the
matching on their results.

In the paper we present the analysis based on the enterprises that participated
in SAFE at least ones between 3rd and 10th survey round (September 2010 to
March 2014). While the 10th wave is the last available, the first two waves of the
survey were conducted by another survey company and the enterprises that took
part only in those early waves were not included in the matching exercise.

The objective of this paper is to present the methodology and the quality
assessment of this matching. In section 2, we describe the datasets used and the
methodology of the match. The outcome of the matching process is presented in
section 3, while in section 4 we analyse the results of the matching, both within the
matched data, with the main SAFE dataset, and with the Amadeus dataset itself. The
last section concludes the paper.

2. Description of the data and matching methodology

2.1 Datasets

2.1.1 The ECB-EC SAFE

The Survey on Access to Finance of Enterprises (SAFE) is a qualitative telephone
survey conducted for the European Commission and the European Central Bank to
assess the developments of the financing conditions of firms. A subset of the survey
is run by the ECB every six months in the euro area countries. A more
comprehensive version of the survey with an extended questionnaire is run every
year starting in 2013 (from 2009 to 2013, every two years), together with the
European Commission. The survey is conducted by an external company with the
sample drawn from D&B.

2.1.2 Amadeus

Amadeus is a proprietary database maintained by Bureau van Dijk (BvD) of
comparable financial information for public and private companies in Europe. It
contains balance sheet and profit and loss account information on 21 million
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companies, combining different information providers. Not all enterprises are
covered by Amadeus, and even when companies are covered, financial information
might not be present (see ECB 2013, p. 115 and onwards).

2.2 The matching methodology

For the business register to be suitable for the purpose of enriching the SAFE data it
must cover with sufficient quality all euro area countries and enterprises of all sizes.
While there are several databases on firm-level information, they are often specific
to listed companies, the largest firms or to particular sectors. The selected provider
— the Amadeus database of BvD — attempts to cover all firms, from micro to large.

To make the matching possible, a special procedure was designed to ensure
the privacy of respondents throughout the process, as this is part of the code of
practice of the survey company and it has been promised to respondents during the
interview. As a result, the ECB is not aware of the identity of the respondents, and
cannot itself link the information from the survey to the name of the company and
to external information.

Three parties are involved in the matching exercise:

e the survey company, which links the survey identification number (SAFEID) to
the firm identification number (in most cases the tax ID number), name and
address (and other identifiers) of each company;

e  BvD, which links the firm ID, the name and address of a company with the BvD
identifier (BvDEP ID), and thus to all balance sheet information available on that
company in the Amadeus database, with the SAFEID provided by the survey
company;

e the ECB, which links the survey responses with the balance sheet information
sent by BvD through the SAFEID.

As a result, no party has the full set of information combining the confidential
answers with the balance sheet information and the confidentiality of the
respondents is preserved, which is graphically presented in the Figure 1.

Matching scheme preserving the confidentiality of the respondents Figure 1
SAFEID + contact
information
Survey company > BvD
SAFEID + SAFEID
survey results + balance

ECB - production area

Survey results
+

v balance sheet

ECB - end users

sheet information
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In order to link the companies from SAFE with those from Amadeus the
information on tax ID number, company name, street, postcode, city and country
are used. The variable ‘outcome’ identifies which information contributed to the
successful match with the following categories:

1: unique match based on the tax ID number

2: unigue match based on the company name, address, postcode, city and
country

unique match based on the company name, postcode, city and country
unique match based on the company name and country

several matches based on one of the criteria, but no unique match

© % A w

no match at all

The BvD uses the proprietary matching algorithm CINS (Company Identification
Number Search) that is a mixture of exact matching (in case the company can be
identified on the basis of the tax identification) and approximate matching, when
the match is achieved on the basis of other information which may deviate to
certain extent between two sources, such as combination of company name,
address, postal code.

It should be noted that the concept is different from statistical matching, that
aims at linking units which are similar with regard to certain characteristics and do
not need to come from overlapping datasets. In case of SAFE dataset, this could be
achieved by assigning the financial values from a donor company or averaging the
values of companies in the same country, sector and size. Such attempts were
undertaken for the SAFE dataset, where notably Amadeus database served as a
population source for donor companies (see Ferrando, Mulier 2013). However, in
this paper ‘'matching’ refers to ‘record linking' (following Eurostat 2013), where the
aim is to connect the identical units from overlapping sources.

To link the records, the BvD matching algorithm first searches for potential
candidates companies, which are later evaluated on the basis of similarity to the
record in the source dataset. In the initial step, two datasets are 'normalized’ by
detecting and unifying references to legal forms, applying lowercase operator,
replacing punctuation signs by a blank, converting synonyms to a simple form using
synonyms dictionaries and skipping non-relevant words. The normalization rules are
tailored to the specificities of the field (name, street, postcode, city, country, phone
and fax, web and email, identification numbers) and may vary by country.
Importantly, the BvD matching software supports local characters such as
Hungarian, German or Polish and applies transliteration converting text into
common and comparable script enabling cross-alphabet matching.

In the second step, the procedure applies so called n-grams, i.e. splitting text
into a contiguous sequence of n characters. For matching of the SAFE, the BvD
matching algorithm uses 3-grams, e.g. for “McDonald's Corporation” those are:
MCD, CDO, DON, ONA, NAL, ALD, LDS, DSC, SCO, COR, ORP, RPO, POR, ORA, RAT,
ATI, TIO, ION. Then the n-grams in both datasets are matched, but only the most
relevant are selected and n-grams with many occurrences have lower weight in the
comparison. On this basis, a proximity measure for each field from two sources is
computed for given record. Then a weighted average is calculated for each record,
where the weight is based on the probability of finding a company in the BvD
database corresponding to the criterion being searched, i.e. the more occurrences
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are found, the less the field is significant. Finally, the accuracy is translated into the
percentage matching score: A (excellent match — score at least 95%), B (good —
score between 85 and 95%), C (fair — score between 75 and 85%), D (weak — score
between 60 and 75%) and E (poor — score below 60%). Then the matching can result
in: i) uniquely matched companies, ii) multiple matches of a SAFE respondent to two
or more records from Amadeus, and iii) respondents not matched at all. A multiple
match is considered as a single match, if among the multiple records there is only
one with a high score of “excellent” or “good”. In other cases the outcome is
considered as no match.

3. Matching of the SAFE respondents

3.1 Overall outcome and quality of the matching process

Table 1 illustrates possible combinations of the outcomes, matching type and
quality of the match for the SAFE respondents participating in the survey rounds
from 3 to 10. There were almost 72,000 companies from all the countries
participating in the survey (excluding Israel which is not available in Amadeus). The
overall rate of successful matches is 83%. However, as will be discussed in the rest of
the paper, this high matching rate hides variations by firm size and country that
need to be understood and taken into account. Moreover, the high matching rate
does not translate automatically into high availability of financial information at the
firm level, a phenomenon that will also be highlighted in what follows.

Frequencies of matching outcomes

(for SAFE respondents participating in waves 3 to 10) Table 1
Quality
Multi match - Multi match -
Single match considered as considered as no No Match
single match match
A B C D E A B C D E C D E
1 9818 562 330 23 1
2 21421 431 31 30 1770 2713
% 3 8714 377 3 4 2317 2327
3 4| 4419 2497 1023
8 1470 1115 55
9 484 1203 1320

Source: SAFE-Amadeus match, authors’ calculations.

3.2 Detailed analysis of the matching

In this section, we show how the successful matching rates vary across survey waves
and by different characteristics of the firms.
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The overall matching rate does not differ significantly across waves (Table 2).
The tax ID, which is the best way to identify uniquely an enterprise, is available for
the SAFE respondents only from wave 9 onwards. This is reflected in higher
frequency of “single matches” counterbalanced by a drop in the category “multiple
match - considered as single match” in the last two waves.

The number of pure “no matches” has stayed stable overall, with only a small
drop in the last two waves. The overall single matching rate has increased from
around 80% in the first waves to 87% in the last ones, as the availability of firm
identifiers common to both the sample and Amadeus has increased.

Matching rates (%)

(by type of match across waves) Table 2
Wave

Type of match 3 4 5 6 7 8 9 10

Single match 51 52 61 69 64 64 77 75

Multi match — considered as single match 30 27 21 15 17 21 9 12

Multi match — considered as no match 7 8 11 5 4 3 5 3

No match 12 13 7 12 15 12 9 10

Source: SAFE-Amadeus match, authors’ calculations.

Looking at the country breakdown the results are much more heterogeneous.
Considering all waves jointly for the 11 largest euro area countries participating in
the survey every 6 months, the success rates vary from over 90% in Belgium, Spain,
France and the Netherlands to 62% in Greece. Significant differences also exist
between the size classes, with large companies successfully matched in 94% cases
compared to 70% for micro firms. The differences across the sectors are much less
pronounced. The low matching rates for the micro companies are even more
striking when analysing them at the country level. The rates below 50% were
reported in Germany, Greece and Italy (Figure 2).
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Matching rates by country, enterprise size and sector

Euro area, 11 largest countries, waves 3 to 10 Figure 2
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Source: SAFE-Amadeus match, authors’ calculations.
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Matching quality by country, enterprise size and sector

Euro area, 11 largest countries, waves 3 to 10 Figure 3
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Source: SAFE-Amadeus match, authors’ calculations.

4. Analysis of the matched data

4.1 Cross-validation of enterprise characteristics in SAFE and
Amadeus dataset

Since the information on sector, size and age of the enterprise are available in
Amadeus and they are also collected during the interview, in this section we verify
the consistency of those main characteristics in both datasets. The statistics
reported below are computed with reference to the period of the SAFE interview, i.e.
the SAFE answers with regards to size, sector, age and turnover of the company are
compared to the same variables from Amadeus reported for the year when the
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particular company was interviewed.* Consequently, the panellists are included as
many times as they participated in the survey.

Sector information from Amadeus database is reported at the two digit level
according to NACE Rev. 2 which was aggregated into the categories used in SAFE.
The sectors are aligned in 72% of cases and there were a few instances only when it
was not available in Amadeus. Concerning the size of the enterprises, measured by
the number of employees and grouped into four classes, the categories overlap in
53% of cases with high percentage of companies with missing information in
Amadeus. Excluding the records with the missing size, the same size classes were
reported for 82% of companies.

Regarding the age, in 86% of instances the information is consistent between
both sources. Most of the companies surveyed in SAFE are older than 10 years and
for those the information coincides in 93% of cases. However, the younger the
company and the smaller the brackets, the lower the consistency between two
sources. It is also noticeable, that the respondents, who could not specify the year of
incorporation during the interview belong mostly to the companies classified as
older than 10 years in Amadeus. This can stem from the fact that the respondents
might not be familiar with the details of setting-up the company which was created
more than a decade before, especially if they have joined the company relatively
recently.

As for the turnover, the variable available from Amadeus is originally
continuous whereas in SAFE this information is collected in four brackets. For the
non-missing observations, the categories overlap in 51% of the cases, while for as
many as 38% of the companies the information is not available in Amadeus.

We also check if the lack of concordance of the categories in two dataset is
related to the quality of the match. Indeed, for the single matches the share of the
records with overlapping characteristics is slightly higher than for multiple matches,
presumably because some companies were incorrectly linked (Table 3).

The concordance of the companies characteristics and the type of the
match (%)

Euro area, 11 largest countries, waves 3 to 10 Table 3
Size Sector Age Turnover All
Match .

o 1 9 0 1 9| o0 1 9 0 1 9 | firms
Multi - considered as
single 24 21 27 25 22 37 27 23 44 26 22 25 23
Single 76 79 73 75 78 63 73 77 56 74 78 75 77
All firms 100 100 100 | 100 100 100 | 100 | 100 100 | 100 100 100 100

Note: 0 — characteristics belong to different categories in SAFE and Amadeus, 1- characteristics belong to same categories in both

dataset, 9 — information is missing in Amadeus dataset.

Source: SAFE-Amadeus match, authors’ calculations.

4 The reference year for wave 3 is 2010, and 2011 for waves 4 and 5. For all subsequent waves (6 to

10), the reference year is 2012, since later data are of poor coverage.
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Comparison of sector, size, age and turnover from SAFE and BvD (in %)

Euro area, 11 largest countries, waves 3 to 10 Figure 4
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Source: SAFE-Amadeus match, authors’ calculations.

4.2 Availability of financial information in Amadeus

4.2.1 Relative and effective availability within the matched enterprises

Although Amadeus includes a wide choice of financial variables, the quality of the
information is not free of shortcomings. The most problematic is the large number
of missing values, albeit relatively high matching rate of companies on the contact
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information. In this section we present the availability of various financial variables
over time, by country and size class.

First, we rely on the Amadeus variable indicating the type of the reporting (the
categories are presented in Table 4). In most cases (86%), the financial information
are reported on unconsolidated basis, mainly because the consolidated account
does not exist (see Table 4). Consolidated accounts are available only for 4% of
matched records, meaning that they are part of a bigger enterprise. Observations
with no financial data amount to only 3% of the matched dataset, while limited
financial information is available for 7% of the companies. When looking at the
breakdown by size class, it is visible that missing financial data are prevalent for the
micro firms. As expected the large firms are those which report on the consolidated
basis most frequently.

Type of accounts available across size classes (%)

Euro area, 11 largest countries, waves 3 to 10 Table 4
Micro Small Medium Large All firms

ul 78.8% 90.6% 86.3% 66.3% 84.1%

u2 0.2% 0.8% 2.2% 6.5% 1.5%

C1 0.1% 0.1% 0.9% 3.6% 0.6%

c2 0.4% 13% 5.3% 15.1% 3.3%

LF 13.7% 4.7% 3.6% 6.8% 7.1%

NF 6.8% 2.5% 1.7% 1.6% 3.4%

100.0% 100.0% 100.0% 100.0% 100.0%

Code Description

Ul Unconsolidated account of a company with no consolidated account

u2 Unconsolidated account of a company with a consolidated account

Cc1 Consolidated account of a company-headquarter of a group, aggregating all companies belonging to the
group (affiliates, subsidiaries, etc.), where the company headquarter has no unconsolidated account

c2 Consolidated account of a company-headquarter of a group, aggregating all companies belonging to the
group (affiliates, subsidiaries, etc.) where the company headquarter also presents an unconsolidated account

LF Limited financial data

NF No financial data

Source: SAFE-Amadeus match, authors’ calculations.

In the second step, we turn to availability of the selected financial variables
from balance sheet (total assets, working capital, cash and cash equivalent) and
profit and loss account (net income, sales). Number of employees is also included as
an example of non-financial variable. Amadeus provides the financial data for the
period of last 10 years with different coverage per year. The values before the year
of incorporation are not counted as missing. In addition, observations with missing
information on the year of incorporation in both datasets were also excluded since
it was not possible to determine whether the company existed in the reference
period. When looking at the main financial variables, the period between 2006 and
2011 shows the best coverage. The last year 2013 contains hardly any information
which stems from the fact that companies report the financial data with a
considerable time lag varying from country to country (mostly of around 6 to
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12 months). In addition, up to 3 months are necessary for the data to be
incorporated in the final Amadeus database.’

From investigating the missingness patterns in matched data, it is apparent that
the availability of the information at the record level is on both extremes. If a
company reports financial statements, the quality is usually good - records with all 6
variables available appear most frequently, although in less than half of the
matched sample. Observations with all analysed variables missing constitute almost
20% of the dataset, while additional for 10% of the companies missing values are
justified, i.e. that the company did not exist at the reference period. From Table 5 is
also visible that the balance sheet information is reported more diligently than
profits and loss account. The difference in concept of sales and turnover® is minor,
however, looking at the missingness patterns, it seems that sales are more
frequently reported with other variables (the last two patterns shown in Table 5) and
for that reason we exclude turnover in the subsequent analysis.

Missingness pattern

Euro area, 11 largest countries, waves 3 to 10 Table 5
Total Working Cash & Net Sales Turnover Nr of Frequency Percent
assets capital cash income employees

equivalents
1 1 1 1 1 1 1 180524 37.40
0 0 0 0 0 0 0 91676 18.99
. . . . . . . 48852 10.12
1 1 1 1 1 1 0 46425 9.62
1 1 1 0 0 0 0 20634 427
1 1 1 1 0 0 1 17196 3.56
1 0 1 0 0 0 1 11640 241
1 1 1 0 1 1 1 9910 2.05
1 1 1 0 0 0 1 7311 151
0 0 0 0 0 0 1 6057 1.25
1 1 1 1 0 0 0 4545 0.94
1 0 1 0 0 0 0 4527 0.94
1 1 0 1 1 1 1 3447 0.71
0 0 0 0 0 1 1 3426 0.71
1 1 1 1 1 0 1 2873 0.60
11 9 10 6 5 5 9 459043 95.08

Note: 1 — information available, 0 — missing values (values should be reported) — justified missing values (company did not exist at the
reference period)

Source: SAFE-Amadeus match, authors’ calculations.

Heterogeneous coverage for the variables related to different statements is also
visible in the breakdown of the availability by year of reference period (Table 6, only
reference period as of the creation of a company is taken into account). Around
80% of successfully matched records have information on total assets and cash for
the years with the best coverage (2006-2011), while sales are reported for around
60% of companies. All six variables are available for 47% of matched observations.

> Amadeus Online User Guide.

Turnover (operating revenues) is the sum of net sales, other operating revenues and stock
variations.
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However, this figure drops to under 40% when we look at the full SAFE sample, i.e.
including the companies for which the match was not found.

When analysing the matched companies in each wave (see table 7), the share of
missing records is stable with the exception of the most recent wave due to low
coverage of the reference year 2013. The availability is also lower for the earlier
waves, possibly with some companies going out of business, which is not fully

captured in Amadeus database.

Regarding the size of the company, both in terms of number of employees and
annual turnover, the smallest businesses have much less information available then
medium and large companies (see Table 8). It can be partially explained by the legal
regulations across countries that do not oblige the smallest companies to publish

their financial accounts data.

Percentage of available values by year

Euro area, 11 largest countries, waves 3 to 10 Table 6
All
Variable 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 firms
Total assets 68 76 82 83 83 84 84 82 71 9 76
Working capital 64 71 76 76 77 77 77 76 66 7 70
Cash & cash equivalent 66 73 80 80 81 81 81 80 69 8 73
Net income 59 63 66 66 67 67 67 66 58 7 61
Sales 54 57 60 63 64 65 66 65 56 7 58
Nr of employees 45 47 60 66 66 67 66 69 59 7 58
All 6 variables for matched 38 39 46 46 46 47 46 48 42 4 42
All 6 variables for SAFE 32 32 39 39 39 39 39 41 35 3 36
Source: SAFE-Amadeus match, authors’ calculations.
Percentage of available values by wave
Euro area, 11 largest countries, waves 3 to 10 Table 7
All
Variable 3 4 5 6 7 10 firms
Total assets 72 71 73 80 77 79 80 73 76
Working capital 67 66 67 74 72 73 74 67 70
Cash & cash equivalent 70 69 71 77 75 76 78 71 73
Net income 61 57 57 64 63 64 65 59 61
Sales 62 55 55 60 59 60 61 56 58
Nr of employees 57 55 55 61 59 60 61 57 58
All 6 variables for matched 44 40 39 44 43 44 45 41 42
All 6 variables for SAFE 36 32 34 37 35 37 38 36 36

Source: SAFE-Amadeus match, authors’ calculations.
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Percentage of available values by size and turnover class

Euro area, 11 largest countries, waves 3 to 10 Table 8
Size Turnover
Up to €2- €10- Over
€2 10 50 €50 All
Variable Micro  Small Medium Large | million million million milion DK/NA | firms
Total assets 66 79 80 75 70 81 80 74 71 76
Working capital 61 72 75 72 64 74 75 71 64 70
Cash & cash equivalent 63 77 79 73 67 79 79 72 68 73
Net income 49 60 71 71 52 63 74 71 55 61
Sales 46 58 67 69 51 61 66 68 50 58
Nr of employees 45 58 67 66 49 62 69 66 57 58
All 6 variables for matched 29 40 53 57 33 44 55 56 38 42
All 6 variables for SAFE 20 35 50 54 25 40 51 53 29 36

Source: SAFE-Amadeus match, authors’ calculations.

Percentage of available values by country

Euro area, 11 largest countries, waves 3 to 10 Table 9
All
Variable AT BE DE ES FI FR GR IE IT NL PT firms

Total assets 59 87 66 81 86 76 60 81 88 56 82 76
Working capital 51 83 58 81 86 75 60 78 88 9 82 70
Cash & cash

equivalent 57 85 65 78 83 74 60 71 88 52 82 73
Net income 18 87 26 81 86 76 60 21 88 15 82 61
Sales 30 39 37 80 86 78 60 1 88 7 81 58
Nr of employees 36 77 55 77 66 44 54 15 69 58 69 58
All 6 variables for

matched 10 35 15 72 63 44 53 0 69 4 68 42
All 6 variables for

SAFE 9 32 12 67 52 41 33 0 49 4 57 36

Source: SAFE-Amadeus match, authors’ calculations.

The availability of the financial data is diversified across countries. Good
coverage of the data exists in Finland, Italy and Portugal. In those countries and also
in Greece, the coverage is similar for all selected variables, while in others it varies
by type of the information. Indicators such as income and sales are mostly missing
in Ireland, Germany, Austria and the Netherlands. It is worth to note that in the
latter, the matching rate was the highest of all the countries (over 95%). To illustrate
the final outcome, Figure 5 presents the effective availability of the financial
information which is a result of the matching rate and the share of missing values in
the matched data. When analysing the SAFE data, the effective coverage is the most
suitable indicator to reflect the quality of the matching.
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Effective coverage for the selected variables (%)

Euro area, 11 largest countries, waves 3 to 10

Figure 5
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Source: SAFE-Amadeus match, authors’ calculations.

4.3 Impact of matching process on SAFE estimates

In the following section we investigate to what degree the results obtained from the
effectively matched Amadeus (emA) sample are in line with those based on the full
SAFE sample. In order to correct for a possible bias we also apply a weighting
scheme and inspect to what extent it can help to mitigate the discrepancies from
the original results.

4.3.1 Variation in the effective availability leads to a biased sample

The effectively matched Amadeus (emA) sample includes the companies that have
been successfully matched and for which the main Amadeus variables (i.e. 6
variables analysed in the previous section) are available in the 3-year period around
the year of the survey.” As discussed previously, despite the overall high matching
rate of 83%, the emA sample is reduced by over 50% owing to the high missing
share of financial information in the Amadeus database. The emA sample includes
26,491 enterprises surveyed in waves 3 to 10 (reduced from 57,920 in the full SAFE
dataset) with varying sample size across countries. In this context, the sample is
particularly limited in Ireland with only a handful of companies and in the
Netherlands - the country with the highest matching rate but very limited financial
variables reported in Amadeus. Further analysis becomes also cumbersome for
Austria and Germany, for which only less than 20% of the initially surveyed

E.g. for wave 3 conducted in 2010, the emA sample would contain companies for which information
is available for at least one year between 2009 and 2011. Given that 2014 data are not yet reported
and 2013 data are of poor coverage, for the most recent waves (from 8 to 10) at least one year
between 2010 and 2012 should be available to include the company in the emA sample.
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enterprises are in emA sample. On the contrary, the highest proportion of the
original sample is available for Portugal and Spain.

Across all the countries the highest loss of the initial sample is evident for micro
companies, for which both the matching rates and the coverage of the Amadeus
variables are the lowest. For those businesses the percentage of enterprises with
sufficient amount of financial information in comparison to the original SAFE sample
varies a lot, ranging from almost 0% in Austria, Ireland and the Netherlands to 63%
in Portugal. Due to the lack of micro companies in emA sample Austria, Ireland and
the Netherlands have been excluded from further analysis. It is also noticeable that
the proportion of the original sample increases with the size classes. At the same
time less variation exists across sectors, with the highest proportion for industry.

When comparing the aggregated results based on the original SAFE sample
and the emA sample there are noticeable differences for the countries with a limited
sample, i.e. Germany, Belgium and to a lesser extent Greece (see Figure 7). The
results would point to a higher net percentage of SMEs reporting increased needs
for bank loans and a much more volatile pattern in Germany and Belgium. There
would be also a higher weighted percentage of the SMEs applying for a bank loan
in Germany, on average by 13 percentage points (see see Figure 8). Overall, it is
difficult to disentangle the effect of limited sample size from country specific
aspects regarding the collection of the account data in Amadeus. However, for the
countries where the emA sample did not decrease drastically and is still between
50-70% of the original sample the results are in line with the SAFE benchmark.
Inspecting further the changes by the size classes, the discrepancies are mostly
pronounced for the micro firms. In a case of Germany, as presented on the
Figure 11, the net percentage representing the difference between the percentage
of enterprises reporting increase in needs for banks loans and those reporting a
decrease is highly volatile. The series matches however to a higher extent the
original results in case of Spain, country with the highest proportion of the original
sample (Figure 10).
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Comparison of original SAFE sample and effectively matched Amadeus sample
by size and sector

Table 10

SAFE sample Effectively matched sample (% of the SAFE sample)

Micro Small Medium Large All firms Micro Small Medium Large All firms
AT 1,290 1,314 859 246 3,709 0.2% 5% 51% 54% 17%
BE 1,450 1,481 662 137 3,730 12% 35% 76% 77% 35%
DE 2,412 2,475 2,343 784 8,014 3% 12% 31% 45% 18%
ES 2,428 2,474 2,356 748 8,006 57% 85% 90% 90% 79%
FI 1,432 1,430 626 115 3,603 49% 76% 88% 86% 67%
FR 2,394 2,444 2,385 801 8,024 40% 53% 62% 59% 53%
GR 1,460 1,459 656 125 3,700 19% 51% 64% 71% 41%
IE 1,430 1,429 625 118 3,602 0.0% 0% 0% 4% 0.2%
IT 2,394 2,434 2,439 738 8,005 34% 73% 89% 90% 68%
NL 1,339 1,325 852 246 3,762 0.1% 3% 15% 35% 7%
PT 1,338 1,341 850 236 3,765 63% 86% 88% 87% 78%
Total 19,367 19,606 14,653 4,294 57,920 27% 46% 63% 67% 46%

SAFE sample Effectively matched sample (% of the SAFE sample)
Industry Construction  Trade Services secAt|<|3rs Industry Construction  Trade Services se?tl(l)rs

AT 875 336 927 1,571 3,709 34% 13% 17% 9% 17%
BE 740 464 1,119 1,407 3,730 51% 31% 34% 29% 35%
DE 2,449 787 1,470 3,308 8,014 27% 21% 16% 12% 18%
ES 1,886 971 1911 3,238 8,006 86% 78% 74% 77% 79%
FI 781 545 579 1,698 3,603 80% 65% 67% 63% 67%
FR 2,125 728 2,518 2,653 8,024 57% 53% 51% 51% 53%
GR 647 337 2,092 624 3,700 51% 38% 36% 52% 41%
IE 745 350 1,335 1,172 3,602 1% 0% 0% 0% 0%
IT 3,842 528 1,676 1,959 8,005 78% 59% 59% 57% 68%
NL 599 391 948 1,824 3,762 14% 4% 7% 5% 7%
PT 942 468 1,065 1,290 3,765 86% 72% 75% 79% 78%
Total 15,631 5,905 15,640 20,744 57,920 58% 45% 41% 40% 46%

Source: SAFE-Amadeus match, authors’ calculations.

4.3.2 Can weights correct the bias?

The original SAFE results are obtained by aggregating the raw data and applying
the weights to restore the proportions of the population of enterprises, with regard
to company size and economic activity in each country. Those weights are
estimated based on the number of persons employed available from Eurostat's
Structural Business Statistics (SBS) using raking method that aims to match the
marginal distributions of the population (i.e. margins on size and sector classes) and

minimises the distance between the initial and final weights.
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In order to correct for the bias we rescaled the weights taking into account the
limited emA sample. Consequently, a few enterprises from a given size and sector
class may have a significant impact on the aggregates due to large weights, as in
case of German sample. For almost all of the SAFE estimates presented on the
Figure 6 to Figure 11, the identified discrepancies could not be corrected by the
adjusted weights. Furthermore, in a few instances the deviations from the original
series become even more pronounced. The overall results point to the conclusion
that unbiased results cannot be obtained from the limited sample in each size class
and country by applying a different set of weights. Particularly, the problem of
potential bias stemming from lower coverage occurs in data for Austria, Germany,
Ireland and the Netherlands, as well as for micro enterprises in all countries.
However, for the sub-samples for other countries and for the larger enterprises the
matched data seem to be of better quality.

In addition, limiting the analysis to fewer financial variables (in particular total
assets, which have the best coverage) will improve the effective sample size. The
emA sample is constructed under the condition that all six financial variables
presented above are non-missing. Sales and net income have the lowest effective
coverage overall and in case of Austria, Germany and Ireland these are the variables
that decide about the drastic reduction of the sample size when constructing emA.

Change in the turnover situation of SMEs across euro area countries
over the preceding six months

Net percentage of respondents Figure 6
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Source: SAFE-Amadeus match, authors’ calculations.
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Change in needs for bank loans of SMEs across euro area countries

over the preceding six months

Net percentage of respondents Figure 7
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Applications for bank loans by SMEs across euro area countries over
the preceding six months
Weighted percentage of respondents Figure 8

50
» i
40 3
;. N
o |k P N e A
20 - 2 \ P -’ i ) ' N
v AR\
t ; ’
10 - |
0
'T1'13 '11'13 '11'13 'T1'13 '11'13 "11'13 'T1'13 '11'13
BE DE GR ES FR IT PT FI

e Bank loans = = = Bank loans_emA <+++++ Bank loans_emA_adjusted

Source: SAFE-Amadeus match, authors’ calculations.

20

IFC Bulletin No 39



Change in the availability of bank loans for SMEs across euro area
countries over the preceding six months

Net percentage of respondents Figure 9
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Change in needs for bank loans across size classes in Spain over the
preceding six months
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Change in needs for bank loans across size classes in Germany over the
preceding six months

Net percentage of respondents

Figure 11
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4.4 Comparison with Amadeus estimates

The matched data differ from the full Amadeus data in one main respect: the
sample of the SAFE is not a simple random sample from the population of
enterprises, and hence requires weighting adjustments to provide a representative,
unbiased analysis of the target population. However, when using Amadeus data, it is
not common practice to apply weights, and analysing the matched SAFE-Amadeus
data without weighting is one of possible options.

The SAFE oversamples large firms and undersamples micro and small firms,
while large firms are much better represented in Amadeus, and also have more
financial information available, as the previous sections showed. In the end, it is not
clear what the combination of these two effects is. Tablell shows the comparison
of the structure of the matched dataset and the whole Amadeus dataset, as used in
the ECB (2013) Structural Issues Report on Corporate Finance. It is clear that in all
countries, in the matched sample the micro and small firms are underrepresented,
with the situation of micro firms particularly dire, while the relative share of
medium-sized and large firms is comparable overall but varies by country. In a few
countries, large firms are underrepresented compared to medium-sized firms
(Austria, Belgium, Germany, Finland and the Netherlands).

It is thus entirely predictable that the matched sample will not lead to figures
that are comparable to aggregates produced from Amadeus directly.
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Over-representation in the matched SAFE data vs. Amadeus (%)

Of each size class, relative to large firms Table 10
Micro Small Medium Large
Austria 34 45.8 1494 100.0
Belgium 54 75.2 145.7 100.0
Germany 14 337 161.1 100.0
Spain 1.9 9.9 64.5 100.0
Finland 10.1 1120 2214 100.0
France 19 17.5 89.8 100.0
Greece 14.2 414 97.6 100.0
Ireland 0.0 0.0 9.5 100.0
Italy 20 147 73.5 100.0
Netherlands 18 911 134.5 100.0
Portugal 25 19.7 67.5 100.0
Total 3.0 24.0 104.3 100.0

Source: ECB — SAFE-Amadeus match, ECB (2013) Annex 3 figures for Amadeus.

How to read this table: the share of micro firms to large firms in Austria in the matched SAFE data represent 3.4% of the same share in

Amadeus.

5. Conclusion

In the paper we investigate the potential of linking the qualitative survey responses
with the quantitative information from business registers to enhance the SAFE
dataset. The results are mixed, with the quality of the matching varying greatly by
country and the characteristics of the enterprises. In particular, the smallest
businesses are underrepresented in the matched dataset and even if they are
successfully matched, they exhibit the lowest coverage of the financial variables.

Overall, the balance sheet information is reported most widely with total assets
available for around 76% of matched companies. If we take into account the full
SAFE sample, i.e. also the companies for which successful match was not found, the
coverage drops to 64%. When a study requires joint analysis of several financial
variables, the share of enterprises with available information decreases drastically
further — for 6 variables selected (total assets, working capital, cash and cash
equivalent, net income, sales, number of employees) it amounts to 36% of the SAFE
sample.

The effect of using such limited subsample on the SAFE estimates was analysed
using two set of weights: i) first, with the original weights used for SAFE dataset; and
i) second, with the weights adjusted to the sample size of matched dataset. We
conclude that for the breakdowns with low coverage, the weights adjustment is not
able to correct for the biases stemming from distorted sample distribution.
Particularly, such problem concerns data for Austria, Germany, Ireland and the
Netherlands, as well as for micro enterprises in all countries. However, for the sub-
samples for other countries and for the larger enterprises the matched data seem to
be of better quality. In addition, a significant reduction in the sample size can be
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avoided by selecting smaller subset of required financial variables. A biased sample
is particularly problematic, if one attempts to construct aggregates from the
matched dataset. It does not, however, prevent the successful testing of certain
hypotheses at the micro level — if the user is aware of the possible distortions in the
sample distribution, he or she can construct the hypothesis testing so as to
overcome this.

This paper presents first main findings on the quality of the matched SAFE
dataset and this assessment will continue. The quality of matching might increase
due to improved availability of the company tax identification number, which was
not provided in the earlier waves of the SAFE. On the other hand, unfortunately a
higher coverage of enterprises population in the Amadeus database cannot be
expected, in particular for smaller businesses, since this group is more and more
often exempted from the reporting or provided simplified and limited financial
statements. However, given recent interest of policy makers in the situation of SMEs,
new sources of data could become available in the future or current sources, such as
business registers, can be improved with regard to quality and scope. The
development in this area will be followed and investigated from the angle of
enhancing the qualitative SAFE dataset with financial information, especially for
micro enterprises.

At the same time, other methods of data matching can be explored. Currently,
the record linking is performed by the provider of the register data. Effectiveness of
other algorithms to link records can be explored, e.g. the method of probabilistic
linking as described by Fellegi and Sunter. Another possible solution is the statistical
matching, where the linked units do not need to be identical but only similar with
regard to certain characteristics. However, given the wide scope of such methods,
we leave it for future research.
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Consumer Confidence Indices and Short-term
Forecasting of Consumption for Nigeria

Olorunsola Emmanuel Olowofeso and Sani Ibrahim Doguwa'

Abstract

This paper examines the link between consumer sentiment and consumption
expenditures in Nigeria. It assesses the predictive ability of consumer confidence
indices and selected macroeconomic indicators using a simple autoregressive
model which addresses the issue of how confidence indicators bring additional
information beyond economic fundamentals. Given the paucity of monthly data,
cubic spline interpolation algorithm was used to convert quarterly indicators from
2008Q2 - 2014Q2 into monthly series. From the analysis of the consumption model
estimated, we find that the in-sample forecast performed well with little error
margin and the out-of-sample values for the next six month were estimated. The
results show that the confidence indicator could influence economic performance
and be a good predictor of household consumption growth in Nigeria. The paper
stressed that care must be exercise particularly during period of economic
uncertainty and fluctuations in using the best model for decision making.
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1. Introduction

The last two decades have witnessed tremendous development on the use of
surveys data to take policy decisions. For many years, indices of consumer
sentiment have been used to provide stakeholders, particularly, government policy
makers and business leaders with timely and important information on consumer
attitudes and perceptions. A number of researchers have also conducted research
studies to assess the predictive power of consumer confidence in forecasting
household spending over the past few decades. For example, in the United States,
Mishkin (1978) reported that Index of Consumer Sentiment (ICS) published by the
University of Michigan possesses good explanatory power for changes in durable
goods. Carroll et al. (1994) also found that the Michigan ICS has good predictive
capability with regard to household expenditure but that its forecasting power
decreased considerably when the Index was used along with other macroeconomic
variables.

Interest in consumer perceptions and attitudes reflects general belief that the
sentiments and expectations of individual consumers directly affect the direction of
the economy. Empirical research has shown that measures of consumer confidence
are collated with consumption and may have some short-term forecasting capability
(see, for example Carrol et al, 1994 and Al-eyd, et al, 2009). Also, some economists
have developed renewed interest in evaluating the potential link between
confidence indicators derived from household based survey and some
microeconomic variables. In another study, Acemoglu and Scott (1994) employed
Granger causality and regression analyses to determine whether consumer
confidence, as measured by the Gallup Poll in the United Kingdom, can predict
future consumption and found that consumer confidence is a leading indicator of
future consumption growth. In a subsequent study, Delorme, et al (2001)
conducted a study on consumer confidence and rational expectations in the United
States compared with the United Kingdom. They reported that the predictive ability
of the United Kingdom consumer confidence index is greater than that of the
United States.

Using French data, Belessiotis (1996) also reported that consumer confidence
index provides decent explanatory power for future consumer spending. Other
studies include that of Kwan and Cotsomitis (2005) in Canada that reported that
though consumer sentiment is a reliable predictor of consumer expenditures at the
national level, results obtained using regional data were quite mixed. Unlike the
case in the United States or the United Kingdom, Fan and Wong (1998) found that
confidence indicators in Hong Kong have little or no explanatory power in
forecasting household spending. Choi (2002) reported that (consumer sentiment
index) CSI provides significant information about future consumption, but Kim and
Goo (2005) observed that the CSI in Korea did not have reliable predictive power for
future consumption.

Despite the importance of CSI, there have been a few studies on the CSI in
Nigeria, apart from the work of Olowofeso and Doguwa (2012) that assesses the
consumer confidence indices and the inter-linkages between consumer confidence
and selected macroeconomic variables in Nigeria. Most of the studies considered
focused on developed countries and studies on Africa and Nigeria in particular are
sparse. This study therefore is an attempt to address issue relating to whether
consumer confidence data could be used to forecast consumption in Nigeria. In

2 IFC Bulletin No 39



particular, the paper examines whether the inclusion of confidence data and other
relevant economic indicators improve the fit of consumption model. To the best of
our knowledge, our study represents the first endeavour in Nigeria to assess the
usefulness of consumer confidence in predicting consumption. The rest of the paper
is structured in four sections. Section 2 reviews related literature. The methodology
is presented in section 3, while section 4 presents the empirical results. The fifth
section presents the concluding remarks of the paper.

2. Literature Review

Many researchers have explored both theoretical and empirical ways in which
consumer sentiment could influence economic performance. With regard to
consumers, low expectations for the future may affect different types of spending in
different ways. One would expect, for example, spending on more expensive,
durable items to be more sensitive to consumer sentiment, whereas outlays on
essential day-to-day goods would fluctuate less in response to expectations.

So far, most studies on consumer attitudes as a leading indicator of household
spending have focused primarily on the predictive power of the Michigan Index of
Consumer Sentiment (ICS). The results of these studies have, however, been varied.
For example, an early study by Lovell (1975) found that measures of consumer
attitudes based on the Michigan Survey of Consumers are unreliable predictors of
future consumption. Mishkin (1978), using a stock adjustment model, showed that
the ICS provided good explanatory power for changes in consumer durables. In
another development, Souleles (2001), using the microdata of the Michigan Survey,
reported that consumer sentiment is useful in forecasting future consumption, even
when controlling for a number of macroeconomic variables. On the other hand,
Howrey (2001) found that both lagged and current-quarter monthly values of the
ICS were generally insignificant when control variables were presented in the
equations of total personal consumption expenditures (PCE), consumer spending on
durable goods as well as on services.

Ludvigson (2004) examined the main issues surrounding the measurement and
reporting of consumer confidence, as well as its relationship with the real economy.
The study concluded that the most popular surveys do help predict future consumer
expenditure, but the extra predictive power beyond that of other economic and
financial indicators is modest.

In another related study, Lovell (2001) suggested that the Index of Consumer
Expectations (ICE) developed by the University of Michigan may be a better proxy
for consumer confidence than the ICS. Many other studies particularly for
developed countries give emphasis on the forecasting power of sentiment indices
on macroeconomic trends of the economies. With the pioneers of Acemoglu and
Scott (1994) and Carroll et al (1994), the studies result in having attention on
consumer confidence indices since the predictive power of the indices are generally
noticed via several analysis. Matsusaka and Sbordone, (1995) employed US quarterly
data within the period 1953-1988 to analyze the relationship between consumer
sentiment and GNP. Using Granger causality, they find that there is causality from
consumer sentiment to GNP. In a related development, Utaka (2003) used vector
autoregression to analyzed consumer confidence as a factor in explaining the
economy using quarterly Japan data. He discovered that confidence only has an
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effect on short-term economic fluctuations; however, no effect is detected in the
long run. Afshar and Zomorrodian (2007), using quarterly data for the U.S. from
1980 to 2005, analyze the relationship between three confidence measures and
economic fluctuations. They find causality from confidence measures to GDP and
that these three measures play crucial roles in economic fluctuations. Nadenichek
(2007) investigates whether expectation can play a role in the creation of economic
downturns using Japan’s stagnation period of 1990s. Olowofeso and Doguwa (2012)
developed and estimated the consumer sentiment model and conference board
confidence model for Nigeria. They cited several factors that can affect the
consumer confidence in an economy like Nigeria. Using simulation techniques, they
discovered that consumer or business confidence indices take a part in explaining
the economic fluctuations. Our approach here concentrates on monthly data
instead and uses a related but somewhat different methodology.

3. Methodology

3.1 The Data

The data used in this paper are obtained from the surveys of the Consumer
Expectations Survey (CES) of Central Bank of Nigeria from Q2 2008 to Q2 2014.
Other data are obtained from the surveys of business expectations and Statistical
Bulletin of the Central Bank of Nigeria. The confidence data were taken from
consolidated quarterly expectations surveys data of both households and firms in
the six-geopolitical zones of Nigeria. The sectors covered for the firms include
industry, construction, wholesale and retail trade, financial intermediation, hotels
and restaurants, renting and business activities and community and social services.
In addition, some of the secondary data collected were obtained from various
publications of the National Bureau of Statistics, the consumer price index and
national accounts data. The consumer confidence index (CCI) collected reflects the
short-term trend of activity and major movements in overall economic activity. Most
of the data are current and expectations values for next quarter and one year ahead.
In both the consumer and business expectations surveys, the results are reported as
differences between positive and negative answers (net balances), which are then
aggregated into a single confidence index, with each net balance receiving the same
weight. The choices of the indicators are based on the relevance of the variables to
this study.

3.2 Method of Data Analysis

The data collected were analyzed using the Eviews and WinSolve. Given the paucity
of monthly data, cubic spline interpolation algorithm was used to convert the
quarterly indicators to monthly series.

3.2.1 Computation of Confidence Indices

Overall Consumer Confidence Index is computed as the average of three indices:
Economic condition index (ECI), Family financial condition index (FFCI) and Family
income index (FII). The ECI, FFCI and FII are diffusion indices computed as the
percentage of respondents that answered in the affirmative less the percentage
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share of the respondents that answered negative in a given indicator. A negative
diffusion index indicates that the respondents with unfavourable view outnumber
those with favourable view except for unemployment, change in prices and interest
rate for borrowing money, where a negative index indicates the opposite.

The retail trade confidence index is based on the following three questions
from the business expectations survey: We consider the present volume of business
activity index with volume of total order book index as well as business trend over
the next 3 months; the retail trade confidence index is calculated as the unweighted
average of the scores for the three questions.

Table 1 below presents the summary of Consumer Confidence Indicator and
the other macroeconomic indicators, the corresponding IDs and the corresponding
sources from which the data are collected.

Macroeconomic factors, respective IDs and data sources Table 1
Economic Factor ID Source

Real consumption GRC¢ National Bureau of Statistics
Growth rate of consumption AGRC, National Bureau of Statistics

Real personal disposable income RPDI National Bureau of Statistics
Financial deepening FD CBN, Statistical Bulletin
Consumer confidence CcC CBN, Statistical Bulletin

Retail trade confidence RTC CBN, Statistical Bulletin

3.2.2 Pearson Correlation Analysis

Pearson correlation analysis is the statistical analysis tool used to study the
relationship between the consumer confidence indicators and the other
macroeconomic indicators examined in this work. The null hypothesis of the test for
CCI and each macroeconomic indicator is that there is no association between CCI
and other macroeconomic indicators.

3.2.3 Unit Roots

In order to evaluate the forecasting ability of the confidence, we need to get
adequate information on the stationarity properties of the data being used in the
forecast. Augmented Dickey-Fuller (ADF) tests proposed by Dickey and Fuller (1979),
the Phillips—Perron (1988) test (PP) are used for the identification of the order of
integration of the macroeconomic indicators and the Consumer confidence
indicators used in this study. The null hypothesis is that the time series under study
is not stationary and the alternative hypothesis is that the time series is stationary. A
time series is stationary if its statistical properties do not change after being time-
shifted (Brockwell and Davis, 2002). Critical values recommended by Banerjee et al.
(1993) are used for the unit root test. In addition, we also employ several unit root
tests like Dickey-Fuller Test with GLS Detrending (DFGLS), The Kwiatkowski, Phillips,
Schmidt, and Shin (KPSS) test, Elliot, Rothenberg, and Stock Point Optimal (ERS)
Test, Ng and Perron (NP) tests to the consumer confidence indicators and other
macroeconomic variables considered (For brevity of this paper only the ADF and PP
results are presented in this paper, the other unit root tests are available on
request).
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3.3 Econometric Model of the Consumer Sentiment and Consumer
Confidence

This section clearly describes the econometric models developed for this work. The
quarterly consumer sentiment and consumer confidence regressions in a structured
time series framework formulated are presented below. We adopted a simple
autoregressive model which was used by Carrol et al. (1994), to assess the predictive
ability of the selected indicators. The nature of the question contained in the
expectations questionnaire of the CBN makes it possible that the indicators contain
information captured by other macroeconomic variables. Based on this, the
standard equation adopted is specified as follows:

n
AGRC,=a+) BAGRC,_ +¢, (1)

i=1
where AGRC, represents the growth rate of consumption and ¢ is the error term
that is identically and independently normally distributed with zero mean and
constant variance. Consequently, by adding consumer confidence index (CCI) and
retail trade index (RTI) to equation (1) separately, we have equations (2) and (3)
respectively. In this paper we restrict the number of lags for the indicators to two
quarters because the surveys deal mainly with current and the next quarters’ views
of the respondents. Thus, the two confidence-augmented equations are respectively

written as:

n 2
AGRC,=a+> BAGRC,_, +> OACCI,_, +¢, (2)
i=1 i=1
n 2
AGRC, =a+> BAGRC, ,+> OARTI, , +e¢, 3)
i=1 i=1

We adopted the technique used by Nahuis and Jansen (2004) to investigate
whether incorporating consumer confidence or retail confidence improve the
model, the relative reduction in the unexplained variance of equations (3) and (4)
compared to that of equation (1). This measure shows the survey indicator’s relative
contributions to the explanation of consumption growth besides lagged values of
consumption growth itself. The F-statistic testing (F: By = B = B2 = -+, B, = 0) will
be used to examined if all the coefficient and jointly zero. This test shows whether
the relative reduction in unexpected variance is statistically significant. In order to
assess the value of other information, we add the two indicators of CCI and RTI to
equation 1 to give a model stated as:

n 2 2
AGRC, =a+Y BAGRC_ +> GACCI,_ +> $ARTI_ +¢, 4)

i=l i=1 i=l
Again, to be able to examine the in-sample forecast and out of sample
performance of the confidence indices and the confidence indicators of household
consumption, we estimated unrestricted VAR model and obtain the representations
of the estimated model by obtaining the corresponding behavioural equations in

WinsSolve for the forecast.
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4. Empirical Results

Table 2 summarizes the results of the unit root carried out. The results show that
and RCG, CCI, RPDI and FD are all I(1) and needs to be differencing to be stationary.
Meanwhile, RTI is I(0) at 5 per cent level of significance. In this case, causality and
predictive testing are appropriate between I(0) variable and differences of the I(1)
indicators. Thus, a vector error correction mechanism (VECM) technique is
inappropriate for assessing confidence since all the variable are not I(1) series that
may cointegrate. Therefore we adopted the simple ARMA technique presented in
equations (2) and (3).

Unit Root Tests (Augmented Dickey-Fuller and Phillip-Perron ) Table 2

Order of Integration: I(1) for all series
ccl FD RCG RPDI RTI
t-Statistic Prob.*  t-Statistic Prob.*  t-Statistic Prob.*  t-Statistic Prob.* t-Statistic Prob.*
Augmented Dickey-Fuller test statistic  -2.81659 0.0611 -5.02427 0.0001 -6.04847 0.00000 -5.53244 0.00000 -3.31595 0.018

Test critice 1% level -3.52705 -3.52289 -3.52289 -3.52289 -3.53159
5% level -2.90357 -2.90178 -2.90178 -2.90178 -2.90552
10% level -2.58923 -2.58828 -2.58828 -2.58828 -2.59026
CCl FD RCG RPDI -2.59026
t-Statistic Prob.*  t-Statistic Prob.*  t-Statistic Prob.*  t-Statistic Prob.* t-Statistic Prob.*

Phillip Perron test statistic -3.9835  0.0025 -5.05458  0.0001 -6.09752 0.00000 -5.77286 0.00000 -9.92777 0
Test critice 1% level -3.52289 -3.52289 -3.52289 -3.52289 -3.52289
5% level -2.90178 -2.90178 -2.90178 -2.90178 -2.90178
10% level -2.58828 -2.58828 -2.58828 -2.58828 -2.58828

*MacKinnon (1996) one-sided p-values.

Source: Data Analysis.

Autoregressive roots graph reports the inverse roots of the characteristic AR
polynomial. In this paper the estimated VAR is stable (stationary), we can see that all
roots have modulus less than one and lie inside the unit circle as shown in Table 3
(see Litkepohl (2006)).

Table 3: Roots of Characteristic

Polynomial

Root Modulus
0.978053 0.978053
0.877133 0.877133
0.797092 0.797092
0.695993 - 0.215611i 0.728625
0.695993 + 0.215611i 0.728625
0.489578 - 0.407243i 0.636815
0.489578 + 0.407243i 0.636815
0.190406 0.190406
-0.032709 - 0.091654i 0.097316
-0.032709 + 0.091654i 0.097316

No root lies outside the unit circle.
VAR satisfies the stability condition.

Source: Data Analysis.
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4.1 Correlation Analysis

Before we report the other empirical results of the models specified couple with the
other results, it would be useful to first examine the statistical relationship between
consumer confidence index and some of the variables considered in the work.
Table 4 shows the correlations between real consumption, real personal disposable
income, Consumer confidence, retail trade confidence, growth rate of consumption
and financial deepening. All of the correlations are in the expected direction: except
for RTI and GRC that gave negative value of —0.0265. The confidence indices
correlate well with GRC, RPDI and RTL In addition, there are moderate and
statistically significant correlations in the expected directions between the indices
and the other economic variables: the RPDI and FD as well as between CCI and
RPDI. As can be seen from this Table 4, these series reveal a close association for the
period under consideration.

Correlations between CC Indicator and Key Macroeconomic Variables Table 4
FD GRC RPDI ca RTI DGRC

FD 1

GRC 0.573** 1

RPDI -0.017 0.380** 1

ca —0.526** -0.187 0.331** 1

RTI -0.178 —0.265* 0.578** 0.634** 1

DGRC 0.103 0.079 —0.158 0.088 0.275*

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).

Consumption model results Table 5
Explanatory variable Adj. R? without Adj. R? with
consumption model consumer confidence consumer confidence

RTI 0.043302 0.055939

RTI, RPDI 0.099774 0.111203

RPDIL, FD 0.533908 0.451402

RTI, RPDIL, FD 0.543329 0.487833

Source: Authors Calculation.

Table 5 shows the goodness of fit of each model, as measured by the adjusted
R-squared. In each case the model fit improves, as we include more relevant
variables and consumer confidence index as explanatory variables. It should be
noted that the overall adjusted R-squared remains relatively low even under the
best model and many individual coefficients (not reported) were insignificant. The
best model is actually the one which includes RTI, RPDI and FD. The results at least
suggest that any model of consumer behaviour, however sophisticated, may benefit
from the inclusion of confidence indicators in the model.
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The various growth rate of consumption model estimated

Table 6

Independent Model I Model I Model III Model IV Model V Model VI
Variables
D(GRC(-1)) -0.610824*  -0.694157*  -0.736168*  -0.747372*  —0.615880* -0.626549*
D(GRC(-2)) -0.286900%  -0.436602*  -0.488238*  -0.502289*  —0.423680* -0.428309*
D(GRC(-3)) - -0.218182**  —0.267731**  -0.280494*  -0.240881**  —-0.240015**
CCI(-1) - 0.046082 - 0.027286 -0.011480 -0.010149
CCI(-2) - -0.044154 - -0.028853 -0.027290 -0.026663
RTI-1) - - 0.019831 0.018187 0.019508 0.017927
RTI(-2) - - -0.019259 -0.016812 -0.008395 -0.008962
FD(-2) - - - - 1788725 1.672514
FD(-1) - - - - ~2.204969** -2.102247
RPDI(-2) - - - - - 0.002638
RPDI(-1) — - - - - -0.002162
Prob(F-statistic) 0.000009 0.000118 0.000075 0.000462 0.000161 0.000722
Akaike info criterion 0.362495 0.417008 0401674 0.454867 0405175 0.459575
Durbin-Watson stat 2.106615 2.051741 2.068133 2.072363 2.097431 2.097126

(*)Significant at 5%; (**) Correlation is significant at the 0.05 level (2-tailed).

Source: Data Analysis.

Table 6 presents the results of the model specified. Models 1 to IV clearly show
that the coefficients are significant by using the F-statistic. The behavioural equation
was used in Winsolve to conduct the in-sample and out-of-sample forecast. The
estimated parameters that are significant are clearly highlighted in Table 6.

Trends of Consumer Confidence index, retail trade index and GRC

Figure 1
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From the quarterly data we observed that the consumers’ overall outlook in Q2,
2014 remained downbeat. At —2.4 points, it inched up by 6.0 points above the level
achieved in the corresponding quarter of 2013. The bleak outlook of consumers in
the quarter under review, could be attributable to the pessimistic outlook of
consumers in their family financial situation which stood at —14.5 points. The indices
for next quarter and the next twelve months rose by 1.5 and 4.8 points, respectively,
from the level attained in the corresponding quarter 2013. The positive outlook of
consumers in these quarters could be attributable largely to the optimistic outlook
of consumers in their family income. The retail trade index fell slightly above CCI
from August, 2011 as shown in Figures land 2.

Nigeria Consumer Confidence versus retail trade index

Figure 2
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Consumers have more confidence in the economy when there is increase in the
output of goods and services. Historically, the overall conference outlook index is a
barometer of the health of the economy from the perspective of the consumer. The
CCI and its related series are among the earliest sets of economic indicators
available each quarter and are closely watched as indicators by the monetary policy
committee members and other stakeholders for the Nigeria economy.
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Short-term forecasting of consumption

Table 7

Actual growth

rate of In-sample

Time consumption Forecast  Error
201401 -0.037 -0.035 -0.002
201402 -0.050 -0.054 0.005
201403 -0.063 -0.074 0.011
201404 -0.075 -0.087 0.011
201405 -0.088 -0.091 0.003
201406 -0.101 -0.088 -0.012
201407

201408

201409

201410

201411

201412

Out-of-
sample
Forecast
-0.037
-0.050
-0.063
-0.075
-0.088
-0.101
-0.103
-0.070
-0.061
-0.060
-0.061
-0.061

Source: Authors Computation.

The negative values displayed by the consumption data used in the model
could be as a result of consumers spending less on consumption items at the
expense of other pressing needs like payment of school fees, accommodation,
housing and transportation costs which are autonomous.

Trend of financial deepening verses real consumption

Figure 3
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4.2 Forecast Evaluation

We present the in-sample forecast from 2014:M1 to 2014:M6 and out of sample
forecast from from 2014:M7 to 2014:M12. The error margin of the in-sample
forecast from —-0.002 to 0.011 confirm the robustness of the model used for the
forecast. This result broadly accords with Al-Eyd (2009), who finds the information
content of confidence indicators for future consumption in the U.S. to be rather
small. We do not reject the null hypothesis of identical forecasting performance. In
other words, the models containing the confidence indicator improve the DGRC
forecasts. Similarly, the confidence indicator improves the forecasts generated by
the autoregressive process for GRC growth. Finally, we perform some in-sample and
out-of-sample analysis to check to what extent and in which circumstances the
consumption models outperform. These forecasts are obtained using models,
whose parameters are estimated using data up to t-1. Root mean square errors are
computed and used as comparison between models and the best model was
selected for the forecast. The results of the out-of-sample forecast are displayed in
column 5 of Table 7.

5. Concluding Remarks

This paper examined the predictive capacity of consumer confidence index that
contained information on people’'s expectation of their future well-being for
consumption in Nigeria. It presented the in-sample forecast from 2014:M1 to
2014:M6 and out-of-sample forecast from 2014:M7 to 2014:M12. The error margin
of the in-sample forecast lies between —0.002 to 0.011 which confirm the robustness
of the model used for the forecast. Broadly speaking, the results are in tandem with
Al-Eyd (2009), who finds the information content of confidence indicators for future
consumption in the U.S. to be rather small. However, in sharp contrast with the
situation in the US or Britain, the results indicate that the confidence index have
explanatory power in forecasting consumption growth in Nigeria. The empirical
analyses also showed that including confidence in a model of consumption can help
improve the statistical fit. Thus, the paper concludes that consumer confidence
index has predictive power for consumption growth in Nigeria. This is an important
implication for policy-makers and business owners, who have to plan ahead and
anticipate market trends; but care must be taking particularly during period of
economic uncertainty and fluctuations. For future investigation, this preliminary
analysis could however be extended on various reasons. First, it is unclear how
robust the results will be by including other relevant macroeconomic variables.
Secondly, there is need for a comparative study of expectations data in modeling
consumption in the West African zone.
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Use of Consumer Credit Data for Statistical
Purposes: Korean Experience

Byong-ki Min*
Abstract

For some time, the Bank of Korea has sought to obtain micro data that can help us
to analyze our household debt situation and to assess the financial soundness of
households more accurately. This type of data, Consumer Credit Data, has been
gathered by credit information registries (or credit reporting companies) primarily
to assist creditors in evaluating the credit quality of current and prospective
customers. Using this consumer credit data in cooperation with one of Korean
Credit Bureaus, the Bank of Korea is constructing a new longitudinal databases that
tracks consumers’ access and use of credit at a quarterly frequency from 1Q 2009 to
present. Now our pending task is to constitute a nationally representative random
sample of individual consumers in any given quarter. With these processes
completed successfully, the Bank of Korea will obtain more detailed and timely
information on the debt status, loan payment behavior, and overall credit quality of
Korea consumers. Such information will facilitate our analysis of macroeconomic
conditions, improve its understanding of the way credit is provided to consumers,
and enhance the bank's monitoring function of financial stability.

Keywords: Household credit, consumer debt, micro data, panel data
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1. Introduction

There has been a global trend toward strengthening the role of a central bank in
monitoring financial stability. In accordance to this trend the Bank of Korea Act was
revised in 2011 for the Bank of Korea, which is not a supervisory regulator of the
financial market in Korea® to monitor the implications for financial stability when
implementing monetary policy. While the rapidly snowballing household debt in
Korea is likely to become a destabilizing factor to domestic financial market, the
existing aggregated household debt statistics provide only limited information. Ever
since the revision of the Act, the Bank of Korea has paved the way for the use of
micro-data from Consumer Credit to produce statistics to replace or control the
quality of the currently compiled monetary and financial statistics and to investigate
domestic financial market so as to more accurately diagnose the economy.
Currently, the Consumer Credit data statistics provided by CBs are in an aggregated
form, not in a micro form. It is believed that constructing a new longitudinal
database using raw Consumer Credit data is necessary to track individuals’ and
households’ access to and use of credit on a periodic basis.

In this article, we first take a look at the household debt status in Korea and the
relevant statistics. We then review the sharing system of Consumer Credit in Korea,
explain how the Bank of Korea utilizes Consumer Credit data for statistical and
analytical purposes, and describe our approach to the construction of the panel
database, called Consumer Credit Panel DB (CCP DB), using a sample Consumer
Credit information. The major hurdles the database development has recently faced,
such as a series of Consumer Credit data leaks that has led to the increased
demands for information security, is also introduced. At the end, we review the
framework of CCP DB under construction and the way forward.

2. Household debts in Korea

The size of the household debt in the whole economy is obtained from the data on
Household Credit and the Households’ Flow of Funds account. Household credit is
defined as the sum of household loans offered by financial institutions including
banks and credit sales (household loans + credit sales) offered by credit card and
finance companies3. Household debt (household credit statistics basis) stood at
1,021 trillion won as of end-2013, having risen by 6.0% compared to end-2012
(964 trillion won) as its rate of increase expanded over that (5.2%) in 2012. This was
a result mainly from banks’ and public financial institutions’ home mortgage lending

The Financial Supervisory Service, in Korea, is responsible for the examination and supervision of
financial institutions. FSS was established on January 2, 1999, under the Act on the Establishment of
Financial Supervisory Organizations by bringing together four supervisory bodies-Banking
Supervisory Authority, Securities Supervisory Board, Insurance Supervisory Board, and Non-bank
Supervisory Authority-into a single supervisory organization.

The Bank of Korea has gathered data on household credit (releasing quarterly statistics since 1996)
in order to figure out the household credit supply situation since 1997.

2 IFC Bulletin No 39



(including leasehold deposit loans®) climbing, due to an expansion in housing
transactions, to rises in leasehold deposit prices, etc., amid increased unsecured
lending by non-bank financial institutions®.

As household debt in Korea has rapidly snowballed in recent years, concerns
have been raised about households’ debt servicing capacity. It is notable that as
economic conditions deteriorate such concerns can exacerbate the situation and
cause the fear for a ‘financial crisis’ or an ‘economic crisis’. One of the reasons for
the raised concerns is that no objective assessment and in-depth analysis of
households’ debt servicing capacity have been made in spite of the growing
household debt. So far the approaches of Korean household debt studies and the
relevant assessments of households’ debt servicing capacity have mainly been
based on aggregate data, and thereby having used aggregate statistics for the
overall economy and all households. For the indicators for assessing households’
debt servicing capacity, the capital gearing ratio and the debt-to-income ratio have
been used.

Amount and rate of increase? of household debt®
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However, the households’" debt servicing capacity assessed based on
aggregates using the indicators above has a limitation in that it does not reflect the
differences in households' characteristics.® That is, if households’ debt is assessed

The majority of leasehold deposit loan products that banks are extending are secured by
guarantees issued by the public guarantee organizations Housing Finance Credit Guarantee Fund
and Korea Housing Guarantee Co., Ltd., or by the private guarantee organization Seoul Guarantee
Insurance Co., Ltd.

Non-bank financial institutions in the text related to household financial soundness include non-
bank depository institutions and other financial institutions such as insurance companies, pension
funds and public financial institutions.

The economic, social and demographic differences among the households (ages, occupations,
delinquency, payment history, income, credit score, etc).
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using aggregate measures, it is impossible to figure out which type of households is
in a sound financial situation and which is facing bankruptcy. In addition, this
method might provide unrealistic information in accordance with households’ debt
distribution. For example, in case the households with sound debt servicing ability
(those having high level of income or assets) own most of the household debt, this
will generate little problem to the economy. However, when assessed with the
aggregate data alone, their financial soundness can be said to have deteriorated
simply because their debts have grown faster than their income or assets. From this
perspective, it is required to conduct analysis of household debt using micro data as
well as macro indicators to more accurately assess the financial soundness of
households.

For some time, the BOK has sought to obtain micro data that can help us to
analyze our household debt situation. This type of data, Consumer Credit Data, has
been gathered by credit information registries(or credit reporting companies)
primarily to assist creditors in evaluating the credit quality of current and
prospective customers.” In next chapter, after explaining credit reporting system in
Korea, we introduce our current usage of consumer credit data.®

3. Credit Reporting System in Korea and usage of its data

For decades in Korea, consumer credit information has been gathered by the Korea
Federation of Bank (KFB)9, established in 1928 and Credit Bureaus (CBs). The KFB,
as a centralized credit information collection agency under the applicable Korean
law, pools and manages credit information from all financial institutions and public
organizations™ and provides this information to financial institutions, public

Consumer credit data has been gathered by a “Credit information registry” which refers to a
database of information on borrowers in a financial system. Information in these registries is
available for individual consumers and/or firms. The core of this data is a borrower’s past payment
history. The data available may be only negative (information on late payments, defaults and other
irregularities) or may also contain positive information such as debts outstanding even if the credits
and loans have always been paid on schedule. Registries may also contain other types of
information, including basic personal information such as address and age, as well as information
from court records or other public or government sources, which could have a bearing on
creditworthiness.

Credit registries operated by governments, (usually by bank supervisors), are referred to as Public
Credit Registries("PCR"). Those registries operated outside government, even if they are non-profit
institutions, are referred to as Private Credit Registries or Credit Bureaus (CBs).

The Korea Federation of Banks (KFB) is a trade association that represents and promotes the
interests of the Korean banking industry as a whole.

In 1986, the KFB began to offer credit information management services. In 1997, the government
officially designated the KFB as Korea's centralized credit information collection agency and
granted it the authority to collect and maintain credit information from all financial institutions, in
accordance with the Use and Protection of Credit Information Act.

As of December 2012, approximately 4,208 financial institutions and 560 other entities, including
government agencies and courts, had submitted credit information to the KFB. This figure
encompasses nearly every type of financial institution operating in Korea, including 18 domestic
banks, two credit guarantee funds, one housing finance corporation, one policy-based finance
corporation, the branches of 33 foreign banks, 45 securities companies, 37 insurance companies,
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organizations and CBs for their use. The KFB covers a broad range of data that
encompass every financial institution and helps these institutions to perform more
effective and efficient credit assessment of their customers and to better monitor
their borrowers. The KFB also collect additional information from public records and
courts (for information on lawsuits, tax liens, judgments and bankruptcies). CBs have
full access to the concentrated KFB as well. CBs also gather other data which is
useful for credit assessment of the borrowers but not included in KFB data.

Credit Reporting System in Korea
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The KFB has characteristics of both a Public Credit Registry (PCR) and a CB. It is
similar to a PCR in that its collection of credit information is required by law, while
similar to a CB in that it pools a wide range of information and that its decision
making is performed by a consultative body comprising representatives of financial
institutions. KFB is not owned or administered by a central bank or a supervisory
institution unlike PCRs in other countries; therefore, limitations exist to utilize the
credit data concentrated by KFB for public interest.

The information gathered by CBs is vast and seeks to cover virtually all Korean
consumer borrowing. To the extent that this information is complete,
comprehensive, and accurate, it represents a potential new source of statistical data
for the BOK on consumer credit markets and behavior. To analyze the households’
debt more accurately using consumer credit data the BOK has obtained the
aggregate consumer credit data from one of the CBs in Korea. These statistics are
produced from the entire consumer database in Korean financial market and help
the BOK to diagnose the current situation of households’ debt. The figures below
show some of these statistics included in “Financial Stability Report”.

93 savings banks, 64 credit card leasing and finance companies, 1,255 agricultural and fisheries
cooperatives, 949 credit unions, and 1,420 community credit cooperatives.
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loans, by financial sector number, and household loan amount per multiple
loan borrower

M Banks (trillion won, 10,000 persons) (million won)
Consumer finance companies 350 - . 1 100
M Loan amount (LHS) Number of bomowers (LHS)
(%) M Non-bank financial institutions (%) B B K FEURE (RIS
100 1100 & e
{1 95
75 | 1 75
300 90
50 50
5.7 1 85
1 I I l )
0 L 1 L 0 250
2010 20 2012 2013 201012 201112 201212 201312
Notes: 1) Grades 7~10 among the ten credit ratings Source: NICE

2) Non-bank financial institutions excluding
consumer finance companies
Source: NICE

The primary sources for current information on consumer debt and credit
consist of the aggregate data from financial institutions and CBs using consumer
credit data. These databases have several important shortcomings for analysis of
loan behavior. To overcome these shortcomings, the Bank of Korea engaged one of
the three CBs to supply the records of a nationally representative sample of
individuals to make a panel DB. This plan, however, has been delayed due to several
cases of personal information leakages. In the next chapter, we introduce our
framework of Consumer Credit Panel DB and the reason why the start-up of
constructing DB was delayed.

4. A Big Picture of BOK’s Consumer Credit Panel DB

To address these shortcomings of existing data sources and to meet a rising need
for up-to-date high quality information on household debt and credit at an ongoing
basis, the Economic & Statistic Department of BOK set out to create a new and
unique quarterly panel dataset, ‘Consumer Credit Panel DB (preliminary title)’, a new
longitudinal database with detailed information on consumer debt and credit, based
on information contained in individual credit reports. Our main objective is to create
a longitudinal panel of individuals that tracks their access and use of credit at a
quarterly frequency from 1Q 2009 to the present, with future updates added each
quarter. The panel is supposed to constitute a nationally representative random
sample of individual consumers in any given quarter. According to our plan, the
panel DB will be comprised of a 5% sample and contain information derived from
consumer credit reports to track individuals’ and households’ access to and use of
credit on a quarterly basis. The DB will be used for statistical purposes, as the panel
can compute nationally representative estimates of the levels and changes in
various aspects of individual and household liabilities.

With respect to the legal environment for using Consumer Credit Information in
Korea, since our planned DB would not include any personal information, such as
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name, national ID number, street address, and so on, our work is in compliance with
the current law. However, regardless of legal compliance, public desire to reinforce
the protection of personal information is growing after the recent events of
consumer credit data leakages. Recently, in Jan 2014, one of the largest information
theft cases occurred in Korea."” Regulators are preparing to announce a set of
measures that will better protect personal information handled by financial firms
following a recent massive data leak.” These moves toward the reinforcement of
the protection of individual information delayed our plan of constructing CCP DB.
As the importance of enhancing personal information security has increased along
with personal information leaks, CBs had been reluctant to provide the individual
Consumer Credit data until recently. The Economic Statistical Department of the
BOK had consistently persuaded CBs that their data would be a substantial
contribution to pursuing the public interest and they finally agreed to provide the
individual Consumer Credit data.

Regarding the information from managed by CBs, the data to be contained in
our DB can be broadly categorized into certain personal information, credit account
information, including credit card information, and public records. Personal
Information includes consumer identification number', date of birth, gender,
address, income™, employment information (occupation), and nationality
(Korean/foreigner).'® For credit account data usually occupy a major portion among
other credit records, it can easily be assumed that credit account-related
information would do so for the planned DB as well. In addition to loan account
information provided by creditors, the consumer credit panel contains information
from public records, including records of bankruptcy and tax liens.

12 An official of the Korea Credit Bureau (KCB) stole the customer information from the databases of

the three of the country's major credit card firms and sold the data to an advertiser, and the
information was used for marketing activities. Data of over 20 million consumer was leaked.
Regulators are facing criticism that they failed to properly monitor the financial firms.

B The measures under review include curbing financial firms from asking for "too much" personal

information such as citizen registration numbers and strictly regulating information sharing among
affiliates.

¥ Itis important to note that all individuals included in our database are anonymous: we do not know

their names, street addresses or national ID numbers. Individuals in our data are distinguished and
can be linked over time through a consumer identification number.

15 Not all individual’s income information is included, in which case the estimated income, by CBs for

the purpose of credit evaluation of borrowers, is used for proxy.

6 Inquiries Records and Credit scores would be also included. Inquiries consist of information on the

consumer's credit history requested by a creditor and include date and purpose of the inquiry.
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Contents of Credit Information in CCP DB

Table 1

Classification

Content

Personal information

Consumer identification number, Date of birth, Sex,
Address, etc.

Income, Employment information(occupation),
Nationality

Inquiries Records, Credit score, etc.

Credit Account Information

Outstanding loans (dates, amounts, names of lending
institutions, mortgage collateral)

Outstanding card loans

Guarantees on repayment (dates, amounts, names of
guarantee institutions)

Openings and closures of household checking
accounts and credit card and debit card accounts
Delinquencies on debt and Defaults on credit card
debt, etc.

Public Information

Delinquencies on national taxes, local taxes, and
customs duties

Failures to honor court repayment orders
Exemptions from debt repayment due to court
decisions to discharge upon request from debtors
Individuals in the process of debt recovery in
accordance with the Individual Debtor Recovery Act
Delinquencies on customs duties

Delinquencies on industrial insurance premiums and
employment insurance premiums, etc.

5. Concluding Remarks : The Way Forward

The large culmination of consumer debt and defaults served to highlight the
importance of understanding the liabilities side of households' balance sheets. To
that end, the BOK has planned to establish a Consumer Credit Panel, a dataset on
household liabilities based on consumer credit data. The Consumer Credit Panel
would be designed to provide detailed quarterly data on a panel of Korean

consumers from 2009 to present.

The most important process that is required for the DB to be representative of
Korean consumer is the sampling design. The BOK is now investigating on the
sampling design. If the sampling design proves to be appropriate, the dataset can
be used to calculate national and regional aggregate measures of individual-level
credit balances and delinquencies by product type. The panel also provides new
insights into the extent and nature of heterogeneity of debt and delinquencies
across individuals. The longitudinal nature of the data enables research on loan
origination and repayment behavior at the individual consumer level over time,
across refinances and loan modifications and across different loan types. The panel
tracks consumer obligations from 2009 to present, and an analysis of a wide array of

previously obscured debt behaviors is ongoing.
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The next task, then, would be making household-level data. While consumer
income and assets are commonly measured and analyzed at the household level,
consumer debt traditionally has been measured at the individual level. For studying
household economic behavior and in particular, for understanding life-cycle
household finance, it would in fact be more informative to examine debt and credit
aggregated at a household level rather than at an individual level.

With these processes completed successfully, the BOK could obtain more
detailed and timely information on the debt status, loan payment behavior, and
overall credit quality of Korea consumers. Such information could facilitate the
BOK's analysis of macroeconomic conditions, improve its understanding of the way
credit is provided to consumers, and enhance the bank's monitoring function of
financial stability.
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Renegotiated loans in the Czech Republic

Irena Zykanova

Introduction

Renegotiation of loans has become an important phenomenon in banking in recent
years Renegotiation is a process whereby clients either agree to repay the lender
the outstanding amount of their loans under new terms and conditions or move
their loans to another lender offering better conditions. Renegotiated loans have
gained importance thanks mainly to low market interest rates and the end of the
period of fixed interest rates on many loans, especially those in the housing area.

The interest in monitoring the amounts of, and interest rates on, renegotiated
loans is based primarily on the needs of financial stability authorities, who track
information on renegotiated loans transferred from other institutions in order to
monitor the “wooing of clients” between banks. Loan renegotiation is also of great
interest to monetary policy makers at both national and European level.

Information on renegotiated loans has not previously been monitored at the
banking sector level in the Czech Republic. Some banks have published estimates
based on non-standardised methodology. The Czech National Bank is the source of
information on total new loans, or new loan agreements, in a given period for the
entire banking sector in the Czech Republic. However, under European Central Bank
methodology, these loans include both new loan agreements, which specify the
interest rate for the first time, and renegotiations of existing loans. It was therefore
impossible to use these data to determine the share of renegotiated loans in total
new loans.

The first part of this paper describes the reasons for introducing collection of
renegotiated loans data and discusses the methodology for renegotiated loans and
key items on the agenda of the working group set up to introduce collection of
such data in the Czech Republic. It also defines the most difficult steps in
implementing the data collection requirements. The alignment of national
requirements with those based on EU legislation is then discussed.

The second part of the paper analyses the first available data reported by banks
to the Czech National Bank in the first few months of 2014. The data are analysed in
categories by client sector and by purpose of the loan. Outputs relating to
renegotiated loans for house purchase in the Czech Republic are an important part
of the paper.
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Reasons for introducing collection of data on renegotiated
loans

Internal requirements of the Czech National Bank

Some data on renegotiated loans were available on the websites of various
organisations, and some estimates were released by banks. The former were
acquired by the organisations concerned from selected banks only. However, the
methodology for these data releases was not standardised and could not be applied
to the entire banking sector in the Czech Republic. Integrated information on
renegotiated loans was thus not available from any source. The first requirements
for the collection of such data were raised by the Czech National Bank’s Financial
Stability Department (FSD). These requirements were formulated in the first half of
2012 as part of the standard preparations for bank reporting for 2013. Users from
the Monetary Policy Department soon joined their colleagues in requiring such
data. The FSD justified its requirements by the fact that renegotiated loans,
particularly in the housing area, have become an important part of the credit market
in recent years. The FSD expects this trend to continue in the years to come. This is
mainly because the period of fixed interest rates on loans is coming to an end and
interest rates are still low. Another reason is the competitive environment in the
area of loans for house purchase. This is a purely positive phenomenon from the
financial stability point of view, as lower interest rates reduce the burden on
households. On the other hand, if clients are able to increase their borrowing again,
household debt may grow further. According to the FSD, the risk may consist in
households underestimating the increase in their debt burden. From the banks’
perspective, “wooing of clients” and provision of low interest rates may lead to
falling returns on housing loans as a whole. However, this competition may have a
positive effect on banks overall, particularly where clients migrate to other banks
with other banking products such as current accounts.

Requirements of the European Central Bank

The standard process of amending the relevant statistical regulations issued by the
European Central Bank started at roughly the same time as bank reporting for 2013
was being prepared. These amendments are made approximately once every five
years and serve as the basis for the collection of harmonised statistical data in EU
Member States. The requirements raised included a strong interest in monitoring
renegotiated loans. However, the ECB raised its requirements one year later than the
CNB's internal users, so that data collection under the amended regulation was not
scheduled to start until 2014. At that stage, the methodology had not been finalised
and the new requirements regarding the collection of data on renegotiated loans
were still in the preparatory phase at Member State level. A requirement for
renegotiated loans to be monitored as a sub-item of new business as defined by
the ECB regulation concerning statistics on interest rates was raised during this
phase for both households and non-financial corporations. It was not clear,
however, whether increases in loan amounts would be taken into account and
whether contracts originally provided by another institution would also be regarded
as renegotiations. In the interest rate statistics, new business means any new
agreements between the bank and the customer. The customer’s active involvement
in negotiations is a necessary condition for new business. All financial contracts that
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specify the interest rate for the first time and all renegotiations of existing contracts
are deemed to be new business.

Establishment of a working group

Based on the requirements raised internally and by the ECB, the Statistics
Department prepared a document containing a methodological description of
renegotiated loans and a proposal for renegotiated loan data collection starting in
2013. This document was submitted to the Czech Banking Association for approval.
However, banks flatly rejected this proposal, mainly due to its high costs and the
time needed to prepare their internal systems. At the same time, banks expressed
an interest in establishing a working group to clarify the methodology so that the
requirement could be met as part of the preparation of bank reporting in 2014. As
the ECB had not entirely clarified its requirements and might change them in the
future, the Czech National Bank agreed to the establishment of the working group.
A document prepared for the working group described the breakdown of existing
new business into other sub-items by original lender and according to whether the
loan amount was increased during renegotiations (see the proposed collection
method below). This breakdown was compliant with both national and European
requirements.

The proposed collection method

It was proposed to divide the original collection of data on new loans in the total
category into the following sub-categories:

Refinanced new loans - excluding increase/extension — this sub-category
includes loans provided earlier by another institution and for the outstanding
amount of which a new loan agreement has been signed with the reporting bank. In
cases where the loan was increased when it was refinanced, it was proposed to
include only the non-increased portion of the new refinanced loan in this category.
This sub-category also includes consolidated loans whose original lender was
another institution.

Refinanced new loans — increase/extension — this sub-category contains only the
increased portion of the new refinanced loan which previously existed with another
institution and for the outstanding amount of which a new loan agreement has
been signed with the reporting bank.

New loan agreements — this sub-category contains loan agreements which
entered the economy in the given month for the first time — so-called net new loans.

Other renegotiations of existing loans excluding increase/extension — this sub-
category contains loans which were previously provided by the reporting bank and
have merely been renegotiated. It also includes consolidated loans whose original
lender was either another institution/other institutions in addition to the reporting
bank, or only the reporting bank.

Other renegotiations of existing loans — increase/extension — it was proposed to
include in this sub-category only the increased portion of the loan which previously
existed with the reporting bank and for the outstanding amount of which a loan
agreement has again been signed with the reporting bank. This category will also
include increases in consolidated loans whose original lender was either another
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institution/other institutions in addition to the reporting bank, or only the reporting
bank.

Issues concerning the renegotiated loans methodology

Definition of refinanced loans:

The first point on the agenda was clarification of the term refinanced loan. The
working group members agreed that, for the purposes of collection of the new data,
refinanced loans would consist solely of loans whose original lender was another
institution. Loans refinanced only within the bank and loans with multiple lenders
would be deemed other renegotiations of existing loans. These two categories
would together make up renegotiated loans. The main purpose of separating the
original lender was to meet internal users’ need to monitor the wooing of clients
between banks/institutions.

Relationship between refinanced loans/other renegotiations and
restructured loans:

Banks also raised the question of whether restructured loans should be reported as
a sub-category of refinanced loans/other renegotiations. The CNB informed them
that these were two different and mutually independent terms. Restructured loans
are defined as claims for which the bank has provided relief to the borrower after
judging that it would probably incur a loss if it did not do so. For economic or legal
reasons relating to the borrower’s financial situation the bank is has thus provided
the borrower with relief that it would not have granted otherwise. Such relief
consists, for example, in revising the repayment schedule, lowering the interest rate
or waiving late charges. A claim arising from the renewal of a short-term loan for
current assets is not considered a restructured claim if the borrower has met all her
payment and non-payment obligations arising from the loan agreement.

These loans are subject to collection but are not disclosed under new business.
This is due to their interest rates, which do not usually correspond to the current
situation in the loan market and might impair the times series of released data.

Costs of new data collection:

According to banks, obtaining information on increases in the loan amount for
refinanced loans, i.e. loans originally granted by another institution, was the most
expensive part of the implementation of the new requirements. This information
was not available in banks' internal systems. It was very costly to implement, as a
new field had to be added to enable manual entry of the information into the
system. The implementation costs were assessed as follows:

a) information on refinanced loans — costs not too high

b) information on increases in the loan amount for refinanced loans — very high
costs

¢) information on the original lender (within or outside the bank) — significant
costs
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An analysis of the 2014 Q1 data

All the charts and tables below are based on the data for 2014 Q1. The data
concerned are sum totals or — in the case of the rates for 1/2014, 2/2014 and 3/2014
— weighted averages. Restructured loans are excluded and all the amounts are in
CZK millions for all currencies in total (CZK, EUR and USD). The data do not cover
revolving loans, debit balances on current accounts and credit card debt. For these
"fast-moving instruments” the stock concept is used, so data on new business is not
collected. Non-negotiable debt securities are excluded.

New loans to the household sector

Chart 1 illustrates the percentage of net new loans for consumption, house
purchase and other purposes overall, including increases and all renegotiated loans.
These include both refinanced loans and other renegotiations. Renegotiated loans
account for 36% of total loans and net new loans make up the rest.

New loans provided to households for consumption, house purchase and other
purposes — share of renegotiated loans Chart 1

M pure new loans (including
extension of loans)

M all renegotiations of
existing loans

Chart 2 illustrates the percentage of net new loans for house purchase
including increases and all renegotiated loans. The chart shows that in the case of
housing loans, previously existing loans account for almost half (44%) of net new
loans in the economy.
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New loans provided to households for house purchase — share of renegotiated
loans

Chart 2
M pure new loans (including
extension of loans)
M all renegotiations of
existing loans
It is apparent from Chart 3 that in the case of consumer credit the share of
renegotiated loans is nowhere near as high as in the case of loans for house
purchase. Previously existing loans account for a negligible proportion (12%) of net
new loans.
New loans provided to households for consumption — share of renegotiated
loans Chart 3

B pure new loans (including
extension of loans)

M all renegotiations of
existing loans
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Chart 4 illustrates in more detail the share of refinanced loans and other
renegotiations for both consumer credit and loans for house purchase. As regards
loans for house purchase, clients tend to stay with the original bank rather than
renegotiate their loans with another institution. However, these loans are not
negligible either — they account for about one-quarter of previously existing loans.

Loans for house purchase and consumption by new loan category

(in CZK millions) Chart 4

/ 30,000

- 25,000

/ 20,000
- 15,000
- 10,000
- 5,000
-0

other refinanced loans  pure new loans
renegotiations of (including
existing loans extension of
m Consumer loans loans)

B Loans on house purchase

Chart 5 shows the shares of bank groups in each category of new loans for
house purchase. As expected, large banks account for the largest proportion in all
categories. Refinanced loans are the only category where medium-sized and small
banks have comparable shares. Medium-sized banks are almost equal to large
banks in this category.
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New loans by bank group
(in CZK millions) Chart 5

16000 1

B pure new loans (including
extension of loans)

refinanced loans

H other renegotiations of
existing loans

Interest rates on new loans to the household sector

Chart 6 illustrates interest rates on new loans for house purchase broken down by
new loan category. The chart shows that the lowest rates are, as expected, offered
for refinanced loans. In other words this means that if a client decides to renegotiate
his/her mortgage with an institution other than the original lender, he/she will
negotiate a rate that is about 0.4 percentage point lower. Interest rates on net new
loans are almost the same as those on other renegotiated loans. This implies that if
the client remains with his/her original lender when altering the terms and
conditions of the contract (most frequently interest rate refixation), he/she obtains
an interest rate that is comparable with that on net new loans in the economy.
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Interest rates on new loans for house purchase to households

(in %)

Chart 6
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As regards interest rates on loans for house purchase by bank group, Chart 7
shows that they are almost identical across all bank groups. Building societies are
the only group that differs. However, building societies and the services they
provide differ in nature from other banks. For example, they provide bridging loans,
which are provided at higher rates than the usual rates on mortgage loans for

residential property.

Interest rates on new loans for house purchase by bank group

(in %)

Chart7
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B pure new loans (including
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M refinanced loans

 other renegotiations of
existing loans
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Chart 8 shows the differences in interest rates on consumer credit, again by
new loan category. The highest consumer credit rates are charged on new loans.
They are more than 2 percentage point higher than those on renegotiated
contracts. If a client renegotiates his/her consumer credit with another institution or
alters the terms and conditions of the contract with his/her original lender, he/she
obtains a better rate.

Interest rates on consumer credit provided to households
(in %) Chart 8
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New loans to non-financial corporations

The share of previously existing loans is much lower for non-financial corporations
than it is for households. Such loans account for about 23% of total loans.
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Total new loans to non-financial corporations — share of renegotiated loans Chart 9

M pure new loans (including
extension of loans)

M all renegotiations of
existing loans

It is clear from Chart 10 that in the case of renegotiation, borrowers tend to
stay with their original lender when altering the terms and conditions rather than
transferring their loans to another institution. Chart 11 shows, however, that the
interest rates on these new loans are about 1.5 percentage points higher than those
on refinanced loans, which are provided at the lowest rates. Commercial banks
explain this mainly by the fact that clients usually buy other products when taking
on a completely new loan, which allows them to obtain a lower interest rate than
clients who are merely renegotiating existing loans with their banks.

New loans to non-financial corporations by new loan category

(CZK in millions)

Chart 10
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Interest rates on new loans to non-financial corporations by new loan category

(in %)

Chart 11
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BIS debt securities statistics: a comparison of
nationality data with external debt statistics

Branimir Grui¢ and Philip Wooldridge'

The BIS compiles and publishes statistics on international, domestic and total debt
securities (IDS, DDS and TDS, respectively). These statistics were revised in 2012 to
achieve a closer alignment with the recommendations in the Handbook on Securities
Statistics, which sets out an internationally agreed framework for classifying
securities.” The DDS and TDS statistics are from national sources and compiled on a
residence basis. The IDS statistics are based on security-by-security information
purchased from commercial sources. The granularity of the underlying information
enables the BIS to compile the IDS statistics by both the residence and the
nationality of issuers. This note examines the extent to which IDS on a nationality
basis are incorporated within components of external debt.

Concept of nationality

Whereas residence underpins balance of payments (BOP) and system of national
accounts principles, nationality is more closely associated with accounting and
supervisory principles. In particular, nationality is based on concepts of corporate
control and associated with the consolidation of assets and liabilities for related
entities.?

Nationality is a proxy for the ultimate obligor, as opposed to the immediate
borrower on a residence basis. Identification of the ultimate obligor is useful to
analyse potential financial support that might be available from related entities and
to understand links between borrowers in different countries and sectors. For
example, the debts of a Cayman Islands subsidiary of a Brazilian company might be
guaranteed by the parent company. The parent might thus be exposed to any
liquidity or solvency difficulties experienced by the subsidiary.

Criteria for identifying the ultimate obligor are more strictly defined in the BIS
consolidated banking statistics on an ultimate risk basis than in the BIS debt
securities statistics. In the consolidated banking statistics, only certain credit risk
mitigants are recognised as effectively transferring risks from the immediate
borrower to another (ultimate) obligor. These include explicit guarantees, liquid
collateral and credit derivatives (BIS (2013)). By contrast, the BIS debt securities

Respectively, Senior Statistical Analyst and Head of International Banking and Financial Statistics,
Monetary and Economic Department, Bank for International Settlements. The views expressed are
those of the authors and do not necessarily reflect those of the BIS.

For an explanation of the revisions to the BIS debt securities statistics, see Grui¢ and Wooldridge (2012).
The Handbook on Securities Statistics is available at www.imf.org/external/np/sta/wgsd/hbook.htm. The
BIS debt securities statistics are available at www.bis.org/statistics/secstats.htm.

For a discussion of corporate control and consolidation, see Irving Fisher Committee (2012).
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statistics follow a simpler approach and equate the ultimate obligor with the
ultimate parent. In other words, the nationality of an issuer is based on the country
where its ultimate parent resides, regardless of whether the issuer's debts are
explicitly guaranteed by the parent. Continuing with the abovementioned example,
debt securities issued by the Caymanian subsidiary of a Brazilian company would be
allocated to the Cayman Islands on a residence basis and Brazil on a nationality
basis. For issuers that are part of complex corporate groups, it can be difficult to
identify the ultimate parent and thus nationality may be based on an intermediate
parent.4

International debt securities®

Amounts outstanding, in billions of US dollars Graph 1
Selected countries? Brazil® China®
1186
I
180 180 180
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CN BR MX RU KR IN MY KY ZA 2007 2009 2011 2013 2007 2009 2011 2013
Residents Nationals

BR=Brazil; CN=China; IN=India; KR=Korea; KY=Cayman Islands; MX=Mexico; MY=Malaysia; RU=Russia; ZA=South Africa.

! Issued by non-bank financial corporations and non-financial corporations. 2 At end-June 2014. 3 At end-year, except 2014 at end-
June 2014.

Sources: Dealogic; Euroclear; Thomson Reuters; Xtrakter Ltd; BIS debt securities statistics.

For many countries, the BIS's IDS statistics on a nationality basis are
significantly larger than the statistics on a residence basis (Graph 1, left-hand panel).
For example, at end-June 2014 outstanding IDS for China totalled $228 billion on a
nationality basis but only $25 billion on a residence basis, and for Brazil $175 billion
by nationality compared to $64 billion by residence. The main exceptions are
international financial centres, such as the Cayman Islands, where issuance by
residents typically exceeds issuance by nationals because foreign-owned financing
vehicles are captured as resident issuers.

4 The BIS identifies the parent based on information included with the security-by-security data

purchased from commercial sources. In these data, information about group structures is often
incomplete.
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Intercompany lending

The difference between the residence and nationality measures mainly captures IDS
issued by the offshore affiliates of financial and non-financial corporations.” To the
extent that the parent company is able and willing to stand behind the debts of its
affiliates, the difference may be considered a proxy for contingent liabilities. In
selected emerging market countries, including Brazil and China, such contingent
liabilities have increased significantly in recent years (Graph 1, middle and right-
hand panels). This has led some analysts to caution that growing offshore issuance
could raise financial stability concerns, in particular increased vulnerability to
external shocks, eg BIS (2014), Caruana (2013).

In this context, a question that arises is the extent to which such contingent
liabilities are captured by standard measures of international indebtedness. In
countries where companies issue international bonds through their offshore
affiliates, are standard measures underestimating the build up of external liabilities?
The answer is that it depends on the use of the borrowed funds.

If funds raised by offshore affiliates are on-lent to the parent company, then the
on-lent portion will be captured by standard measures, albeit as an intercompany
transaction. In external debt statistics, “intercompany lending” is identified
separately as part of gross external debt. Intercompany lending has three
components: debt liabilities of parents to their affiliates, debt liabilities of affiliates
to their parents, and debt liabilities between related affiliates (Task Force on Finance
Statistics (2013)). IDS issued by offshore affiliates and repatriated by the parent
would be included in the first component.

Intercompany lending is also recorded in BOP and international investment
position (IIP) statistics, as a “debt instrument” under foreign direct investment (IMF
(2009)). However, liabilities to offshore affiliates are recorded on a net basis, ie direct
investments by parents in offshore affiliates (eg purchases of debt securities issued
by affiliates) less direct investments by affiliates in the parent (eg funds borrowed
from affiliates). In IIP and BOP statistics, debt securities issued by offshore affiliates
will also be recorded within portfolio investment if (unaffiliated) residents purchase
a portion of the issue.

Implications

Available data suggest that a signification proportion of funds raised by the
offshore affiliates of emerging market corporations has historically been on-lent to
parents. Graph 2 compares outstanding debt securities issued by the offshore
affiliates of Brazilian, Chinese, Indian and Russian companies to intercompany
lending as reported in external debt statistics. Intercompany lending is not available
for China and thus direct investment liabilities are shown instead, where liabilities
comprise equity as well as debt instruments. Trends in IDS and intercompany
lending are highly correlated.

> For a discussion of why some borrowers issue through offshore affiliates, see McCauley et al (2013).
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International debt securities and intercompany lending

Amounts outstanding, in billions of US dollars Graph 2
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! For China, intercompany lending is shown on the left-hand axis and refers to the stock of total FDI-related liabilities (debt and equity
investments in China). 2 International debt securities on a nationality basis minus those on a residence basis, for non-bank financial
corporations and non-financial corporations. This calculation is a proxy for bond debt owed by offshore affiliates. However, it
underestimates such debt because IDS on a residence basis include IDS issued by nationals of other countries. The bias is small except in

countries that are international financial centres.

Sources: Dealogic; Euroclear; national data; Thomson Reuters; Xtrakter Ltd; BIS debt securities statistics.

While simple correlations must be interpreted with caution, analyzing the
relationship between issuance by offshore affiliates and intercompany lending can
contribute to a richer understanding of a country’s vulnerability to external shocks.
To be sure, not all funds borrowed through offshore affiliates will be on-lent to
parent companies. Some funds will be used to finance foreign operations and
investments. This is especially true of corporations with global operations, such as
the Tata Group of India. In such cases, foreign assets as well as liabilities should be
considered when assessing the risks associated with offshore borrowing.

In conclusion, the BIS's international debt securities statistics on a nationality
basis can provide supplementary information useful to statisticians as well as
analysts. For statisticians, the difference between IDS by residence and by
nationality can act as a cross-check on national estimates of intercompany lending
(although it is necessarily a rudimentary and incomplete check). For analysts, the
difference can signal that a deeper analysis of a country’s vulnerability to external
shocks may be required.
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Standardised granular credit and credit risk data

Violetta Damia and Jean-Marc Israél*
Abstract

The recent financial crisis has further highlighted that, although a wide range of
data on credit are already available, more granular, frequent and flexible credit and
credit risk data are considered of high relevance within the European System of
Central Banks (ESCB) for monetary policy, financial stability and research analyses, as
well as for the development and production of ESCB statistics. Such granular credit
and credit risk data are also critical for micro-prudential supervisory purposes.

In this context, central credit registers, which are operated by several National
Central Banks (NCBs) in the EU, appear as a major data channel. Such databases
have proven to be very valuable sources of information by the financial industry
itself for assessing creditworthiness of potential borrowers and benchmarking credit
risks, and by supervisory authorities in assessing credit risk borne by credit
institutions and other lenders. In many countries, (complementary) granular credit
data may be available from private credit bureaus or via surveys.

Still differences in concepts, definition and coverage across countries are being
revisited by the ESCB with a view to increasing their value for credit and credit risk
analysis to support policy making, and for assessment of their risks by lenders.

This paper presents the current ESCB work towards harmonisation in concepts
and definitions and convergence in data coverage and content so as to share a
significant subset of granular credit and credit risk data to better support and serve
many policy and analysis needs at European and national levels.

Keywords: European System of Central Banks (ESCB), credit and credit risk data,
credit exposures, creditworthiness, indebtedness, Central Credit Registers, granular
data, harmonisation, convergence

! European Central Bank.
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1. Background

The recent financial crisis has highlighted that, although a wide range of data on
credit are already available, more granular, frequent and flexible credit and credit
risk data are considered of high relevance within the European System of Central
Banks (ESCB) for monetary policy, financial stability and research analyses, as well as
for the development and production of ESCB statistics. Such granular credit and
credit risk data are also critical for micro-prudential supervisory purposes.

From the input side, central credit registers (CCRs) or similar granular (loan-by-
loan or borrower-by-borrower) credit reporting systems (herein called granular-
credit datasets) are considered as major data channels. CCRs are databases
operated by national central banks (NCBs) containing loan-level or borrower-level
information locally tailored to provide for exchange of credit information within the
financial system, especially among banks, and additionally they serve to support
micro-supervision analysis. Currently, there are three main uses of CCRs: (1) to
enable bank supervisors to accurately assess credit risk in supervised financial
institutions; (2) to support financial transactions by assisting credit institutions in the
evaluation of risk; and (3) for economic analysis.

The ESCB has explored the potentials of granular-credit datasets, in particular
to understand to which extent their content may be enhanced and adapted to euro
area and EU statistical, supervisory and analytical needs, i.e. to meet the above
mentioned user requirements while at the same time alleviating respondents’
reporting burden and increasing transparency. In this context, several related ESCB
initiatives have not only proven the analytical usefulness of such granular datasets
but have also shown that, where applicable (since in some countries there is no
CCR), the differences in terms of coverage, attributes and data content are often
substantial pointing to the need for (1) harmonisation in concepts and definitions,
(2) over time, convergence in data coverage and content.?

2. ESCB Task Force on Analytical Credit Datasets

On the basis of earlier work, an ESCB Task Force on Analytical Credit Datasets
(hereinto mentioned as the TF), comprising experts from the statistical as well as
from credit registers’ areas, was mandated to investigate the following main issues:

For more than 5 years, CCRs data (or granular data on credit in general) have been investigated by
the ESCB in order to verify the possibility to (re-)use them for statistical purposes. Although there
was a broad agreement on the fact that granular data may alleviate the reporting burden, at the
same time it was widely acknowledged that a lot of work is still required to reach the necessary
level of harmonisation. In May 2009, the Expert Group on Credit Histories set up by the European
Commission, recommended for Credit Registers to converge, in particular as regards the concepts
and definitions used (e.g., bad debt, arrears, default, loan types, etc.). It, however, recognised
several legal and other obstacles in doing so. Based on some work organised by the ESCB in
209-2010, a task force elaborated in 2012 some recommendations for the identification and
common definition of core attributes on loans. It also, ran a pilot exercise and, based on the
feedback received from a representative sample of ECB internal users, concluded that harmonised
granular credit and credit risk information is key for monetary and financial stability analyses. Since
then, the ECB Banking Supervision (in the making) also strongly supported such an endeavour.
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1)

)

3)
(4)

identify a core set of information to meet main users’ needs in the long term
and elaborate on its scope

to further analyse and consider harmonised concepts and definitions and
methodological enhancements to core data, metadata and attributes;

estimate the costs to be incurred by the ESCB and the reporting agents; and

consider the governance, legal and confidentiality issues prevailing at national
and EU levels® and prepare the appropriate legal instrument.

To launch its work, the TF organised in February 2014 a workshop related to

ESCB users’ requirements on credit and credit risk data, where ESCB users were
invited to present concrete business cases of using credit data in their areas that are
already implemented and related data needs. The workshop confirmed the very
high importance given to granular credit and credit risk data for a number of ESCB
and ESRB tasks; the availability of a granular credit dataset would:

better address a number of monetary policy analysis relevant issues relating
to the provision of credit with a variety of counterparty breakdowns (size of
firms, economic activity, undrawn credit lines, etc.) and the functioning of the
transmission mechanism, especially in fragmented markets;

play an important role in supporting the direct use of credit claims in monetary
policy operations and in calibrating potential credit support measures to
monitor bank lending and liquidity in the euro area money market;

adequately calibrate the different risk control and collateral management
measures of the Eurosystem, including adequate pricing, credit risk assessment
and haircuts, and to allow an in-depth analysis of credit claims pledged with
the Eurosystem credit operations;

support financial stability surveillance and macro-prudential analysis as
well as quantitative risk assessment, notably in the context of macro-stress
testing; a key expected benefit, also for micro-prudential supervision, will be
the assessment of creditworthiness of borrowers (via probabilities of defaulting)
by credit institutions using internal-ratings based approach;”

meet ever stronger and multiform statistical and analytical needs and
breakdowns which require agility through granular datasets;

serve research purposes for supporting credit risk analysis across euro area
countries and various other financial research work, also assessing their impact
on the non-financial economy; and, last but not least,

enable a multitude of usage options in the supervisory process (off- and on-
site, including the use in risk assessment systems) and permit analysis options

A light fact-finding exercise on the legal frameworks prevailing at national level among the
participating members has shown that relevant confidentiality and data protection obligations
apply, arising under both the EU and national law, and that accessibility to CCR raw data is often
restricted for supervisory purposes.

So far these are scarcely available as only few large credit institutions use internal-ratings based
approach in each Member State. In the AnaCredit shared dataset there will be more data on
probabilities of defaulting, allowing several analyses and comparisons, including possible
benchmarking.
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otherwise not covered by regular reporting as well as complementing other
reporting systems' information.

Following users’ confirmation on the analytical value of such datasets, the TF
launched its work aiming at establishing a core set of analytical granular credit
data (the so-called analytical credit dataset or AnaCredit) to be shared, on a
need-to-know basis, across the ESCB and other relevant institutions (e.g. national
supervisory authorities associated in the Single Supervisory Mechanism, SSM, the
European Banking association) and the EU Commission.

To achieve the long-term objectives, the TF provided input to the preparation
of Decision ECB/2014/6, adopted on 24 February 2014,° concerning the
organisation of preparatory measures for the collection of micro credit data by the
ESCB (hereinto the "Decision”). The Decision, which was established to provide the
necessary legal basis supporting the preparatory work, sets out a list of measures to
be implemented by all euro area countries concerning

(a) the definition of data attributes and data transmission arrangements;

(b) the elimination of data gaps due to non-existent or insufficient granular
databases in some Member States; and

(c) the regular monitoring of the progress achieved.

The preparatory measures also include the arrangement of annual collections
of semi-annual data during the preparatory phase, for the purposes of advancing
with the establishment of a harmonised granular credit data framework in line with
the identified user needs.

3. Preliminary recommendations

The TF work resulted in a number of preliminary recommendations, referring to the
gaps on credit and credit risk data, and including proposals to coordinate efforts to
improve granular data among NCBs on lenders, borrowers and credit attributes, as
well as methodological issues.

The recommendations cover the following areas:

1. Data Coverage

a. Definition of the set of granular information: as credit and credit risk data may
focus on small and medium-size enterprises, as large enterprises may more easily
find other funding sources, e.g. issuing securities, any threshold to minimise the
reporting burden needs to be rather low. In general priority for sharing data will
focus on credit to legal persons, e.g. financial and non-financial corporations, and
government agencies. Loans to households, in particular housing (often mortgage)
loans would also be subject to thresholds and anonymisation. All non-performing
loans may need to be reported.

For more information please ref. http://www.ecb.europa.eu/ecb/legal/pdf/
oj jol 2014 104 r 0008 en txt.pdf.
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b. Lenders: The data collected should provide a clear insight into the borrowers’
credit positions. This could be done with data from credit institutions and other
financial intermediaries.

A Memorandum of Understanding among national CCRs® shows that credit
institutions are reporting to all CCRs, and may remain a core reporting population,
in particular for the forthcoming Banking Supervision purposes. However, as credit
intermediation has increased among other financial institutions granular credit data
may also be collected from these.

¢.  Borrowers: All users, in particular the Banking Supervision, have assessed that all
types of borrowers would be of interest but that priority should initially be given to
non-financial corporations and general government.

As regards the borrower identification, the use of a unique identification code
(for individual undertakings, all the more as components of groups) would be ideal.
The Legal Entity Identifier may, in the future, become the standard. In the mean
time, the codification and identification used in national business registers and the
ESCB “Register of Institutions and Affiliates Database” (RIAD),” which already
includes reference data for credit institutions and other lenders, will be used to
share existing codes, and map them with the LEI, where available. It is envisaged
that access to lists of institutions may be granted to facilitate the use of common
identifiers with respondents.

Registers also provide also key information for the identification of lenders and
borrowers, for their stratification (e.g. based on turnover or other variables) and for
defining whether stand-alone entities or parts of identified groups. They need
timely updates for which support of the industry may be relevant.

2. Types of credit

According to the users’ assessment priority should be given to loans of all types,
including securitised loans derecognised from the balance sheet, in particular when
they are still serviced by the originating lender. Loan provisions and credit
derivatives would also be relevant. The distinction is made according to statistical
manuals where tradability determines the difference between loans and securities.

From the supervisory perspective ideally all financial assets of a reporting
institution, including risk-based variables, would be within the scope of a granular
credit database.

As regards issuance and holdings of securities, interoperability will be sought
with other relevant data sources of debt or credit exposures, e.g. the ESCB securities

For more information please ref.
https://www.ecb.europa.eu/pub/pdf/other/memoxinccreditregisters201004en.pdf.

7 For more information please ref. http://www.ecb.europa.eu/stats/money/mfi/html/index.en.html.
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database on issues (the Centralised Securities Database)8 and holdings (the
Securities Holdings Statistics Database).9

3. Level of granularity

Concerning the level of granularity, i.e. whether the reporting should be performed
on a loan-by-loan (I-by-I) or borrower-by-borrower (b-by-b) basis, the level of detail
can be collected using these systems may comprise (a) a collection on a I-by-I basis,
(b) a multi-dimensional b-by-b system (containing e.g. “outstanding amount” of

“trade receivables”, “securitised”, “collateralised”, "derecognised” and with "maturity
lower than 1 year”), or (c) less detail obtained in a simpler b-by-b model.

Mixed solutions also exist. It is recognised that the optimal reporting model for
granular information, in the long term, is loan-by-loan, although the shared
AnaCredit dataset will be built up to receive data on a I-by-l and a (mixed) multi-
dimensional b-by-b basis to allow for a stepwise alignment over time.

4. Stepwise implementation

Last but not least, given the complexity and costs of this endeavour, the TF is of the
opinion that AnaCredit should be developed in a stepwise manner, to
accommodate the difficulties and different states of both the existing and non-
existing granular reporting systems across Europe, taking at the same time due
account of the users' priorities.

4. Challenges ahead

In view of identifying the best strategic approach towards meeting the increasing
user demands for more granular data and flexible data sources in a pan-European
set of credit and credit risk data, a number of work-streams are currently pursued by
the ESCB:

On-going merits and costs procedure

As for all new or substantially enhanced statistics, the ESCB follows a “merits and
costs procedure” so as to design a cost-effective approach to best fulfil user needs,
while minimising the reporting burden. Such a procedure, rather similar to the
“impact assessments” run by the European Commission is required to support the
decision-making process towards establishing the long-term framework

In May 2014, the TF launched the cost assessment exercise covering
(@) a number of attributes/features to be included in the reporting framework;
(b) implementation issues regarding the provision of information on specific sets of

For more information please ref.
https://www.ecb.europa.eu/pub/pdf/other/centralisedsecuritiesdatabase201002en.pdf.

For more information please ref. Regulation ECB/2012/24
http://www.ecb.europa.eu/ecb/legal/pdf/I 30520121101en00060024.pdf and Guideline ECB/2013/7
http://www.ecb.europa.eu/ecb/legal/pdf/I 12520130507en00170033.pdf.

6 IFC Bulletin No 39


https://www.ecb.europa.eu/pub/pdf/other/centralisedsecuritiesdatabase201002en.pdf
http://www.ecb.europa.eu/ecb/legal/pdf/l_30520121101en00060024.pdf
http://www.ecb.europa.eu/ecb/legal/pdf/l_12520130507en00170033.pdf

exposures on a granular and aggregate basis; (c) the provision of information of
group structures, and (d) the integration of information with existing datasets such
as registers or securities databases.

Overall, the cost assessment showed high implementation costs (IT systems and
work load) for both NCBs and reporting agents. However, the situation widely
differs, e.g. between those countries where central credit registers (CCRs) are in
place and those without any granular credit reporting, also translating into different
cost assessments across countries. In addition, some features were reported as
having a significant impact on the overall cost assessment, namely the additional
reporting of credit exposures on a consolidated basis (further to solo reporting), the
possible inclusion of foreign subsidiaries in the reporting, the timeliness of the
reporting schemes, or the compilation of detailed multi-dimensional aggregates.

The questionnaire also included questions on the foreseen merits of AnaCredit
to reporting agents. Overall, the reporting agents recognised that (1) the set-up of a
harmonised granular euro area-wide (or even EU-wide) credit database may further
enhance the credit institutions’ assessment on the creditworthiness, in particular of
cross-border borrowers, (2) such granular information may lead to reducing the
reporting burden if the envisaged level of detail minimises significantly the
aggregation which has to be done by them, and, if appropriately defined, (3) the
reporting requirements are expected to be more stable over time (as already
experienced for security-by-security reporting) which is an important factor
minimising costs in highly automated systems.

Following the detailed cost assessment, the TF is about to launch a users’
consultation, i.e. ESCB users, the EU Commission, the European Banking Authority
and the European Systemic Risk Board, will be asked to review their business cases,
in the light of costs potentially incurred, and, in particular, to clearly prioritise their
needs for a stepwise implementation.

The requirements for the dataset will eventually be transposed into a legal act
to be submitted (likely in 2015 Q2) to the ECB Governing Council for approval.

Credit exposures at group level

The reporting is foreseen to be established on a solo basis. However, as institutions
may be part of more complex group structures, the TF investigated an appropriate
approach to provide information on entities at group level, important from a
financial stability and supervisory viewpoint.

Two main approaches were considered to allow for analysis of credit exposures
at group level: the direct reporting on a group basis (e.g. reporting of exposures at
the consolidated banking group level), or additional data on group structures. The
former approach is considered more costly but provides more accurate information
on exposures at group level. The latter method only uses the information reported
on a solo basis and, therefore, is less costly for reporting agents. However, it
requires retrieving the relevant information on group structures from other
(supervisory) reports or from business registers. Although more demanding for
compiling agencies, it provides flexibility to reflect changes in group structures as
long as the relevant information on entities and the group is available and up-to-
date.
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As banking groups are not confined to the countries of parent institutions, it is
important to obtain the exposures of foreign subsidiaries credit institutions.
Exposures from subsidiaries resident outside the euro area would be collected
through the resident parent companies —following the home approach.

Finally, the TF assumed that the RIAD system could serve as the database to
store information on group structures as it already contains some criteria used to
identify entities in the group. Still, should it be the case, the information in RIAD
needs to be enhanced with additional data.

The TF will continue work in this area.

Identification of lenders and borrowers

The TF is working on the establishment of a procedure to (i) uniquely identify legal
persons from different data sources (e.g. business registers including RIAD,
AnaCredit or securities databases) and (ii) integrate the information from different
sources into a unique record, under a shared responsibility within the ESCB.

The identification of lenders and borrowers is considered a key issue for the
establishment of AnaCredit to ensure a consistent treatment, an accurate reporting
and a correct exchange of information with other datasets. To facilitate the
exchange of information without forcing a change of codes at national level (also as
the Legal Entity Identifier may soon be available for lenders, but may take much
longer for borrowers), RIAD is envisaged to serve as a hub where the different
identifiers as aliases for a single entity or group. In RIAD, flags could indicate which
identifier/alias is used in which dataset so as to allow the necessary reconciliation.
For non-EU borrowers, unique identification, so far as possible via the Legal Entity
Identifier, will be implemented for all lenders (the inclusion of foreign lenders in the
reporting population is still under discussion, although likely at least for branches
and subsidiaries headquartered in the EU) and large borrowers.

However, there are currently legal provisions in some countries hindering the
connection at national level with the business register. The TF will further investigate
the establishment of best practices/alternative solutions.

The RIAD system should be fed overall on a host-country principle, i.e. the
country where the exposure was originated and where the (EU) borrower is resident
will be the criterion for defining the NCB responsible for the data checking.
However, the home-country approach would be used for foreign branches and
subsidiaries outside the euro area/EU (e.g. the exposures of a Deutsche Bank in US
would be reported by the German parent institution). As regards non-resident
borrowers, the TF will further discuss how to ensure data quality management, e.g.
some NCBs may express interest for some regions in the world, the ECB acting as a
hub and ensuring coordination for borderline cases.

Overview of credit exposures and indebtedness

In order to provide users with an overall picture of the credit exposures of credit
institutions or other lenders to borrowers (be it on a solo or on a consolidated
basis), granular information on loans and derivatives (to be collected in AnaCredit)
should be complemented by data on debt securities held by lenders. Information on
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issuance and holdings of debt securities is already available in the CSDB and the
SHSDB, respectively.

Acknowledging the need of users (including the SSM) for an assessment of the
overall exposure of lenders, i.e. beyond loans and credit derivatives, an efficient
approach is to combine the AnaCredit dataset with the two securities datasets
mentioned above (CSDB and SHSDB).

In both databases there are ways to uniquely identify lenders and borrowers
and possibly connecting them to AnaCredit. However, on the methodological side
the CSDB and SHSDB deviate from the foreseen content (e.g. level of granularity
and consolidation) of AnaCredit. A light fact-finding exercise conducted by the TF
has shown that either AnaCredit should comprise all types of exposures (including
securities), in particular for non-financial corporations as borrowers/issuers, or the
ESCB-wide shared databases on securities would need to allow for the necessary
level of granularity. In the latter case, the appropriate connection between
information on debt securities and AnaCredit, to be mediated via RIAD (for mapping
identifiers and aggregating for group structures where appropriate), would then
provide the required overview of exposures/indebtedness. This second approach
may be more accurate, although costly, and require a longer implementation phase,
as the level of granularity in the SHSDB would need to increase (for the sectoral
data, and possibly also for the disaggregation of reporting banking groups). A
borderline case relates to those instruments issued as private placements, which in
principle are securities, although they are often issued without ISIN codes. As
indicated by the fact-finding exercise, they may be significant in several countries
and may be significant when considering credit to the non-financial economy.

The TF will investigate more in depth possible options for combining the
SHSDB and CSDB with AnaCredit and ways to overcome possible methodological
and practical mismatches between these datasets.

A proper IT application

The work may be further supported by the establishment of an IT solution for
receiving, storing and disseminating credit and credit risk information on a euro
area (or an EU-wide) scale, which would be sourced from CCRs or other similar
granular datasets and would include the most important attributes on loans, lenders
(likely abridged from the RIAD) and borrowers. The system may process some very
granular information, e.g. on significant loans and borrowers, and more aggregated
data (as combination of other, individually less significant). It needs to help protect
confidentiality and handle different levels of access to the datasets (aggregated,
granular anonymised, non-anonymised). The remainder of the granular information
would be handled at national level, under the responsibility of NCBs who would
coordinate and cooperate with any relevant national data sources.

Such a tool may substantially support credit and credit-risk analysis required for
the conduct of monetary policy, micro-prudential supervision, economic analysis,
financial stability, research and statistics, in particular under the on-going turmoil of
financial markets. It will enable the necessary flexibility to address in a timely
manner needs on granular data, e.g. credit data broken down by economic activity,
size of firms, new credit granted (whether, or not, yet drawn), arrears, etc., while the
reporting burden is kept to a minimum. Actually, the efforts to set up or enhance
such granular credit datasets are expected to be offset, overall by (i) the additional
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information feedback to reporting agents (as a normal feature of CCRs or similar
loan-level datasets) for them to assess the creditworthiness of their (actual or
potential) customers and (ii) the substitution effect of the new granular datasets in
comparison with additional breakdowns, e.g. in Monetary and Financial Statistics
balance sheet statistics or in (additional breakdowns in) supervisory reports.

To meet the ESCB data needs, methods would have to be worked out in order
to overcome the difficulties associated with the data scope, coverage, definitions,
reporting framework, as well as the interoperability of credit registers and their links
with other sources. In collaboration and with the active participation of all the
entities involved, one more coherent and integrated system would have to be
developed to create interconnected statistical databases to be used according to
the increasing demand for data.
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Accronyms

AnaCredit: Analytical Credit Datasets

CCR: Central Credit Register

CSDB: Centralised Securities Database

EBA: European Banking Authority

ECB: European Central Bank

ESCB: European System of Central Banks

ESRB: European Systemic Risk Board

NCB: National Central Bank

RIAD: Register of Institutions and Affiliates Database

SHSDB:  Securities Holdings Statistics Database

SSM: Single Supervisory Mechanism
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Capturing loan-to-value data in New Zealand — challenges and
opportunities

Rochelle Barrow and Tobias Irrcher!

Reserve Bank of New Zealand

1. Introduction

Like many countries, New Zealand experienced rapid increases in both house prices and
household debt in the decade leading up to the Global Financial Crisis. While house prices
fell modestly during the recession of 2009/10, they remained elevated relative to
fundamental metrics such as rents or incomes. By 2013, house prices were rising rapidly
again in some parts of the country, particularly Auckland and Canterbury, reflecting both
stronger demand and housing shortages. Although the rise in house prices was
accompanied by only moderate growth in total household credit, lending undertaken at high
loan-to-value ratios (LVRs in excess of 80 percent) had risen to nearly a third of all new
housing loan commitments.

With house prices becoming increasingly stretched, the Reserve Bank took the view that the
risks of a disruptive downward correction at some point in the future were increasing, a view
shared by the IMF, OECD and three major rating agencies. The Reserve Bank introduced a
limit on high loan-to-value (LVR) lending with effect from 1 October 2013, to help reduce the
risks to financial stability posed by these developments. LVR restrictions on residential
lending were one of four instruments available for use under the Reserve Bank’s macro-
prudential policy framework that was agreed with the Minister of Finance in a memorandum
of understanding signed in May 2013.

In March of 2013, the Reserve Bank had initiated work to develop a formal LVR data
collection. Data on LVRs had been collected<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>