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The financial crisis:
what implications for new statistics?

Claudio Borio®

Introduction

We live in a world of paradoxes. And the financial crisis has put the spotlight on a new one:
in our internet age we are constantly bombarded with data, and yet the information that we
would need to answer even the simpler questions we might ask about the health of our
financial system is not at our fingertips. Either this information does not exist or, if it does, it is
not collected in a way that makes it easily available and digestible.

Can this really be true? Consider just one example. Public reports by banks are growing ever
more voluminous. And yet anyone who has been charged with monitoring banks’ health
knows just how difficult it is to draw on this material and other sources of information. Often,
special data gathering exercises must be carried out. And even these are quite laborious.
Those who have been involved in efforts to assess the macroeconomic impact of the latest
Basel Committee proposals know this all too well. It is simply hard to gather the necessary
information: it is hard with respect to current conditions, and even harder with respect to their
historical evolution.

Every financial crisis brings in its wake demands for more information. The crises in
developing countries in the 1970s and early 1980s gave a big push to improvements in the
BIS international banking statistics.? The Asian crisis led to refinements in those statistics,
resulted in major enhancements in the disclosure of foreign exchange reserves, and
spawned the IMF’s Special Data Dissemination Standard (SDDS). The current upheaval is
no exception. To mention but one of the many efforts, the G20 have identified a large set of
data gaps that are now being addressed (FSB-IMF (2009)).

Crises open windows of opportunity that must not be missed. In deceptively tranquil times, it
is simply too difficult to achieve the consensus necessary to improve data availability. The
sense of urgency is absent. Why fix what, seemingly, ain’t broken? The cost/benefit analysis
calculus is heavily biased towards inaction.

To take advantage of these narrow windows of opportunity, we need to have the right
expectations and set the right priorities. Even in the Internet age, and contrary to what
finance textbooks often assume, the costs of gathering information are not negligible.
Beyond technical factors, disagreements over the value of the information stand in the way,
as do concerns about confidentiality, both within and across countries.

In what follows, | will address three questions. First, what can we realistically expect in terms
of better statistics for financial stability? Second, what are the priorities regarding what

Bank for International Settlements, Basel.

I would like to thank Dietrich Domanski, Ingo Fender, Bob McCauley, Pat McGuire and Paul van den Bergh for
helpful comments and suggestions. The views expressed are my own and do not necessarily reflect those of
the Bank for International Settlements.

For accounts of these efforts, and the obstacles they faced, see Borio and Toniolo (2008), Lamfalussy (2000)
and Maes (2009).
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information to collect and how to collect it? Third, what role can the BIS play in this
endeavour?

Let me highlight the main takeaways. First, there is no holy grail. Better statistics can no
doubt be a big help in safeguarding financial stability; improvements are badly needed. That
said, the main reason crises occur is not lack of statistics, but the failure to interpret them
correctly and to take remedial action. Second, we should walk before we run. Concerning the
“what”, out of the myriad new statistics being put forward | would highlight two sets, one for
prices, of which there is otherwise an abundance, and one for quantities, on which
information is much more limited. What we urgently need here is internationally comparable
sets of property prices, and, above all, consistent and timely bank balance sheet information
on a consolidated and global basis — the cornerstone of any more encompassing,
sophisticated and granular reporting system. Concerning the “how”, the collection process
should be supported by sound governance arrangements that are flexible and cost-efficient.
Finally, the BIS stands ready to help. To do so, it can leverage its comparative strengths: a
long track record; the presence of key players (central banks, supervisory authorities and you
— the Irving Fisher Committee (IFC)); and a specific infrastructure on which to build — the
international banking statistics.

1. Expectations: there is no holy grail

Could better statistics by themselves have allowed policymakers to anticipate the recent
catastrophic financial crisis? | very much doubt it.

To be sure, there were big statistical gaps. For instance, aside from some aggregate figures,
notably those compiled by the BIS, we had hardly any information on credit derivatives.
Gross and net volumes in CDS markets by underlying name became available via DTCC
only a long way into the crisis, and even then the identity of the counterparties has remained
beyond reach for a broader audience, although supervisors can now obtain such data from
the DTCC. Similarly, the extraordinarily large US dollar funding needs of European banks — a
puzzling factor at the core of the unfolding strains — were on no one’s radar screens. Only
after the crisis broke out did work at the BIS, drawing on its international banking statistics,
provide tentative ranges of magnitude (McGuire and von Peter (2009)).

But the failure to anticipate this crisis, and those preceding it, did not stem from faulty
statistics, as it turned out. Rather, it resulted from the faulty lens through which those
statistics were examined. Ultimately, we see what we want to see.® What is a sustainable
credit boom for some raises alarm bells for others. What some view as a healthy
redistribution of risk in the financial system others see as fuelling dangerous risk-taking.
Policies that some regard as prudent others consider reckless. Historically, time and again,
adjudicating between these fundamentally different perspectives by drawing solely on data
has not proved feasible. Add to this the human tendency to take credit for successes and to
disown failures — so that “booms have a thousand fathers, busts are orphans” — and the
enormous difficulties in the way of anticipating the crisis, let alone taking action to prevent it,
become apparent.

And yet, signs of the gathering storm were there. True, they could not be detected through
the popular macro-stress tests. Indeed, all those run before the crisis failed to identify
vulnerabilities. As argued in detail elsewhere, given current technology, regardless of data
availability, these tests risk lulling policymakers into a false sense of security (Borio and

3 Psychologists have a specific term for this well known phenomenon: “cognitive dissonance”.
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Drehmann (2009a), Alfaro and Drehmann (2010)). But they could be spotted through simple
real-time leading indicators of financial distress, such as those based on the joint deviation of
the credit-to-GDP ratio and asset prices, notably property prices, from historical trends (Borio
and Drehmann (2009b)). Indeed, such indicators have also performed well out of sample.
The secret of their comparative success is simple: they focus on the most systematic and
general signs of the build-up of risks across policy regimes and historical periods — they
focus, that is, on what is common to the various episodes, rather than on how they differ.

At the same time, it would be a serious mistake to infer from all of this that more and better
data are not necessary. Far from it! First, even those simple indicators could greatly benefit
from better data, given the major limitations of available property price series and the inability
of available credit series to fully capture cross-border exposures — points to which | will return
later. Second, by their very nature, those indicators have a very limited function. Their source
of strength is also their source of weakness. Given their generality, as a prevention tool they
can at most act as a starting point for a fuller analysis based on much more granular
information.* They raise a flag, which has to be followed by a drill-down exercise. They are
silent about the more specific nature of the vulnerabilities and, hence, about the possible
dynamics of financial distress. Moreover — by design — they cannot help us understand
unfolding events during a crisis and in its aftermath. Barometers are helpful, but so are
thermometers! Third, and looking further ahead, better statistics are indispensable to improve
our understanding of the mechanisms that underlie the build-up of financial risks and their
crystallisation in financial crises. They are essential to develop and test analytical hypotheses
from which eventually to refine or develop concrete policies.

To sum up, any set of statistics, ho matter how sophisticated and reliable, inevitably has
limitations. However, it is important that policymakers, market participants and scholars have
the best possible set of statistics at their disposal, subject to a proper cost/benefit test. And
awareness of what statistics can and cannot do is the best way of limiting the risk of putting
too much faith in their power.

2. Priorities: walk before you run

The crisis has provided one of those rare opportunities to implement a welcome and much
needed step-enhancement in available statistics. But gathering statistics is costly. Priorities
have to be set regarding what to collect and how to collect it. Consider each of these issues
in turn.

What to collect

As for the “what”, | would highlight two gaps: the first, quite specific, concerns price series;
the second, potentially much more extensive, concerns quantities.

The proliferation of price series is, without a doubt, extraordinary. In particular, financial
innovation and deepening have spawned an unprecedented expansion of financial contracts.
Risk has been spliced and diced, reduced to its atomistic components and recombined in
various ways. The corresponding financial contracts trade at a price. Those prices have
generally become publicly available, in some cases even at intra-day frequencies.

* Fora conceptual framework on how such a two-step approach might be set up, see Eichner et al (2010) and

Cecchetti et al (2010).
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If anything, | would argue that there is an overabundance of such information. All too often
observers, policymakers and market participants are glued to their screens, their attention
riveted on the latest blip. It is hard to distinguish true information from noise. And there is a
risk of misreading that information. This is especially the case when assessing potential
vulnerabilities in the financial system. Time and again, financial market prices have proved to
act more like contemporaneous indicators of financial distress rather than true leading
indicators — that is, more like thermometers than barometers (Borio and Drehmann (2008)).
Volatilities, spreads and risk premia tend to be unusually low precisely when risk is building
up, and to spike only when it materialises. What looks like low risk is, in fact, a sign of high
risk-taking. The build-up of risk is akin to the slow shift in tectonic plates: high-frequency
information distracts our attention, it obscures the bigger picture.

One critical exception to this wealth of data is property prices, for both residential and
commercial property (and corresponding information about rents). This is puzzling, since
throughout history property prices have been at the heart of some of the most serious and
damaging financial crises with major macroeconomic costs (eg Hoyt (1933)). The reasons
are not hard to find: property prices are subject to major boom and bust cycles, especially
commercial property prices; property represents a major fraction of an economy’s perceived
“wealth”; it is extensively used as collateral; and its purchase is largely financed with debt.
Not surprisingly, property prices also play an important role in the above-mentioned leading
indicators of banking crises. And yet, available statistics are extremely poor. The series are
generally limited in coverage and granularity, their extension back in time is gravely
inadequate, and consistency across countries is a serious problem.

At the BIS, we started to collect information on property prices in the early 1990s, drawing on
a mix of official and private sources. Judging from external requests, this has proved to be
one of the most successful sets of ad hoc statistics we have ever put together. Over time,
interest in property price data in official statistical circles has grown, as recently reconfirmed
by specific recommendations made in recent G20 reports (FSB-IMF (2009)). And | am glad
to see that an informal survey of IFC members ahead of this conference indicates that many
countries have assigned a high priority to collecting this data. That said, while improvements
have been made concerning residential property prices, statistics for commercial property
are lagging badly behind. So | would very much hope that these efforts will be intensified and
coordinated internationally, to ensure greater consistency. Maybe this is an area in which the
IFC could play a more active role.

But the more pervasive gaps relate to quantities, not prices, and especially to balance sheet
information. It is rather extraordinary that, even today, we still lack readily available statistics
for comprehensive consolidated balance sheet data on banks’ global operations. The publicly
available data that do exist are incomplete or sparse. And, with few exceptions, the BIS
international banking statistics being one of them, they are generally unreliable, untimely,
inconsistent across firms and borders, user-unfriendly and hard to aggregate meaningfully.
At the BIS, we regard addressing this problem as the top priority going forward (eg Cecchetti
et al (2010)).

The consolidated principle is critical. Residency-based data — the data that underlie national
account statistics — are the right ones if we are interested in knowing where output is
produced and financial claims held. But they do not tell us who makes the underlying
economic decisions. In a world in which firms increasingly operate across borders,
consolidated data provide a better approximation to the actual decision-making units. It is
these units that decide where to operate, what goods and services to produce and at what
prices, and how risks should be managed. Importantly, it is these units that ultimately survive
or fail.

Such a set of statistics, covering both assets and liabilities (on- and off-balance sheet)
comprehensively, and complemented with the income statement, would be a solid basis on
which to build further. It would provide the basic building blocks for the assessment of
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exposures to various risks — credit, market and liquidity (funding) risks.® And, over time, it
could be refined in terms of granularity and be extended beyond the banking sector. The
banking sector is no doubt the right place to start. Financial crises have repeatedly shown
that, one way or the other, problems elsewhere in the non-financial and broader financial
sector ultimately end up back with the banks, as strains become acute and more damaging.

What about the usefulness of information on bilateral exposures in all of this? This has
become quite popular following the financial crisis and the development of analytical
approaches to the modelling of systemic risk that trace the knock-on effects from one
institution to the next. Such an approach views the financial system as a network of
connections linking institutions. One of the working groups under the aegis of the G20 is
actively considering the collection of this type of information.

My sense is that this type of information falls under the category “nice to have”, but is not a
priority on a par with the core balance sheet information just discussed. True, interlinkages
are necessary to estimate meaningful balance sheet measures of sectoral or aggregate
leverage: the capital available to absorb losses in any given sector can easily be overstated
unless interlinkages within the sector are taken into account (eg the well known “double
leverage” phenomenon). But detailed counterparty exposure information would have very
limited value unless it was grafted onto reliable, basic information about each institution’s
balance sheet. Moreover, there is a risk of putting too much emphasis on interlinkages as a
factor driving contagion. Common (similar) exposures of institutions, on both their asset and
liability sides, together with undiscriminating responses by investors and counterparties, are
the main drivers of the dynamics of financial distress. A financial crisis is more like a tsunami
that sweeps away all that gets in its way than a force knocking down one domino after the
other along a specific path.® Even so, granular, up-to-date information about interlinkages
can be helpful in managing a crisis — making it particularly relevant for exchanges of
information among supervisors.

Of all the international reporting systems available, the one that comes closest to providing
the core balance sheet information identified here as a priority is the BIS international
banking statistics. The set combines consolidated balance sheet information with residency-
based (locational) information, providing a bridge between national account statistics and
those needed to understand the behaviour of individual decision units.” The statistics are
collected on a consistent basis internationally. Their timeliness has improved over time, with
a current reporting lag of roughly one quarter. The coverage is quite extensive, including
internationally active banks from some 40 jurisdictions, and accounting for about 95% of all
international claims. Their reliability is constantly checked and improved.

At the same time, these statistics have a number of limitations. In particular, they cover only
the international operations of the reporting banks. And the granularity of the information
could be enhanced significantly. Not least of the problems is that for historical reasons the
consolidated statistics have focused primarily on the asset side of banks’ balance sheets.
While combining them with the residency-based statistics that identify the nationality of the
bank can help to overcome some of these limitations, the scope for improvements is
substantial (Cecchetti et al (2010), and Fender and McGuire (2010)). In particular, the

For a systematic analysis of the type of possible risk information at the level of individual institutions and the
system as a whole, see Borio and Tsatsaronis (2005). For individual institutions, see also BCBS, CGFS, IAIS
and I0SCO (2001).

See Elsinger et al (2006) for empirical evidence on this point; see Upper (2007) for a critical survey of
contagion analysis based on networks.

For an illustration of how rich the analysis based on the combination of consolidated and residency-based
data can be, see Fender and McGuire (2010), who explore funding risk in the global banking system.
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improvements would be necessary to get a better handle of the banks’ funding risks that
have been so prominent in the current crisis, including those resulting from maturity
transformation.

How to collect it

Priorities have to be set not only for what to collect but also for how to collect it. The process
is important. A number of principles suggest themselves (see also Tarullo (2010)).

First, governance matters. For one, to ensure consistency, the process should be guided
internationally. Purely domestic efforts risk resulting in inconsistent data sets. If the data sets
are consistent, the total is more than just the sum of the parts. Given the global nature of the
operations of many reporting firms, international coordination should also facilitate the
collection of the data. In addition, those responsible should have the necessary legal powers
to collect the information. In some cases, data may need to be gathered on a voluntary basis.
International peer pressure could contribute to catalysing the necessary efforts. Finally, and
critically, the process should ensure the confidentiality of the data, whenever necessary. This
is especially important when supervisory information is involved.

Second, flexibility is critical. The specifics of the next crisis will be different from those of the
recent one. The financial system will continue to evolve rapidly and, rest assured, it will do so
especially in the shadows, away from the reach of regulation (Eichner et al (2010)). Any
collection system should be flexible and agile enough to keep up with these changes. The
chain from the identification of the necessary data to its collection should be short and
efficient. This should apply to both permanent revisions to the reporting frameworks and to
more ad hoc, one-off collection of statistics to address specific issues.

Third, costs matter. In order to reduce collection costs and barriers to the gathering of new
information, it would make sense to build as far as possible on available infrastructure,
whenever it is up to the task.

3. What the BIS can do

Throughout its history, the BIS has been instrumental in developing consistent sets of global
financial statistics. This has been a core task in the performance of its overall mission. Since
the 1970s alone, in addition to the international banking statistics, there have been other
examples, including the statistics on derivatives instruments, those on activity in foreign
exchange markets and the securities statistics. The Committee on the Global Financial
System (CGFS) — formerly known as Eurocurrency Standing Committee — and the Markets
Committee — formerly known as the Committee on Gold and Foreign Exchange — have
played a lead role in this area. More recently, the establishment of the IFC provides yet
another channel that could help catalyse improvements in available statistics. And the Basel
Committee, too, could play a key role in future.

Currently, the BIS is closely involved in several efforts to enhance available statistics. It is
participating, in various capacities, in the work on 11 out of 20 of the recommendations that
are being pursued under the aegis of the G20, alongside the Financial Stability Board and
other international financial institutions. In addition, the CGFS is seeking further
enhancements to the international banking statistics, in terms of both instrument and country
coverage, and to the derivatives statistics, notably to get a better handle of credit risk
transfers; it is also exploring the collection of data on the evolution of credit terms in
wholesale lending and derivatives markets.

Looking forward, the BIS stands ready to support further statistical efforts that can leverage
its comparative advantages. One such strength is its long track record of using economic
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expertise to identify and subsequently analyse and disseminate the relevant data. Another is
the technical expertise to set up and run the necessary infrastructure. And, crucially, the BIS
houses the relevant authorities for statistical governance, notably the committees that include
not just central banks but also supervisory authorities.

Conclusion

To conclude, let me just recall some of the key points of my presentation. Better statistics will
not prevent the next crisis, but will definitely help policymakers and market participants to
identify vulnerabilities, monitor financial health and better manage financial strains once they
emerge. Above all, they will remove an easy excuse to disown responsibility: “if only | had
known....”. The recent financial crisis offers a window of opportunity to address serious gaps
in available statistics; that opportunity cannot be missed. Since collecting information is
costly, priorities have to be set. | have highlighted two such priorities: better property price
data and comprehensive balance sheets that illuminate banks’ global operations on a
consolidated basis. The process for collecting the information should be guided
internationally, not least to ensure its consistency and overcome confidentiality restrictions; it
should retain the necessary flexibility to respond to changing demands; and it should limit
costs, building as far as possible on existing reporting infrastructures. The BIS strongly
welcomes these efforts and it stands ready to support them by leveraging its comparative
strengths, notably its extensive track record in this core aspect of its mission.
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Enhancing information on financial stability

Adelheid Burgi-Schmelz, Alfredo Leone, Robert Heath and Andrew Kitilit

l. Background

1. The recent financial crisis revealed a deepened integration of economies and
markets, and a strengthening of interlinkages across financial institutions, that data systems
failed to comprehensively capture. There is overwhelming evidence that, leading up to the
crisis, credit risks were worsened by extensive use of leverage coupled with a high degree of
maturity transformation, a large part of which took place outside of traditional depository
corporations through the use of commercial paper, repurchase agreements, and other similar
instruments. It is estimated that the over-the-counter derivatives market exploded from
$91 trillion in 1998 to about $600 trillion in 2008 in notional value terms. At the height of the
crisis, concerns about the ability of companies to make good on these contracts, and the lack
of transparency about what risks existed, caused credit markets to freeze. As Bear Stearns,
American International Group, and Lehman Brothers failed, investors became wary of trading
as new transactions could expose them to more risks. Liguidity-constrained institutions were
compelled to offload assets at distressed prices, which amplified margin calls for leveraged
actors and exacerbated mark-to-market losses for all asset holders.

2. A key feature of the crisis was the high dependence on short-term finance to
purchase long-term assets, leading to a mismatch between the maturity structure of the
corporations’ assets and liabilities. Such maturity transformation exposes financial institutions
and entire markets to vulnerabilities of market runs. However, owing to a lack of data,
regulators, supervisors and market participants could not fully measure the degree of
maturity transformation or the extent to which financial institutions and markets were
interconnected: “It was the collapse in funding markets which made the crisis global, and yet
we cannot really see funding patterns in the available data” (Hannoun, 2010).2

3. One key lesson learned is that supervisors, policymakers, and investors should
have sufficient data and information to promptly evaluate the potential effects, for instance, of
the possible failure of a large bank on other large banks through counterparty credit
channels, settlement arrangements, and reliance on common sources of short-term funding.
The need for comprehensive, high-frequency, and timely data to monitor systemic risks
associated with operations of the global systemically important financial institutions (G-SIFIs)
was underscored by the IMF Managing Director, Dominique Strauss-Kahn, who observed in
an interview: “We need more data, including from a rather small number of the large financial
systemic institutions.” “The mandate of the Fund is to have surveillance of countries, but
today you have institutions as big, maybe bigger, than many countries. How can we have
global surveillance without having data on what happens with those large financial
institutions?” This observation was echoed in a number of forums.

4. Recognizing the existence of data gaps, the G-20 Working Group on Reinforcing
International Co-operation and Promoting Integrity in Financial Markets asked the IMF and
the Financial Stability Board (FSB) to explore the gaps and provide appropriate proposals for

The views expressed in this paper are those of the authors and do not necessary reflect the view of the
International Monetary Fund, its Executive Board, or its management. The paper draws from the recent
May 2010 progress report to the G-20 prepared by IMF staff and the FSB Secretariat.

Opening remarks to the high-level conference in April 2010 by Hervé Hannoun (Deputy General Manager,
BIS) (http://www.bis.org/speeches/sp100419.htm).
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strengthening data. This call was endorsed by the IMF’s International Monetary and Financial
Committee at its Spring Meetings in 2009 and 2010.°

Il. What Are the Data Gaps That Must Be Closed to Ensure Financial
Stability?

5. In response, staff of the IMF and the FSB Secretariat, in consultation with official
users of economic and financial data in G-20 economies and key international organizations,
identified 20 recommendations that need to be addressed. These include:

) The need to strengthen the data essential for effectively capturing and monitoring
the build-up of risk in the financial sector. This calls for the enhancement of data
availability, both in identifying the build-up of risk in the banking sector and in
improving coverage in those segments of the financial sector where the reporting of
data is not well established, such as the nonbank financial corporations.

o The need to improve the data on international financial network connections. This
calls for enhanced information on the financial linkages of global systemically
important financial institutions (G-SIFIs), as well as the strengthening of data-
gathering initiatives on cross-border banking flows, investment positions, and
exposures, in particular to identify activities of nonbank financial institutions.

o The need to strengthen the data needed to monitor the vulnerability of domestic
economies to shocks. This calls for measures to strengthen the sectoral coverage of
national balance sheet and flow of funds data, including timely and cross-country
standardized and comparable government finance statistics and data on real estate
prices. On the latter, country practice in compiling these data is uneven, yet the
impact of house prices on household net worth is highly relevant to the current
crisis.

o The need to promote the effective communication of official statistics to enhance
awareness of the available data for policy purposes.

6. These recommendations were endorsed by the G20 finance ministers and
central bank governors at their meeting in Scotland in November 2009
(http://www.imf.org/external/np/g20/pdf/102909.pdf).

[I. What Is the Progress Made So Far?

7. Considerable progress has been made in a very short period, particularly on those
recommendations for which conceptual/statistical frameworks exist (Figure 1). In June 2010,
the progress made to date was reported to the G-20 ministers of finance and central bank
governors (http://www.imf.org/external/np/g20/pdf/053110.pdf) at their meeting in Busan,
Korea. A visible example of the accomplishments of this initiative is the Principal Global
Indicators (PGI) website.

8. In April 2009 the PGI website was launched, providing timely data available at
participating international agencies covering financial, governmental, external, and real
sector data, with links to data on websites of international and national agencies. The
website—a collaborative effort of the Inter-Agency Group on Economic and Financial

% Aninitial description of the initiative was published in the March 2009 edition of Finance & Development. More

information can be found in the lower part of http://www.imf.org/external/data.htm.
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Statistics (IAG), involving the Bank for International Settlements (BIS), the European Central
Bank (ECB), Eurostat, the International Monetary Fund (IMF) (Chair), the Organisation for
Economic Co-operation and Development (OECD), the United Nations, and the World
Bank—is available at (http://www.principalglobalindicators.org/default.aspx).

0. In developing the PGI website, the IAG recognized the importance of going beyond
traditional statistical production processes, in more innovative ways, to obtain a set of timely
and higher-frequency economic and financial indicators, at least for systemically important
countries. In particular, because of the global nature of the recent crisis, data users demand
more internationally comparable, timely, and frequent data. The benefits of this inter-agency
approach are that it mobilizes existing resources, builds on the comparative advantages of
each agency, and supports data sharing in a coordinated manner. The international agencies
have access to selected country datasets that they present in a manner broadly comparable
across countries. The website has already been enhanced several times. Now efforts are
under way to expand the country coverage on the website beyond the G-20 economies.
These concerted efforts are being carried out in tandem with other ongoing data initiatives at
the IMF and collaborating agencies (see below).

10. The G-20 Report of November 2009 provided significant impetus for action. For
several of the 20 recommendations, international bodies have already taken a number of
actions that support their implementation, including the IMF with regard to Financial
Soundness Indicators (FSIs) (#2), the International Investment Position (IIP) (#12), and
Government Finance Statistics (#17), and the BIS (via the Committee on the Global Financial
System (CGFS)) with regard to credit default swaps (CDS) (#5). For other significant
recommendations, progress has been made in international working groups and task forces
(securities (#7), public sector debt (#18), real estate prices (#19), and the PGI website (#20).

11. In March 2010, the IMF Executive Board took a number of decisions related to
recommendations #2 and #12. In particular, the IMF Executive Board decided to enhance the
Special Data Dissemination Standard (SDDS) by:*

o including seven FSls in the SDDS on an “encouraged” basis (that is, not legally
“prescribed” under the SDDS)—in order to strengthen information about the financial
sector and better detect system risks (Recommendation #2); and

o moving to quarterly reporting (from annual) of the IIP data, with a maximum lag of
one quarter (quarterly timeliness), on a “prescribed” basis after a four-year
transition period—in order to Dbetter understand cross-border linkages
(Recommendation #12).°

12. Also in March 2010, the IMF Executive Board approved a phased migration strategy
for implementing the Government Finance Statistics Manual 2001 as the standard for IMF
fiscal data (Recommendation #17).° This will contribute to better and more comparable fiscal
data, including on government assets and liabilities.

13. In June 2009, the CGFS approved changes to credit risk transfer statistics
(Recommendation #5) that include improved information on counterparty risk and exposure
to various reference entities, and expanding the reporting to collect details on instruments
such as index CDS contracts (http://www.bis.org/publ/cgfs35.htm). Subsequently,
agreements have been reached by the BIS with the reporting central banks to report these
new datasets, with implementation phased in two steps, for June 2010 and June 2011 data.

* IMF Public Information Notice (PIN) 10/41 of March 23, 2010.

It was also decided to add a simplified table on countries’ external debt by remaining maturity (on an
“encouraged” basis) to better monitor the vulnerability of domestic economies to shocks.

®  See http://www.imf.org/external/pp/longres.aspx?id=4431.
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14. Progress has also been made in enhancing securities statistics (Recommendation
#7), both conceptually through the BIS-ECB-IMF Handbook on Securities Statistics and
through the collection of data by the BIS. Moreover, the BIS has solicited authorization from
a wider range of central banks to report residential property price indices for dissemination
on the BIS website (Recommendation #19).

15. The World Bank’s public sector debt database (Recommendation #18), which is
being developed under the auspices of the Task Force on Finance Statistics (TFFS),’ is due
to be launched by end-2010, providing quarterly public sector debt data from developing and
emerging market countries. The global financial crisis reinforced the importance of integrated
economic data, both stocks and flows, so that the impact of developments in one sector of
the economy on other sectors, and flows such as valuation changes, can be reliably
analyzed. Strengthening sectoral information is reflected in Recommendation #15. The IMF
is currently creating an inventory of existing practices with the intent of conducting an expert
group meeting in early 2011, to share experiences, discuss the gaps, and identify common
templates to take this work forward.

16. Two recommendations deserve particular attention because of their importance in
helping to understand cross-border financial networks (recommendations #10 and #11).
These recommendations build on the existing initiatives of the quarterly BIS International
Banking Statistics (IBS) and the annual IMF Coordinated Portfolio Investment Survey (CPIS),
which provide data on cross-border banking transactions and portfolio debt and equity
positions, respectively.®

17. These datasets help track financial transactions and/or positions on a bilateral basis.
In addition to enhancements regarding country coverage, the CGFS and the IMF Committee
on Balance of Payments Statistics have created working groups to study other
enhancements, such as the separate identification of nonbank financial institutions in the
consolidated banking data, as well as the information required to better track funding
patterns and maturity mismatches in the international financial system in the case of the BIS
(also relevant for Recommendation #4), and the enhancement of the frequency and
timeliness of the CPIS data and the identification of the institutional sector of the foreign
debtor in the case of the IMF. These working groups are expected to give careful
consideration to the benefits and the costs of enhancements and to report to their parent
committees in the second half of 2010.

18. The involvement of all the G-20 economies in these two long-standing collections is
fundamental given their relevance for understanding cross-border financial flows and
positions. In particular, there are positive externalities that flow to other economies through
mirror data that can be compiled from the counterpart information supplied. In this regard, the
IMF and the BIS continue to work to increase country participation in the CPIS and the IBS,
respectively.

V. What Are the Major Challenges?

19. While progress is being made in closing data gaps in areas where the conceptual
framework is already established, it has become evident that closing the gaps where the
statistical framework is still not fully developed poses significant challenges. Some of the

The TFFS consists of representatives of the BIS, the Commonwealth Secretariat, the ECB, Eurostat, the IMF
(Chair), the OECD, the Paris Club, UNCTAD, and the World Bank.

The IMF has also conducted a Coordinated Direct Investment Survey with a reference date of end-2009. First
results are expected towards the end of calendar 2010.
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most challenging areas are also among the most important for improving financial stability
analysis and macropolicy decision-making more broadly.

A. Build-up of Risk in the Financial Sector

20. The build-up of leverage and maturity mismatches within the financial system is one
area where conceptual frameworks need to be developed before ascertaining specific data
collection demands. This is further complicated by the fact that the measurement of leverage
and maturity mismatches is not necessarily conceptually uniform across sectors, institutions,
or markets, and therefore it may prove difficult (or in fact misleading) to devise aggregate
measures across sectors. Given the importance of monitoring leverage and maturity
mismatches to prevent future crises, addressing these gaps is a high priority. The IMF and
the BIS staff are working closely on addressing these gaps. The BIS has made significant
recent advances in the analysis of maturity mismatches (“funding gaps”) for the banking
sector on the basis of its IBS data.’ But pursuing this work further is likely to involve longer-
term projects, as the analytical and data challenges involved remain significant.

B. Developing a Template to Capture Data on G-SIFls

21. It is imperative that data collection efforts, particularly on global financial networks,
take cognizance of international dimensions and seek appropriate participation from
regulators and supervisors worldwide, especially in jurisdictions with significant financial
centers. For instance, the international nature of financial markets hampers the extent to
which one economy, acting single-handedly, can organize data on financial markets globally.
However, moving from identification of data gaps to efficient systems of data collection and
reporting on G-SIFIs is challenging, and requires prioritization of activities, effective
coordination and cooperation among international agencies and national authorities,
adequate resources, and an appropriate legislative framework to improve the ability of
regulatory/supervisory and statistical agencies to collect the necessary data. Indeed, senior
officials at a conference held in Basel in Aprii 2010 on data gaps
(http://www.imf.org/external/np/seminars/eng/2010/infogaps/index.htm) observed that
“closing all the gaps will take time and resources, and will require coordination at the
international level and across disciplines, as well as strong high-level support. In this context,
cooperation across disciplines—financial stability, supervisory, statistical, and coordination
with standard setters, notably the Basel Committee on Banking Supervision, as well as high-
level support are needed to deliver a successful outcome. As noted above, there may also
be some need for strengthening legal frameworks for data collection in some economies.
Differences in accounting standards across countries would also need to be considered.”

22. While the priorities have been identified through the G-20 data gaps initiative, there
are many complex and sensitive issues and questions that need to be addressed with regard
to G-SlIFls. Pertinent questions include:

Who should collect the data?

23. The crisis demonstrated both the difficulty of capturing, and the importance of,
sound indicators of the degree and location of leverage or excessive risk-taking within the
system, particularly as regards unregulated or lightly regulated institutions and instruments
(the “shadow banking system”) but also liquidity, credit, and tail risks within the regulated
sector. Related is the issue of a better understanding of where risks actually lie across
institutions and markets given the growth of risk transfer instruments. Given this, national
regulatory and supervisory agencies have a great role to play—the data should be

°®  For details, see McGuire, P. and G. von Peter (2009), “The US dollar shortage in global banking and the

international policy response”, BIS Working Papers, no 291, October.
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sufficiently timely and have sufficient coverage of systemically important financial institutions
(SIFI) (bank and nonbank) and nonfinancial corporations. Some countries are in the process
of enacting legislation to monitor risks relating to SIFIs. The US financial reform bill creates a
new Office of Financial Research within the Treasury that will collect and analyze data to
identify and monitor emerging risks to the US economy and make this information public in
periodic reports and testimony to Congress every year.

How should the data be organized and reported?

24. Standardization of data reporting allows efficient aggregation of information for
effective monitoring and analysis. It is therefore important to promote the use of common
reporting systems across countries, institutions, markets, and investors to enhance efficiency
and transparency. Standardized reporting allows the assemblage of industry-wide data on
counterparty credit risk or common exposures, thus making it possible for stakeholders to
construct basic measures of common risks across firms and countries.

Who should have access to the data?

25. The enhanced data collection by regulatory and/or supervisory agencies must be
accompanied by a process for making data available to key stakeholders as well as the
public at large. This is consistent with the “public good” nature of data, while safeguarding
the confidentiality concerns of both the home and host regulators and supervisors.
Differences in accounting standards across countries would also need to be addressed
through the legislative framework.

26. It was in recognition of these factors that the FSB Secretariat, in close collaboration
with the IMF Statistics Department and with support from the IMF Monetary and Capital
Markets Department, adopted a consultative international approach to developing a common
reporting template for G-SIFIs as required in recommendations #8 and #9 of the G-20
Report. This work is making progress and involves financial stability experts, supervisors,
and statisticians from the FSB membership. When completed, the reporting template could
play an important role in standardizing information and facilitating the process of sharing data
on common exposures and linkages between G-SIFls.

C. Vulnerability of Domestic Economies to Shocks

27. The lack of information on how income, consumption, and wealth are distributed
within sectors, particularly households (as reflected in Recommendation #16) hampered the
identification of vulnerabilities developing in the domestic economy. The OECD and Eurostat
are leading the work to rectify this gap, and are looking to define common international
methodology and implementing pilot studies.

V. Conclusions and the Way Forward

28. Recent years have seen significant progress in the availability and comparability of
economic and financial data. However, the present crisis has thrown up new challenges that
call for going beyond traditional statistical production approaches to obtain a set of timely and
higher-frequency economic and financial indicators, and for enhanced cooperation among
international agencies in addressing data needs. As noted, one area in which better
information is critical for financial stability is the web of connections among G-SIFIs through
channels such as interbank lending, securities lending, repurchase agreements, and
derivatives contracts, and with national markets. While data in these areas are the most
important for financial stability, key challenges must be addressed, including legal barriers,
regulatory issues, and resource availability, especially in national statistical agencies.
Organizational issues also need to be tackled, especially in developing common and
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standardized datasets on exposures of G-SIFIs. We are looking forward to the outcomes of
the ongoing work in developing the common template.

Figure 1
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Enhancements to ECB statistics
for financial stability analysis

Anna Maria Agresti,* Stefano Borgioli? and Paolo Poloni®

Section 1: Motivation*

The strengthening of the framework for macro-prudential supervision within Europe has been
a key priority in response to the ongoing financial crisis. Taking up the recommendations of
the De Larosiére report,” one of the main initiatives is the creation of the European Systemic
Risk Board (ESRB), which will have responsibility for identifying, monitoring, assessing and
responding to potential threats and risks to financial stability in the EU. Subject to the
endorsement of the underlying legal acts, this new body will receive analytical, statistical,
administrative and logistical support from the ECB. The establishment of the ESRB
consequently has relevant implications for the statistical work of the ECB and the ESCB. The
aim of this paper is to describe two key work streams that are being undertaken in order to
prepare for the ESRB. These workstreams concern the enhancement of the Consolidated
Banking Data (CBD)® and the development of a statistical definition of Large Banking and
Insurance Groups (LBIGS).

The statistical requirements for macro-prudential analysis to be potentially carried out by
ESRB entail the following demanding aspects: i) an EU wide geographical scope (moving
beyond the euro area focus applied to the ECB’s own financial stability analysis); ii) including
country developments in the risk monitoring; iii) focusing on risks of a systemic nature arising
not only from banks but also from other financial institutions, markets or infrastructures, such
as common or correlated exposures of financial intermediaries and bilateral positions (which
in turn requires harmonised and granular from-whom-to-whom statistics).

The banking sector has always been in the focus of the risk analysis of the ECB, and will
remain an important component also for ESRB purposes. Detailed, frequent and timely
information on the EU banking system is therefore necessary. In this respect, work has
started to enhance the current data, in particular from supervisory sources (used in the
CBD), as described in Section 2. At the same time, a considerably more detailed and
granular analysis is needed for LBIGs, as they might be a possible endogenous source of
system risk. This requires, in a first step, identifying such groups and agreeing on a common
statistical definition for the reference population. Work in this area is described in Section 3.

European Central Bank, Directorate General Statistics, Kaiserstrasse 29, 60598 Frankfurt, Germany, E-mail:
anna_maria.agresti@ecb.int.

European Central Bank, Directorate General Statistics, Kaiserstrasse 29, 60598 Frankfurt, Germany, E-mail:
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We would like to thank Caroline Willeke, Jean Marc Israel, Patrick Sandars, Bjoern Fischer, Natalja
Benkovska and Marco Burroni for their useful comments.

See http://ec.europa.eu/internal_market/finances/docs/de larosiere report _en.pdf

For the publication of CBD, see www.ecb.de/pub/pdf/other/eubankingsectorstability2009en.pdf
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Finally, Section 4 describes the challenges ahead in further developing consolidated
statistics for the banking sector and for large financial institutions.

Section 2: Consolidated Banking Data — short-term approach

The macro-prudential analysis conducted by the Banking Supervision Committee (BSC) is
based on aggregated information on the banking systems of all EU Member States. The key
set of data for this analysis is the CBD, which is provided by the member organisations of the
BSC.

These data include detailed information on bank profitability, balance sheets, asset quality
and solvency broken down by size classes of banks.

The current CBD framework was implemented in 2009 by all the EU-27 countries for their
provision of banking data to the ECB. The main data sources are the supervisory information
collected according to Financial Reporting (FINREP)® and Common Reporting (COREP)®
templates and guidelines, as developed by the Committee of European Banking
Supervisors (CEBS).

The data cover nearly 100% of the EU banking sector and are fully consolidated on a cross-
border and cross-sector basis; cross-border means that data on branches and subsidiaries
located outside the domestic market are included in the data reported by the parent
institution and cross-sector means that branches and subsidiaries of banks that can be
classified as financial institutions other than banks are also included; however, insurance
corporations are not included.

Foreign banks are defined as subsidiaries and branches that are controlled by either an EU
or a non-EU parent that is “foreign” from the reporting country’s point of view. The data for
these institutions are excluded from the definition of the domestic banking sector, and are
aggregated under the heading “foreign banks”. A separate analysis of the data on foreign
banks is justified by their large share of the domestic banking sector in some EU countries.

The data on EU banks are divided into three size classes (small, medium-sized and large
banks), which are determined by their percentage share of the total assets of the whole EU
banking system. This breakdown by size allows the analysis of different national banking
systems, as concentration in these markets varies substantially among countries, and
assessment of the potential implication for systemic risks.™

The CBD dataset is the backbone of the analysis of the stability of the banking sector in the
EU carried out at the ECB/ESCB. It forms the basis for the annual BSC report on EU
Banking Stability and is used for other analytical purposes as well. The CBD allows the
calculation of different banking system strength indicators on a consolidated level for
domestic banking sectors as well as for foreign-controlled banks.™

The Banking Supervision Committee assists in the fulfilment of the ESCB’s statutory tasks in the field of
prudential supervision of credit institutions and the stability of the financial system, as laid down in the Treaty
(Article 105 (5)) and the ESCB Statute.

See http://www.c-ebs.org/documents/Publications/Standards---Guidelines/2009/FINREPrev2/FINREPrev2-
instructions.aspx

See http://www.c-ebs.org/Publications/Consultation-Papers/All-consultations/CP01-CP10/CP04-Revised-2.aspx

1 Fora complete list of the indicators, see www.ecb.de/pub/pdf/other/eubankingsectorstability2009en.pdf

" For a comparison between the ECB and IMF indicators for the macro-prudential analysis of the banking

sector, see http://www.ecb.europa.eu/pub/pdf/scpops/ecbocp99.pdf
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Some short-term developments are now planned in order to expand the possible scope of
the CBD, also in the light of the establishment of the ESRB. These enhancements of CBD
are likely to be facilitated by the implementation of new versions of the FINREP and COREP
which are now being introduced by CEBS.

Indeed, a revised version of the FINREP framework (so called rev. 2) will enter into force on
1 January 2012, while a revised COREP (so called rev. 2) will be applicable by 31 December
2010. FINREP rev. 2 provides a common standard reporting framework for banks, with the
goal of increasing the comparability of the financial information reported by banks to their
national supervisory authorities. COREP rev. 2 provides for an updated version of the
information requirements arising from the CRD (Directives 2009/27/EC and 2009/83/EC) as
well as CRD Il amendments (Directive 2009/111/EC).

Specifically, two main short-term enhancements to the current CBD framework are under
consideration. The first aims at increasing the data collection frequency to a semi-annual
basis, for a specific and limited subset of CBD series currently published in the annual ECB
report on Banking Sector Stability. The second concerns the possible inclusion of further
breakdowns in the annual CBD collection. Efforts are also ongoing to improve the data
timeliness of CBD series.

Increased frequency/timeliness and additional breakdowns would also provide an improved
benchmark against which ad-hoc data collection exercises initiated by the decision making
bodies of the ECB (or possibly the ESRB in the future) can be evaluated, or could even
reduce the need for such resource intensive ad-hoc exercises.

The semi-annual CBD sub dataset will encompass profitability and efficiency indicators,
balance sheet indicators relating to banks’ funding sources, loan portfolio and non-
performing loan developments as well as solvency indicators. The first semi-annual CBD
data collection is scheduled to take place in the second half of 2010.

Referring to the second short-term enhancement, a fact finding exercise took place with
National Central Banks and National Supervisory Authorities on the feasibility of
incorporating additional breakdowns within the annual CBD dataset. The envisaged more
granular breakdowns included counterparty sector breakdowns for balance sheet items and
non-performing loans, counterparty geographical breakdowns, maturity breakdowns and
derivative exposures. The results of the stock-taking exercise were not homogeneous, as
some envisaged areas of improvement appear to be more promising than others. It also
emerged that several of the additional breakdowns will become available as of 1 January
2012, subject to national adoption of the revised FINREP (such as counterparty sector
breakdowns of loans and receivables). Also taking this into consideration, no firm timeline
has yet been established for the final implementation of this enhancement. In order to satisfy
user needs, this and further enhancements to the CBD are necessary (see Section 4).

In particular, as explained in the section below, the enhancement of the frequency and
granularity of the CBD should be accompanied by further statistical work on LBIGs.*?

Moreover, the CBD may soon need to be amended again, as COREP rev. 2. is likely to be
replaced by an enhanced version (rev. 3) which is currently subject to a public consultation.
COREP rev.3 will be mandatory in all EU countries from end-2012.

Conversely, the application of the FINREP framework may remain non-mandatory. However,
the CEBS highly recommends its use, in order to achieve its twin goals of harmonisation and
reduction of the reporting burden. The FINREP framework is made up of a set of tables or
“templates”, divided into two sections which contain “core” and “non-core” quantitative

12 See also Box 2.2 in the IMF Global Financial Stability Review (April 2010)
www.imf.org/external/pubs/ft/gfsr/2010/01/pdf
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financial information respectively. National authorities that decide to apply the FINREP
framework must, at the minimum, require institutions to report all the core information, which
comprises the consolidated balance sheet and the consolidated income statement. Non-core
information includes additional data such as the geographical distribution of assets and
liabilities and the sectoral breakdown of assets.

Section 3: Definition of Large Banking and Insurance Groups

Whereas the provision within the CBD of core data on the overall banking sector broken
down by size is an important backbone of macro-prudential analysis, a considerably more
granular dataset is needed to analyse systemically relevant institutions and their
interlinkages. In particular, data on large financial institutions on a (consolidated) group basis
are a key input to financial stability analysis, not least to assess the transmission of systemic
risks within the financial system, including possibly via stress tests.

Systemic risk analysis for the LBIGs entails the use of detailed data to develop measures of
leverage, portfolio liquidity and risk concentrations among financial institutions, correlation
among asset holdings, interconnectedness of institutions among each other, large exposures
to other financial institutions and sectors (including via off-balance sheet vehicles, credit lines
and other contingent liabilities) as well as relevant positions in derivatives markets, large FX
transactions and open FX positions.

Information on the portfolio holdings of institutions in the financial sector is key.™ Focusing on
the banking sector, detailed credit exposure data (e.g. exposures to non-financial
corporations broken down by country and sector) are needed to assess how negative
developments in a specific sector or country can spread to financial institutions. Information
on interconnectedness is another challenge due to confidentiality issues and a borderline
with micro-prudential supervision.

Also regarding common exposures among financial institutions, there is a growing
consensus on the need for institution-specific granular data in order to conduct systemic risk
analysis. Only in this way is it possible to identify dislocations and growing imbalances that
are the key sources of risks and vulnerabilities at the systemic level and arrive at meaningful
policy conclusions, as for example the definition of groups of connected clients for
refinancing-related risks.

Quantitative evidence for large financial institutions is potentially already available from their
public data disclosure, and from the derived commercial data sources. Public data disclosure
in recent years (in particular in response to the current financial crisis) has improved and the
harmonisation of accounting standards has enhanced the comparability of data across
institutions. Nevertheless, data from public disclosures are not straight-forward to collect and
are often not fully comparable across institutions. In addition, public disclosures lack
sufficient details about, for example, liquidity and solvency positions, and they do not contain
sufficient information about institutions’ different exposures to form a complete assessment.

All'in all, in order to overcome the current data drawbacks, reliance on public disclosure is no
longer sufficient and, thus, accurate and timely information may need to be reported by large
financial institutions.

13 Detailed securities holding statistics (as envisaged by the ECB) would contribute to assessing correlations in

financial intermediaries’ portfolios, common exposures to specific asset classes, as well as liquidity-related
aspects.
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Hence, given the users’ needs and the drawbacks of the available data sources, there is a
need for a more formal approach in order to develop and compile harmonised datasets for
large financial institutions. Such datasets will be required, among others, to analyse financial
interlinkages and potential risk spillovers at the EU level and beyond.

An important prerequisite for the development of such statistics is a definition of the reporting
population of large financial groups. This definition of LBIGs is needed in order to work
towards a detailed register of banking and insurance groups in the euro area, which would
form the basis for developing, for example, detailed securities holdings and securities
issuance statistics.

Systemically important financial institutions are important for financial stability not simply
because they are large, but because the nature of their business is such that their failure and
inability to operate would most likely have adverse implications for financial intermediation,
the smooth functioning of financial markets or other financial institutions operating within the
system, and indirectly on the real economy.

Various definitions of systemically relevant institutions are actually possible.** Size,
interconnectedness and substitutability are usually the three main dimensions according to
which systemic relevance is measured.’

As a matter of priority, the ECB is currently focusing on LBIGs, while statistical definitions of
other types of financial institutions (such as pension funds) would only be developed if and
when users express a need for corresponding data.

For defining “banking groups” and “insurance groups” in the euro area, the following criteria
might be followed:

o The definition of a “banking group” for statistical purposes should be based on the
Capital Requirements Directive, in particular Directive 2006/48 on the taking-up and
pursuit of the business of credit institutions. In broad terms, a “banking group” shall
mean a [euro area] resident parent credit institution and all its subsidiaries and
branches or a [euro area] resident parent financial holding company and all its
subsidiaries and branches provided that in both cases the parent is a head of the
banking group.

o The definition of an “insurance group” for statistical purposes should be based on
the regulatory legislation for insurance undertakings, namely on Directive 98/78/EC
(as amended), which is in force until 1 November 2012, and subsequently on
Directive 2009/138/EC of the European Parliament and of the Council on the taking-
up and pursuit of the business of Insurance and Reinsurance (“Solvency II”) which
shall be implemented by the Member States by 31 October 2012. The structure of
the definition based on these Directives resembles the definition of the banking
group to the extent possible. In broad terms, an “insurance group” would mean a
[euro area] resident parent insurance (or reinsurance, or holding, or captive
(re)insurance undertaking) and all its subsidiaries and branches, provided that the
parent is not a subsidiary undertaking of another [euro area] resident parent
insurance (or reinsurance/holding/captive) undertaking.

o For the purposes of the above statistical definitions of banking groups and insurance
groups, an entity without any subsidiary would be deemed by convention to
constitute a group in its own right, provided that the entity is not a subsidiary itself.

14 see for example www.financialstabilityboard.org/publications/r_091107d.pdf

> Onthe specific issue of moral hazard posed by systemically relevant institutions, see:

http://www.financialstabilityboard.org/publications/r 100627b.pdf
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) Moreover, so-called “truncated groups” (i.e. groups whose parent is resident outside
the EU) are excluded from the scope of the above definitions. The amended EU
Council Regulation 2533/98 allows the ECB to impose reporting obligations on
heads of the banking/insurance groups resident in the euro area, where the head
could be either a credit institution or an insurance company or a financial holding
company (as defined in the Capital Requirements Directive). However, reporting
requirements cannot be addressed to banking and insurance groups headquartered
outside the euro area. The ESRB legal acts should allow the collection of data from
groups headquartered in the EU. However, groups headquartered outside the EU,
but with significant business in the EU, are excluded from the scope of the above
definitions. Relevant data for such groups would need to be collected from other
sources.

Once having defined banking and insurance groups, a total asset threshold value might be
tentatively used for defining “large” banking groups and “large” insurance groups. The
thresholds should aim to provide a good balance between minimising the reporting burden
and at the same time limiting the risk of excluding relevant groups from the sample. A smaller
sample of insurers than banks can be selected due to the overall smaller size, different
business nature and higher concentration in the insurance sector. Tentatively, the objective
might be to identify a reference population of around 100 banks and 50 insurers
headquartered in the euro area. Such a reference population would cover around 71% of the
total euro area banking sector consolidated assets and around 90% of the total euro area
insurance sector consolidated assets. A full impact assessment and cost/benefit analysis
need to be undertaken in order to fine-tune these thresholds.

Indicators of complexity and interconnectedness are tentatively excluded from the above
definitions. This is mainly because creating a list of large and complex banking and
insurance groups that would be made public raises the risk that the institutions on such lists
would be interpreted as the institutions that the ECB considers to be “systemically important”
and “too-big-to-fail”. This, in turn, could give rise to moral hazard issues as the institutions
themselves or investors might assume that these institutions would receive support from
governments and/or the ECB and National Central Banks if they were to face difficulties.
Moreover, since size is anyway a good proxy for complexity, setting the thresholds at a
relatively low level ensures that most “complex” groups are also covered. Identifying large
banks and insurers based on a simple threshold value is also more transparent since it
makes it easier for institutions to identify themselves as “large” and the data are readily
available.

The different sets of banking and insurance groups might then be split into a three-tier
ranking of importance (see Figure 1 below).

Tier 3 covers all banking and insurance groups, including Tiers 1 and 2. Tier 2 represents the
population of large banking groups and insurance groups that would represent the reference
reporting population for financial stability analysis. Tier 1, comprising “systemically important
financial institutions” (SIFls) which adopt the terminology used by the G20, is likely to be a
subset of Tier 2. SIFI groups would be identified internally by users. While the list of around
100 large banking groups and 50 large insurance groups (Tier 2) would obviously be known
for reporting purposes, the list of SIFI groups would not, due to moral hazard issues.

16 http://www.financialstabilityboard.org/publications/r_091107c.pdf
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Figure 1

Three-tier approach for data on banking and insurance groups

Tier 1 = SIFI groups following
the G20 definition (likely to be
a subset of Tier 2)
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Tier 2: All large banking (most often
and insurance groups that or expected)
represent the reference systemic
population relevance

Tier 3

Tier 3: All financial groups
(including Tiers 1 and 2)

Section 4: Current and future challenges

Ideally a satisfactory statistical basis for macro-prudential policy should comprise the
evolution of both the aggregate risk of the consolidated financial system over time and the
network risk operating across and between institutions at any point in time.

The focus of this paper has been on improving, in the short term, the consolidated data for
the banking sector and on how to adequately define LBIGs in order to construct granular
statistics for those institutions.

In the longer term, a number of further aspects will need to be taken into account. This
concerns first the need to develop a more detailed and harmonised reporting scheme to
serve financial stability analysis.

As already mentioned, an important step in this direction will be the introduction of the new
common supervisory information framework in the EU as foreseen to be available in late
2012. The revised FINREP and COREP (and for the latter its mandatory application in the
EU) already represent a good opportunity to expand and enhance these datasets, and the
possibly additional data from FINREP and COREP items might be useful to increase the
coverage of information for the list of indicators in the CBD and also for additional information
for the LBIGs. For instance, the more granular geographical and sectoral breakdowns of
exposures presented in the non-core tables of FINREP could provide the statistical basis for
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a more detailed and in-depth analysis of the challenges posed to stability by different kinds of
risks."

Another challenge is the collection of data under a harmonised consolidation approach.
While data collected under the FINREP/COREP framework will follow the CRD consolidation
approach, which excludes insurance companies, it will be important to collect additional
information under the broader IFRS scope of consolidation (which includes insurance
companies). Reconciliation between the CRD and IFRS scope of consolidation would be
useful, in particular when banking groups hold significant participation in insurance
companies or, vice versa, when insurance groups hold significant participation in banking
groups.

A further challenge concerning in particular FINREP data is that many of the envisaged
granular breakdowns of assets may not be available (since the application of FINREP at
national level is not mandatory and the CEBS reporting schemes are designed to serve
mainly micro supervisory requirements). The missing data might be proxied at least in the
short run by using alternative sources, keeping in mind methodological differences. Country
and currency breakdowns of assets may be derived from ESCB MFI Balance Sheet Statistics
(as set up for monetary policy purposes)™® or from the BIS International Banking Statistics
(both on a locational and consolidated basis).’® The latter allow a breakdown of banks’
exposures (on both the asset and liability side) by original and residual maturity to monitor
banks’ liquidity situation and potential maturity mismatches. In the longer run, however, and
depending on the quality of these proxies, data for large financial groups might need to be
collected directly.

Finally, in view of further needs for systemic risk analysis and for a complete coverage of the
financial system, financial intermediation (on- and off-balance sheet) taking place outside the
traditional banking system (so called shadow banking system) needs to be covered as well. It
could become pressing to have information on the non-bank financial sector including
insurance corporations, hedge funds, investment funds, SIVs, securitisation vehicles, private
equity funds and securities dealers. In this respect, however, existing statistical and
supervisory data in the euro area might already give a relatively good and reliable picture of
non-bank financial intermediaries’ activity, at both euro area and EU level. For instance,
forthcoming ECB statistics on Financial Vehicle Corporations as well as COREP
securitisation data may shed some light on the shadow banking system. Before considering
the creation of a new data collection, a detailed stock-taking to identify which datasets are
available and which aspects of systemic risks they might cover might be necessary.

In addition, in a global world, financial intermediation is taking place worldwide and non-bank
financial intermediaries are often placed outside the euro area, increasing the need for a
global harmonised approach.

In conclusion, the two frameworks FINREP and COREP developed by the CEBS would
represent a key framework to structure the requested information for macro-prudential
analysis regarding the banking sector. In particular, the uniform and mandatory application of
COREP (hopefully to be extended to FINREP) in the European Union will contribute to
improving the assessment of profitability, capital requirements for the risks faced by the

" The ECB and the CEBS, via the so called Joint Expert Group on Reconciliation of credit institutions’ statistical

and supervisory reporting requirements (JEGR), are working to harmonise the definitions in statistical and
supervisory data requirements for banks. This work aims at reducing the reporting burden, improving data
consistency and identifying additional uses of the data. See
http://www.ecb.europa.eu/press/pr/date/2010/html/pr100217.en.html

¥ see www.ech.europa.eu/stats/money/aggregates/aggr/html/index.en.html

¥ See www.bis.org/statistics/consstats.htm
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European banking system. Moreover, the definition of LBIGs will serve as reference to
formulate further data requirements for institutions which are potentially systemically
relevant. Still, several challenges need to be addressed in order to develop a robust and
harmonised data collection system capable of satisfying the information needs of users.
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Data gaps in the UK financial sector:
some lessons learned from the recent crisis

Gareth Murphy and Robert Westwood*

Introduction

The financial crisis has changed the relationship between national authorities (be they
finance ministries, central banks or supervisors) and the financial system. Around the world,
various financial reforms are being considered. In the UK, the Bank of England (“the Bank”)
has set out in detail its views on financial reform, which include (a) capital adequacy,
(b) powers of resolution and (c) the structure of the financial system.” Central to these
endeavours is a process of monitoring the financial system, measuring its progress and
steering its direction. Informed by the recent financial crisis, this paper looks not only at the
many data gaps identified but also at deficiencies in the framework for collecting data.

The Bank has considerable responsibility for safeguarding the UK financial system. In
particular, the Bank is the lender of last resort to banks which are solvent but in need of
liquidity, and it monitors possible risks to the UK financial system, producing half-yearly
Financial Stability Reports. The Banking Act 2009 gave the Bank powers to “resolve”
distressed deposit-takers, and responsibility for oversight of the payments systems. Over the
course of the last decade, its powers of data collection have not been commensurate with all
of these responsibilities.

The Bank of England Act 1998 gave the Bank the power to set the official interest rate to
deliver inflation close to the target set by the government. Crucially, given the purpose of this
paper, it empowered the Bank to collect data — but only for monetary policy purposes.
Recent announcements® have paved the way for the Bank also to exercise macroprudential
control over the UK financial system, and will make the Bank responsible for microprudential
regulation through its new subsidiary, the Prudential Regulation Authority.® The precise data
set that will inform macroprudential decisions has yet to be fully scoped.” The government is

Not for publication without express permission. We would like to acknowledge the assistance of Niki
Anderson, Dave England, Glenn Hoggarth, Mark Manning, Mark Robson, Stephen Sabine, Sally Srinivasan
and Nicola Worrow in the preparation of this paper. All errors and omissions are the sole responsibility of the
authors. The opinions expressed in this paper are those of the authors and do not necessarily represent those
of the Bank of England or its Monetary Policy Committee.

See, for example, “Too important to fail — too important to ignore”, House of Commons Treasury Committee,
Ninth Report of Session 2009-10, Volume I, Question 94, available at:
http://www.publications.parliament.uk/pa/cm200910/cmselect/cmtreasy/261/261ii.pdf.

See the Mansion House speech of the Rt Hon. George Osborne MP, UK Chancellor of the Exchequer, at:
http://www.hm-treasury.gov.uk/press 12 10.htm.

This is the temporary name for those functions of the UK Financial Services Authority that are being
transferred to the Bank.

Though a recent Bank discussion paper identifies some of the data required. See tables 4.1 and 5.1 of “The
role of macroprudential policy: A discussion paper”. Available at:
http://www.bankofengland.co.uk/publications/other/financialstability/roleofmacroprudentialpolicy091121.pdf.
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currently consulting on the precise nature of the institutional arrangements for financial
regulation in the UK, and the outcome of this will affect the collection of financial data.®

1. Principles underlying data collection

Oversight of the UK financial system must be informed by analysis that is underpinned by
reliable data gathered within a coherent statistical framework. Tarullo (2010) enunciates
some principles for financial sector data collection.” These can be summarised as follows:

1. Data must meet the needs of the regulatory or supervisory function. In particular,
this means timely, precise and comprehensive data.

2. Data collection must be user-driven. To be effective, this must mean that statistics
collection and financial system oversight must fall under the same governance
structure. This will ensure a strong two-way dialogue between users and producers
where costs and benefits are evaluated under the same roof.

3. There must be greater standardisation of data. Again, this must be driven through
an intense dialogue between the users who understand conceptually what they are
trying to measure and the producers who are charged with interrogating the
suppliers of the data and validating the returns.

4. Fourth, the data collected and the associated reporting standards and protocols
should enable better risk management by the institutions themselves and foster
greater market discipline by investors.

5. Fifth, data collection must be nimble, flexible, and statistically coherent so as to
adapt to the rapid pace of financial innovation.

6. Sixth, there must be a framework and powers to transmit the data to other
supervisory agencies. This is not trivial: it involves inter-agency co-ordination and
legislation defining what can (and cannot) be transmitted, in what form and to whom.

7. Finally, any data collection and analysis effort must be attentive to its international
dimensions. We discuss these and related issues in more detail in section 3.

On reflection, these principles are suggestive of an organisational framework for data
collection and data usage. In particular, Tarullo’s second principle puts the statistics function
under the same roof as the regulators and supervisors. He summarises it thus: “The most
desirable feature of collection and analysis under the existing setup is that it satisfies the
principle that data collection and analysis should serve the end users, the regulatory
agencies.” And for good reason: the collection of statistics is a resource-intensive activity.
Equally, the consequences of gathering incomplete, inaccurate or unreliable data can be
disastrous as they can stymie decisive policy action in a crisis. This is not a trivial issue, as in
many jurisdictions data collection and supervisory usage of the data are currently undertaken
by different agencies, sometimes pursuing different objectives.

As section 3 makes clear, there may also be an additional set of parameters circumscribing
the collection of financial data. At the national level, there is likely to be a National Accounts

See “A new approach to financial regulation: judgement, focus and stability”, HM Treasury, 26 July 2010, at:
http://www.hm-treasury.gov.uk/consult_financial_regulation.htm.

See Tarullo, D, “Equipping financial regulators with the tools necessary to monitor systemic risk”, testimony
before the US Senate Subcommittee on Security and International Trade and Finance, Committee on
Banking, Housing, and Urban Affairs, February 2010.
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framework of which financial data are a subset and which would be the basis, for example,
for building a national flow of funds model. At the international level, bodies like the Bank for
International Settlements and Eurostat gather and publish data that must be comparable
across countries.

Organising data collection

In thinking about the task of gathering data for financial stability purposes, it is helpful to think
in terms of an organisational framework like that depicted in Chart 1. This approach could be
applied to any statistical function which gathers economic data.

Statistics collection must meet the interests of both users (those who will use the data) and
producers (those who collect the data). The activity of each of these groups can be split into
two sets of issues: operational and policy. Operational issues refer to how data are collected,
stored, transmitted, formatted and accessed. Policy issues refer to what precisely needs to
be collected, whether the cost of collection can be justified, from whom and to whom it can
be transmitted. It may also ensure that the data produced conform to a system of data
collection used by other collectors — section 3 discusses the role of the United Nations (UN)
System of National Accounts (SNA). In addition, the international backdrop will dictate a
parallel agenda that will bring its own benefits and burdens.

Chart 1

An organisational framework for data collection

/ Statistics function \
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Policy Operations Policy Operations
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The logic of this framework will become apparent during the course of this paper as we ask
the key questions: (i) what (“analysis”), (i) how (“powers™), (iii) where (“source”) and (iv) to
whom (“destination”)?

In section 2, we motivate the question of data collection from a user perspective by looking at
some of the questions that challenged UK policymakers during the crisis and the data gaps

30 IFC Bulletin No 34



that were exposed. In section 3, we explore the process of producing data. It is apparent
from sections 2 and 3 that there are different mindsets between producers and users, which
must be married under a common purpose. This should help emphasise the value of proper
governance to ensure that there is an alignment of interest between all stakeholders. We
have deliberately written this paper from two viewpoints — reflecting our respective
backgrounds — so as to emphasise the difference between producers and users in the arena
of financial statistics. Section 4 draws these two aspects together in the context of the
emerging domestic and international financial stability agendas.

2. What were the main questions and data gaps that arose during the
crisis?

As a starting point, policymakers and supervisors are users of data. A simple way to motivate
the discussion of what gaps were uncovered during the crisis is to track a timeline of the
crisis events and identify the key questions that arose at each point in time. It should be
stressed that this is a device to motivate the issue of what data gaps might be relevant and
when. In reality, many different questions were being tackled during the course of the crisis.

The crisis has been attributed to global macroeconomic imbalances, loose monetary policy
and excessive credit provision to the real economy supported by rampant and sometimes
reckless financial innovation. The years preceding 2006 were characterised by a build-up of
financial imbalances. The subsequent period can be split into six phases (see chart 2):

1. US sub-prime crisis: US house prices started to decline in 2006 Q3, and many
sub-prime borrowers fell into arrears on their mortgages after the expiry of teaser
rates led to a dramatic rise in arrears and delinquencies.

2. Loss of market confidence: The crisis intensified during the middle of 2007 (Q2
and Q3) as hedge funds and various structured investment vehicles started to
encounter problems in valuing assets and funding their balance sheets. Key events
in this phase were the failure of two Bear Stearns hedge funds invested in sub-prime
assets, the suspension of redemptions of investment funds run by BNP Paribas, and
the bailouts of Sachsen Bank in Germany and Northern Rock in the UK.

3. Crisis develops: From 2007 Q4 to 2008 Q2, there was a steady stream of
announcements declaring sub-prime lenders bankrupt, and financial institutions
started to suffer substantial write-downs on their securitisation holdings. Concerns
were being raised over the solvency of certain banks and funding in unsecured
money markets shortened. The key event in this phase was the bailout of Bear
Stearns. More importantly, the flow of credit to the real economy started to slow
down, creating an adverse feedback loop between the financial sector and the real
economy.

4, Panic of autumn 2008: The crisis peaked during 2008 Q3-Q4 with the
conservatorship of the US Government-Sponsored Entities (GSEs),? the bankruptcy
of Lehman Brothers and the bailout of American International Group (AIG). In the
following weeks, governments around the world announced a range of measures to
support certain financial markets and financial institutions. Policy rates were cut
dramatically.

®  Federal National Mortgage Association (“Fannie Mae”) and Federal Home Loan Mortgage Corporation

(“Freddie Mac”).
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Global recession: Global growth declined dramatically during 2008 Q4 and
remained in negative territory for most G20 countries until 2009 Q1.

Focus shifts to public sector balance sheets: From early 2009, the markets
started to focus on the fiscal consequences of the financial crisis and global
recession. Sovereign credit default swap (CDS) spreads widened. This culminated
in April 2010 in the creation of International Monetary Fund (IMF)/eurozone facilities.

Box 1 identifies a series of data-related questions that arose with each phase of the crisis.
The complexity of the task undertaken by the Bank and by other financial authorities is
evident. This task is formidable for three reasons: (1) supervision, regulation and resolution
are largely local in nature, but many systemic financial institutions are complex multinational
groups; (2) the financial sector comprises many institutions with dynamic and/or opaque
business models, evolving faster than authorities can adapt — in particular, the shadow
banking system has extended the landscape that supervisors may need to cover; and
(3) imbalances in different parts of the global economy have ramifications far and wide.

Box 1
A chronology of analytical questions
Chart 2
Timeline of the crisis
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(i) This index is based on the worst-performing states mentioned in Michael Lewis’ “The Big Short”
chronicle of the US sub-prime crisis.

Sources: Bloomberg, Datastream, Bank of England calculations.

HSBC announces substantial provisions due to expected losses on households.
Bear Sterns bails out two hedge funds.

Northern Rock bailed out

JPMorgan buys Bear Stearns.

GSEs put into conservatorship, Lehman fails and AIG bailed out

2nd bank bailout packages
1st Greek bailout package
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Table 1

Financial crisis: key stages, questions and data gaps

Event Question

1. US sub-prime crisis o What is the importance of the sell-off in US house prices?

2. Loss of market confidence e Does the US sub-prime mortgage market matter?

e Who is affected by the breakdown in securitisation markets?
3. Crisis develops ¢ Who is lending to the banks?

e Are there other banks like Northern Rock around and how do
we spot them?

e Does Bear Stearns matter? Are there other banks like Bear
Stearns around?

e How big are banks’ exposures to sub-prime and other
securitisations?

e How good are banks’ household and commercial property
loan assets?

e How do we stress test these?

4. Panic of autumn 2008 e Why are Libor-OIS spreads so wide and do they matter?
e Does the widening in UK sovereign CDS spreads matter?
e Why are capital markets shut?

e Do the GSEs matter?

e Does Lehman Brothers matter?

e How much capital do banks need?

5. Global recession e How much is needed in loan guarantees?

¢ How much asset insurance is needed?

e What should the banking system look like?

e How do we implement macroprudential policies?

e Can we improve microprudential supervision?

6. Focus shifts to public ¢ How to interpret the widening of sovereign CDS spreads of
sector balance sheets Greece, Portugal, Ireland and Spain?

Lastly, the role of contagion in the financial crisis greatly expands the range of data that
might be relevant to assessing the implications of various events which took place during the
financial crisis.’ Contagion is partly the result of uncertainty due to a lack of information or the
lack of a framework to process information, or — to paraphrase a former US Defence
Secretary — known unknowns and unknown unknowns. As an example, the price falls on
collateralised debt obligations (CDOs) of sub-prime mortgages issued originally with a AAA
rating raised investors’ concerns as to whether other AAA-rated structured finance securities
— including prime residential mortgage-backed securities (RMBS) and even banks’ covered

° See “Rethinking the Financial Network”, Andrew Haldane, Executive Director for Financial Stability (2009),

available at: http://www.bankofengland.co.uk/publications/speeches/2009/speech386.pdf.
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bonds — were likely to suffer credit losses. Some of the questions raised were: How do CDOs
work? To what extent are structured finance ratings specific to the structure? Are the ratings
of different ratings agencies different because of the models they use? Is there “read-across”
to other structured finance securities?

Underlying the high-level policy issues is a series of questions underpinning analysis of the
potential answers:

o What data exist?

. Who has the data?

. Can the Bank be given the data?™

o Is the data set complete and well defined or does it require further manipulation?

o What assumptions underlie further manipulation of the data?

) Are the data reliable?

) Can the Bank publish the data in their current form or in some other (possibly

aggregated) form?
o Can the Bank pass the data on to other agencies both within the UK and abroad?

These are the same recurring questions that have formed part of the Bank’s internal
stocktaking of data gaps in financial stability. This exercise has sought to learn from the crisis
and set out an agenda for the future. In particular, it has highlighted the need to take
advantage of institutions that naturally collect data, such as payment systems, clearing
houses, futures and options exchanges and trade repositories. Implementation of the new
regulatory arrangements in the UK presents a potentially unique opportunity to align the
interests of data producers and data users and to ensure that the authorities can collect the
relevant data.

Monitoring the broader financial system

The crisis started in the US sub-prime market and progressively infected the mainstream
banking sector and the global real economy. It highlighted that focus on one part of the
financial sector — such as regulated banks — runs the risk of missing the implications of the
activities of other parts of the system. As Paul Tucker, the Bank’'s Deputy Governor for
Financial Stability, observed at the beginning of 2010:** “The lesson ... is to look at the
economic substance, not the legal form” and “we need to think through how to avoid the
problems of the past few years replicating themselves beyond the perimeter of the regulated
banking sector”. In making this remark, the “bank-like” functions of non-bank financial firms
are highlighted. These economic functions include deposit-taking, provision of credit and
maturity transformation: borrowing short to lend long. And some of these “non-bank” firms
provide these banking functions using non-traditional technologies, such as securitisation of
loan cash flows, structured investment products, and money market mutual funds, to name
but a few. These technologies in turn rely on a host of other supporting markets such as repo

10 During the crisis, the Bank was reliant on data collected by the Office for National Statistics (ONS), the Bank
itself, the Financial Services Authority (FSA) and other international agencies. In these cases, the data were
acquired pursuant to legal powers, such as the Bank of England Act 1998 and FSMA 2000. However, at
certain junctures, individual institutions voluntarily provided particular information in order to facilitate the
authorities’ decision-making.

1 “Shadow Banking, Financing Markets and Financial Stability”, Paul Tucker, Deputy Governor, Financial

Stability, January 2010. See http://www.bankofengland.co.uk/publications/speeches/2010/speech420.pdf.
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markets, listed options and futures exchanges, OTC swaps and options ... the list is
potentially endless.

An atlas of financial risk

The challenge for regulatory authorities is to understand the flow of risk in the financial
system. Pozsar et al (2010)** show how complex such a map can be for a national financial
system. This is not just an exercise in constructing a single map of the financial system —
would that it were so easy. In fact, we need an atlas comprised of maps containing the same
regions, but whose interdependencies correspond to different types of risk, for example, term
unsecured credit risk, term secured credit risk, currency risk and interest rate risk. Imagine
that each page of the atlas might show the regions connected by a different mode of
transport (or risk category: interest rate risk, credit risk, volatility risk, etc). And some pages of
the atlas might show certain regions in greater detail (sub-sectors) or lying on tectonic plates
(vulnerable institutions). Piecing all the countries together and representing multinational
financial institutions (which operate across borders as branches and/or subsidiaries under
one corporate umbrella) poses yet another challenge. Regulators and supervisors are
conscious of the complications arising from the international dimension; indeed, Cecchetti et
al (2010) assert that “global risk maps are the holy grail of systemic risk monitoring”.*®

This atlas is ever evolving. Unlike natural atlases, the pace of evolution is rapid and reflects
genuine innovation in finance, but also firms’ efforts to arbitrage regulatory and tax regimes.
Firm-level data could be supplemented through the monitoring of transaction flows from
exchanges, clearing systems and trade repositories.

3. A central bank statistician’s perspective on the practicalities of
implementing a new data collection

Between the identification of data gaps and the filling of those gaps, a significant endeavour
must be undertaken. The necessary steps are outlined in broadly the order in which they
need to be taken, although in reality many of them would be implemented concurrently.

Understanding what users want, and from whom

Once the user has determined the concept to be measured, the typical starting point for the
discussion with the statistics compiler will be to establish in general terms the quality of the
statistics required. This will include discussion of the various dimensions of quality, including:

o accuracy: how close do the statistics need to be to the (unobservable) true values —
eg how much, if any, sampling error can be tolerated,;

o coherence: how reliably can they be combined with related statistics to produce
useful products, ratios, etc;

o reliability: how close do the initial estimates need to be to later or “settled” estimates
of the data; timeliness: what is the optimal length of time between the availability of
the statistic and the end of the period in which the activity measured took place; and

See Pozsar, Z, Adrian, T, Ashcraft, A, and Boesky, H (2010), “Shadow Banking”, FRBNY Staff Report No. 458,
2010.

See Cecchetti, S, Fender, I, and Mcguire, P (2010), “Toward a global risk map”, BIS Working Papers, No. 309.
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o at what frequency do the statistics need to be available?

Other key considerations include identifying the universe (the sampling frame) of potential
reporters, and making an initial assessment of the likelihood that the reporters’ financial
reporting systems will capture the data required to meet the quality requirements.

Under what powers can the data be collected and shared?

Typically, statistics compilers’ powers to gather and disseminate data will be legally defined.
For the Bank they are set out in the Bank of England Act 1998 and supplemented by the
Banking Act 2009.* The current position is that these powers permit the Bank to collect data
for monetary policy purposes, to fulfil its own regulatory responsibilities, and to disclose to
certain institutions information it thinks relevant to the financial stability of individual financial
institutions, or one or more aspects of the financial systems of the UK.

Is there an overarching framework of concepts and classifications within which the
new data will sit?

A key question when introducing a new data collection is whether it is intended that the new
collection will sit within — or articulate with — an overarching framework of concepts and
classifications. If this is the case, the natural starting point when viewed through the lens of
the Bank’s monetary and financial statistics division, whose Code of Practice commits it to
compile statistics in accordance with internationally recognised standards,” would be those
set out in the UN System of National Accounts™ and the associated international statistical
Standards and Manuals.'” The advantage of this approach is that the statistics compiled
would then have a humber of desirable characteristics for any user attempting to tackle the
types of questions discussed in Section 2, including:

o international compatibility;

o consistency of concepts across different parts of the framework (eg stocks, flows
and associated income) to allow combinations that produce analytically useful ratios;
and

o concepts that are well established/fixed for long periods to allow the production of

time series of sufficient length to permit analysis.

But it may be that for this particular exercise the data do not readily lend themselves to
collection/compilation that is fully consistent with those concepts and classifications in the
SNA and the associated Manuals and Standards. In these circumstances, there is a
mechanism for the examination of areas of economic interest not covered in the central
National Accounts but which retains key elements of the framework, through the use of
satellite accounts. Satellite accounts are linked to, but distinct from, the central National

14 see Appendix 2 of the Bank’s Statistical Code of Practice, which contains extracts from legislation relevant to

information powers and obligations (pp 43-50), available at the following link:
http://www.bankofengland.co.uk/statistics/about/code.pdf.

15 see Section 3.1 in the Bank of England’s Statistical Code of Practice, available at:

http://www.bankofengland.co.uk/statistics/about/code.pdf.

18 Available at: http:/unstats.un.org/unsd/nationalaccount/SNA2008.pdf.

7 For example, the European System of Accounts 1995 and the Monetary and Financial Statistics Manual of the

IMF, available at
http://circa.europa.eu/irc/dsis/nfaccount/info/data/esa95/en/esa95en.htm and
http://www.imf.org/external/pubs/ft/mfs/manual/index.htm, respectively.
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Accounts. They therefore provide a framework for analysis that is linked to the central
National Accounts framework that is itself the basis for much economic analysis.

Satellite accounts have been developed to address a variety of user needs; examples
include health, tourism and unpaid household production. But it is perhaps the environmental
satellite accounts in which this technique is most fully developed.'® And to the extent that
environmental satellite accounts aim to capture externalities, it has parallels with some of the
discussion there has been of the financial crisis."

Determining the reporting panel

Identifying potential reporters is key to any new data collection. The starting point will
typically be to identify the sector/sub-sector of the economy from which the data are required
and then to translate this into a group of specific institutional units using a business register.
A business register is a list of businesses, usually populated using a combination of tax and
other administrative data. It will typically contain information on each business in a given
geographical location, covering dimensions such as Industrial Classification,”® number of
employees, turnover, legal status and country of ownership. The business register provides
the basis for assembling the sampling frame, the universe from which the reporting panel will
be drawn. For example, if the focus of the new data collection is an aspect of the activity of
hedge funds, the register will provide a list of all hedge funds operating in the geographical
location of interest together with information on each firm such as that outlined above.

Once the sampling frame has been assembled, the next step is to determine the reporting
panel. In broad terms, the options run from a census approach, under which all of the
members of the sampling frame report data, through top slicing and stratified sampling down
to a simple random sample. The decision as to which of these approaches is taken will
depend on a range of factors — some of which are discussed in more detail in Box 2 — and is
ultimately likely to be determined through some form of cost-benefit exercise.

Applying cost-benefit principles

The quality — using this term in its broadest sense, to include most of the aspects of
collecting and compiling statistics — of the new data collection is likely to be determined using
some form of cost-benefit approach. The Bank has developed a framework for applying cost-
benefit analysis to its monetary and financial statistics.** This framework provides the starting
point for assessing new data requests (although it is likely that this framework will be
reviewed in the light of the Bank’s new micro/macroprudential responsibilities, the
overarching principles could be expected to be retained). While this is not the place for a long

8 The interim Integrated Environmental and Economic Accounts was published in 1993 and an updated version

released in 2003: see http://unstats.un.org/unsd/envaccounting/seea.asp. Work is currently under way to
revise this further with a view to publication in 2012.

¥ For example, see: “The $100 billion question”, Andrew Haldane, Executive Director for Financial Stability,

March 2010. Available at: http://www.bankofengland.co.uk/publications/speeches/2010/speech433.pdf.

2% A number of different classifications are used throughout the world. In the UK there is the Standard Industrial

Classification (SIC). The Nomenclature statistique des activités économiques dans la Communauté
européenne (NACE) is the European standard. There is also the North American Industry Classification
System (NAICS) and the International Standard Industrial Classification of All Economic Activities (ISIC), set
by the UN.

2L See "Cost-benefit analysis of monetary and financial statistics — a practical guide”, available at:

http://www.bankofengland.co.uk/statistics/about/cba.pdf.
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description of the process, it might be helpful to draw out a few of the key components, for
example:

o Estimating set-up and ongoing costs to reporters for various options for meeting
users’ needs, eg different levels of granularity for instrument/counterparty splits; or,
if flows are required, are these gross flows or are the net flows derived from balance
sheet levels acceptable?

o Estimating set-up and ongoing costs to the compiler.

) Estimating benefits to the user requesting the new collection, and to the wider user
community.

o Combining estimated costs and benefits to inform the decision whether or not to go

ahead with the new data request, and if the decision is to go ahead, to determine
which option offers the largest net benefit.

o Establishing mechanisms for prompt response to ad hoc data requests.

In practice, specifying the costs and benefits of statistical collections in monetary terms has
proved challenging. An alternative has been to focus on estimating relative costs and
benefits, an exercise which has been completed for the Bank’s existing statistical collection.
A new data request would be placed into this context, the rationale being that if the proposed
collection was shown to have relatively high benefits and low costs it would go ahead
immediately, while if the exercise showed the proposed collection to have relatively low
benefits and high costs it would be challenged and potentially revised — or, in the extreme, it
may not go ahead at all.

Quality assurance in the early periods of a new data collection and in steady state

There are a number of challenges when attempting to ensure that the data reported and
compiled in the early periods of any new collection are fit for their purpose, and some
approaches for mitigating the associated risk. The key challenges include: (a) that reporters
have not fully understood the reporting requirements, (b) that reporters’ systems do not
enable them to fully capture the dimensions of the data required (eg insufficient granularity®
on counterpart or instrument), and (c) that the compiler does not have enough information
reliably to assess the plausibility of reported data. Challenges (a) and (b) are best mitigated
through good communications between compiler and reporter in the period leading up to the
introduction of the new collection. For (c), an attempt can be made to use any associated
data that are already reported in order to assess plausibility.

Once a new data collection has settled and the back-run and available vintages are
sufficient, full data quality assurance can take place. The Bank has set out its approach to
doing so in its Data Quality Framework.* This framework is designed to enable users of the
monetary and financial statistics currently produced by the Bank to be better informed about
the various dimensions of the quality of these data and could be expected to be applicable to
data collected for macroprudential purposes. It discusses a range of data quality dimensions,
including accuracy, coherence, frequency, reliability and timeliness.

= Increasing granularity raises issues of disclosure for statisticians, which may imply a review of publication

policy and a reassessment of the boundary between “information” and “statistics.”

2 Available at: http://www.bankofengland.co.uk/statistics/about/dgf.pdf.
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Australia — an example of a centralised data collector

Once data gaps have been identified and broad approaches to filling them have been agreed
on, it is likely to be helpful when considering the detailed practicalities of collecting and
compiling the data to consider examples of current good practice in the collection of financial
sector data. One such example is Australia’s adoption of a single data collection for statistical
and regulatory purposes from the bulk of its financial corporations sector.?* In 1997 the Wallis
Committee of Inquiry into Australia’s financial system recommended wide-ranging reforms.
The Australian Federal Government accepted the Wallis Committee’s proposals and by
mid-1999 the necessary legislation had been put in place. One result that flowed from these
changes was the development of an integrated framework for the collection of information.
Prior to the introduction of the new framework, information for regulatory and statistical
purposes was collected by a number of disparate agencies.”

After the introduction of the integrated framework a newly established agency — the
Australian Prudential Regulation Authority (APRA) — assumed responsibility for collecting
information from the bulk of the agencies mentioned above. However, the ABS maintained
collections for entities not subject to APRA'’s prudential supervision. A key element in the
project to develop the integrated framework was to review, harmonise and modernise the
existing information collections from the agencies listed above. Central to this task was the
establishment of the Tripartite Data Committee (TDC) — formed from representatives of the
ABS, the APRA and the Reserve Bank of Australia (RBA) — which was responsible for
reaching agreement on the single set of data items to be reported by each entity, and the
underlying definitions applying to these data items. Determining the single set of data items
and associated definitions required a number of steps to be followed. These are summarised
below:

1. Deciding on the suite of returns required and the frequency at which each should be
reported.
2. Settling on the individual data items to be collected on each return — as part of this

process, an inventory was compiled of data items currently being collected; those
that were duplicates or were collected but not used were discarded.

3. The quality of data currently reported was assessed.
For each data item collected, a single definition was agreed on.

% This single collection covers institutions holding more than 85% of the financial assets held by residents. The

bulk of the residual is held by mutual funds and securitisation trusts and data from these is collected outside
the single collection.
% These are summarised below:

¢ The Reserve Bank of Australia (RBA) and the Australian Bureau of Statistics (ABS) collected information
from banks;

* The RBA and the states and territories collected data from other authorised deposit-taking institutions;
« The ABS collected information from mutual funds;

« The ABS collected information from institutions carrying out securitisations;

* The ABS and the Insurance and Superannuation Commission collected information from life offices;

« The Insurance and Superannuation Commission collected information from general insurers;

< Information from superannuation funds was collected quarterly by the ABS and annually by the Insurance
and Superannuation Commission; and the ABS collected foreign investment from all types of financial
institutions.
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While some parts of this exercise were straightforward, others were found to be complex and
time-consuming — in particular agreeing on some of the definitions — and involved extensive
liaison with stakeholders from the reporting institutions.

Australia’s integrated framework for the collection of information has now been in place for
almost a decade and a number of benefits have been identified, including: consistency of
standards and definitions has reduced asymmetries between financial corporation
sub-sectors, as well as improving data quality more generally; data collected primarily to
serve microprudential purposes can be reliably combined to produce aggregates that can be
used at a macro level; benchmark data can be produced from defined peer groups, which
can then be fed back to reporters to assist them with their own internal prudential analysis;
and duplicate (or multiple) reporting of the same data items is prevented, therefore reducing
the compliance burden on reporters. The data collection arrangements have been formalised
in a Memorandum of Understanding which outlines the respective roles and responsibilities
of the patrticipants.

Tapping existing data sources

Good practice with regard to the use of existing data sources is also likely to repay study.
Some examples of potential data sources are:

) trade repositories

o credit registers

o cheque and securities clearing systems
o stock, futures and options exchanges

For example, credit registers are databases that contain information on a number of different
characteristics relating to both new lending and amounts of lending outstanding. Typically,
these will include: amount drawn/undrawn on a facility, currency of denomination, maturity,
type of instrument, whether the loan has a guarantee, and whether the loan is in arrears.
They also contain information relating to borrowers, including: residency, address, National
Accounts sector and, if applicable, SIC. Apart from Luxembourg, all of the EU countries have
credit registers: there are 14 public credit registers and 22 private credit registers.”®

While credit registers are potentially a rich source of information, a number of practical
considerations need to be considered regarding their usefulness in the context of data gaps
facing a macroprudential regime, including:

o The contents of credit registers can differ markedly between countries regarding the
level of detail they contain about individual loans/borrowers, as well as thresholds
for inclusion in the register.

o Some registers are set up on a loan-by-loan basis, whereas others are organised by
borrower.
o The main purpose of credit registers is to facilitate the sharing of credit information

within the financial system, especially among banks.

) The data in credit registers may be privately owned and therefore not automatically
accessible to regulatory authorities without legislation.

Based on Jentzch, N (2007), “Financial privacy: An international comparison of Credit Reporting Systems”,
Springer.
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Box 2
Why are financial sector data different from other economic data?

The type of data we wish to gather, post-crisis, has greater scope and depth than what has been
collected before. An exercise in constructing a financial risk atlas involves gathering data in at
least four dimensions: which firms do we cover, who are they exposed to, what risk factors link the
firms?’ and what are the maturities of the financial transactions? Owing to the dynamic nature of
financial firms, the data must be gathered at a frequency which allows for an adequate
understanding of the firm's business model. As firms are constituted as financial groups
comprised of multiple entities in different countries, it can be a challenge getting aggregate or
consolidated data at the firm/group level.

Tail risk

In financial risk assessment, the distribution of the data matters, especially the tail part of it. One
aspect of systemic risk involves an assessment of the risk of contagion arising from the failure of a
small firm. Simply sampling the population of firms may miss developments in the tail of the
distribution. The crisis has taught that contagion effects can start with the failure of institutions on
the periphery of a sector but it may not end there. So in many cases, assessing systemic and/or
firm-specific risk will involve an almost census-like data collection effort. Collecting data from a
near census is generally feasible for those sectors/sub-sectors of the economy where the
sampling frame is relatively small — for example, in the UK, the MFI sampling frame currently
consists of fewer than four hundred reporting entities. But for other sectors/sub-sectors with much
larger sampling frames, census/near-census data collection is likely to be a very substantial task,
particularly if the data are required at anything other than a low frequency.

Frequency of data

In times of financial stress, financial data are often required at a weekly or even daily frequency.
Protocols should exist so that even if the data are not produced on this basis in a benign steady
state, high-frequency data provision occurs at short notice in times of heightened supervision.

Dimensions of risk

Developments in modern finance mean that raw notional amounts are no longer sufficient to
represent the various risks of financial products. Each financial instrument may be described by
an array of risks which in turn may change with the market environment.

Understanding network risk and contagion risk

As is clear in Box 1, understanding the implications of a firm’s failure (like Lehman Brothers)
involves a detailed understanding of its interaction with other firms across a range of asset
classes and risk categories. Drawing on examples from medicine and physical science, Haldane
(2009) explains that this is a substantial undertaking.?® The “atlas” analogy used earlier is useful
here: each page of the atlas may depict the global network defined by a certain financial
relationship, eg secured borrowing lines, unsecured borrowing lines, credit exposures governed
by credit support annexes (CSAs), etc. The mechanism by which a shock (like the failure of a firm)
is transmitted throughout the network may depend on how that firm is linked to the rest of the
financial network and what are the dynamics of these contracts (network links) in times of stress.
For example, in the case of AIG, the effect of CSAs was to create a cliff-edge effect whereby it
had to post vast amounts of liquidity once its credit rating had been sufficiently downgraded.

27
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Developments in financial markets mean that there is an extensive list of risk factors. For example, many
derivative contracts are sensitive to interest rates, implied volatility, dividends, borrowing costs and the
underlying assets determining the payoff.

See “Rethinking the financial network”, Andrew Haldane, Executive Director for Financial Stability, speech
delivered at the Financial Student Association, Amsterdam, April 2009, available at:
http://www.bankofengland.co.uk/publications/speeches/2009/speech386.pdf.
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4, Financial data in the future — UK and international agendas

The agenda for collecting financial sector data will be driven by: (i) the design of the
regulatory/supervisory architecture, (ii) the framework for supervision and risk assessment,
(i) a willingness (or otherwise) to impose costs on the financial sector, (iv) the level of
resourcing of data collection function, and (v) the standards and requirements set by
international bodies and peers.

FSB/IMF “List of 20" Data Gaps

Efforts to identify data gaps and to work up proposals for how they might best be filled are
moving forward at the international level. In their report to the G20 in October 2009 the
FSB/IMF made 20 Recommendations for data improvements. * At a conference hosted by
the FSB/IMF in April 2010, officials from G20 central banks and finance ministries provided
updates on progress, and on the basis of feedback received the FSB/IMF provided an
updated Report for the June 2010 G20 meeting.** Among the areas identified as candidates
for data improvements, perhaps the two that stand out are those that address the linkages
between financial institutions, both within countries and across borders.*

ECB/ESRB

Within Europe, there is a programme of work under way coordinated by the European
Central Bank (ECB) to provide support for the European Systemic Risk Board (ESRB).* As
at August 2010, the relevant draft legislation on the role and powers of the three European
Supervisory Authorities that will act in conjunction with the ESRB is still subject to
co-decision between the European Parliament and the European Council.** What now does
seem to be clear is that while the Parliament remains willing to negotiate on the detail, it has
taken a strong view that the European authorities need to be equipped with sufficient powers
to act to prevent future crises, and to strengthen the single market.

Against this backdrop, the ECB Banking Supervision and Statistics Committees have been
attempting to anticipate what the information needs of the ESRB are likely to be, to ensure
that the Board is properly briefed from its inception. Once the legislative issues are resolved,
the ESRB is expected to be required to be operational quickly. The ECB aims to make
available as much data relevant to financial stability as is possible from existing sources or
from enhancements currently in hand. These will be supplemented by new data collections
and infrastructure in due course, with key areas on which attention will focus including the
following:

2 Available at: http://www.imf.org/external/np/g20/pdf/102909.pdf.

%0 Available at: http://www.imf.org/external/np/sec/pr/2010/pr10155.htm.

31 These are described in Recommendations 8, 9 and 11 of the October 2009 G20 report. Recommendations 8

and 9 focus on the interlinkages between, and systemic importance of, financial institutions.
Recommendation 11 covers improvements in international banking data and, in particular, increased granularity
in the sectoral breakdown available in the data: for example, separating out “non-bank” into “non-bank financial
institutions” and “non-bank non-financial institutions”.

¥ see “Proposal for a regulation of the European Parliament and of the Council on Community macro prudential

oversight of the financial system and establishing a European Systemic Risk Board” , COM(2009) 499 final,
available at:
http://ec.europa.eu/internal_market/finances/docs/committees/supervision/20090923/com2009 499 en.pdf.

33 See http://www.europarl.europa.eu/news/expert/infopress _page/042-77910-186-07-28-907-

20100706IPR77909-05-07-2010-2010-false/default_en.htm.
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) Analysing systemic risk within the European banking sector: a key objective
identified under this heading is the production of quarterly consolidated bank
balance sheet data within three months of the reference period end.

o Securities holding statistics: the focus is high-quality granular data (for example,
including a full sectoral breakdown of the holders, and an extensive instrument,
maturity and currency breakdown of the securities held) that is based on security-by-
security information.

o Fully integrated financial and non-financial sectoral accounts for the EU, with a
timeliness of 90 days. The challenge of improved timeliness is amplified by the likely
requirement that the level of detail required will be greater than is generally available
in current sectoral accounts, and of combining data for the euro area and non-euro
area Member States.

o Improved quality of data on insurance companies and life/pension funds.

Senior Supervisors Group

There are interesting lessons from the approach of the Senior Supervisors Group (SSG),
comprising supervisors from seven countries with large financial centres.* During the crisis
in the autumn of 2008, supervisors in the SSG decided to collect counterparty exposure data
from systemically important banks. The initial data collection effort consisted of 13 firms. The
reporting group has since been expanded to 16, and will ultimately include approximately
25 firms. The SSG continues to collect the data, which consist of reporting banks’ largest
exposures to individual counterparties by type of credit instrument and type of counterparty.
The results of analyses of these data are currently shared among the supervisors in the SSG
under strict protocols, such as aggregate exposures without counterparty details, and with
some degree of anonymity in the shared information. In the future, the sharing of
counterparty exposure data among supervisors in the SSG will ultimately be governed by a
memorandum of understanding that would allow exposures among reporting firms to be
identified by name.

A flow of funds model for the UK

In the UK, much work needs to be done to fill the data gaps identified from the financial
crisis. One issue is the development of a flow of funds model for the UK. A flow of funds
model tracks financial activity across the whole economy — not just the financial economy. In
the words of Godley and Lavoie,®® all money “comes from somewhere and goes to
somewhere”. As such, it is potentially an invaluable tool for spotting macroeconomic
imbalances. At present, the data which are available are not sufficiently granular nor of
sufficiently high quality to support policymakers in a timely fashion. Progress on this issue is
likely to require close cooperation with the UK'’s Office for National Statistics.

All of this is a great and important challenge. In relation to the task that lies ahead, one might
quote Churchill: “This is not the end; it is not even the beginning of the end, but it is, perhaps,
the end of the beginning.”

34 UK, US, France, Germany, Switzerland, Canada and Japan.

s Godley, W and Lavoie, M, (2007), “Monetary Economics”, Palgrave.
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Banking system soundness during the financial crisis

Sally M Davies

1. Introduction

Message: With the onset of the financial crisis in the summer of 2007 and with its
intensification in September and October of 2008, interest in banking system soundness
increased substantially. This paper documents efforts to find data on banking system
soundness from publicly available sources. Although quite a lot of information (much, but not
all of which is timely) is available for large, publicly traded financial institutions via services
such as Bloomberg and Bankscope or directly from company reports, it is much harder to
find the same amount of aggregate balance sheet and performance statistics covering the
entire banking systems for major countries.

As concerns about U.S. subprime lending increased in the summer of 2007, market
indicators of U.S. and European bank health — CDS premiums and stock price indices —
began to show signs that investors were increasingly concerned about the health of at least
some banks. In addition, some banks had difficulty obtaining U.S. dollar funding, and the
spread between interbank funding rates and overnight index swap rates increased
significantly. As the performance of U.S. subprime mortgages continued to decline, these
concerns and funding difficulties increased.

In light of these developments, there was increased interest in the health of countries’
banking systems. Banking system soundness matters because it gives some indication of
how likely it is that financial problems would be transmitted to the real economy (by, for
example, a reduction in the supply of loans).

Market measures of the health of individual banks — stock price movements and CDS
premiums — were readily available for publicly traded banks and for larger banks, which are
more likely to have regularly quoted CDS premiums. In addition, for the larger banks,
information services such as Bloomberg and Bankscope provided information taken from
banks’ public disclosures (quarterly and annual reports). Aggregate information for the entire
banking systems of major countries, however, was less readily available. This paper
discusses the types of information | looked for and what | was able to find.

2. So why look for data on the entire banking system? Why not just
concentrate on the largest banks?

Message: It is very useful to have aggregate data on the largest banks, as this informs us
about systemic risks, since the largest banks are likely to be the only systemically important
institutions. However, when considering the transmission of financial shocks to the real
economy, small institutions can also play a significant role, in the aggregate (depending on
their share of the banking system). In addition, certain sectors of the real economy — such as
small and medium-sized enterprises (SMEs) — are likely to be disproportionately reliant on
smaller financial institutions. Finally, if many smaller banking systems are in weak condition,
banking system stability can be affected, as illustrated by recent concerns about the cajas in
Spain.
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3.

Overall measures of banking system condition

Message: First, | looked for some basic measures of the overall current health of major
banking systems. A number of these measures are core measures in the IMF's Financial
Soundness Indicators (FSIs).

Capitalization: Capital is a bank’s cushion against losses, so capital measures are
very important for assessing banking system health.

- Tier 1 capital/risk-weighted assets (RWA). How much of a capital cushion
does the banking system have?

- Tangible common equity/RWA. Tier 1 can contain some debt-like capital
instruments (e.g., preferred shares, which have fixed dividends) as well as
intangible assets, such as goodwill, which may prove less useful than tangible
common equity in absorbing losses.

- Tier 1 capital. What is the level (in dollars, euros, pounds, etc.) of Tier 1
capital? On the face of it, this might seem like a strange measure, since it is
not scaled by anything, such as risk-weighted assets, total assets, or total
loans. However, this measure is important because it can be used to scale the
size of potential risk exposures, helping us judge whether certain exposures
are “large” or “small” (discussed further below).

- Tangible common equity (TCE). What is the level of TCE? Like the level of
Tier 1 capital, this can be used to scale potential risk exposures.

Profitability: Return on assets (ROA) = Net income/Total assets. Because earnings
also help to offset credit losses, it's useful to know a banking system’s annual
earnings, and perhaps also some breakdowns, such as fee income and net interest
income. (Because net income can also be used to absorb future losses, the level of
net income may also be a useful measure to have, along with capital levels.)

Asset quality: Nonperforming loans (NPLs)/Total loans. How healthy is the current
loan portfolio?

Measures of banking system risk exposures (specific to this
crisis)

Message: Next, | looked for measures of the risk exposures of major banking systems that
had relevance to this particular crisis, including exposure to real estate, to U.S. borrowers,
and liquidity risks.

48

Claims on the U.S. nonbank private sector, scaled by Tier 1 capital or TCE. (Ideally,
one would like exposure to U.S. real estate or U.S. mortgage lending, but | knew
that this would not be available.)

Claims on own real estate sector, scaled by Tier 1 capital or TCE. This would be
especially useful for countries that had their own real estate bubble, e.g., the U.K,,
Spain, and Ireland.

Short-term funding needs: Short-term debt securities outstanding or short-term
liabilities. Given that funding issues arose early in this crisis, short-term funding
needs of a banking system (excluding demand deposits) would indicate vulnerability
to a crisis of confidence.
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) Currency-maturity mismatch. BIS staff have written at length about the need for
better data about the combination of currency and maturity mismatches, so | won't
discuss that here.

5. Data sources: the IMF's Financial Soundness Indicators (FSIs)
(and the CEBYS)

Message: The IMF’s FSls, found at http://fsi.imf.org/, included some of the measures | was
looking for — Tier 1 ratio, NPLs, ROA — and short-term funding needs (i.e., short-term
liabilities/total assets) could be calculated from two FSls (liquid assets/total assets and liquid
assets/short-term liabilities). Unfortunately, although the IMF recommends that countries
disclose the aggregate amount of Tier 1 capital, | could not find it in the FSls. In addition, the
FSI data were not particularly timely.*

Timeliness of IMF’s FSlis as of August 20, 2010

France Germany llJmted United States
Kingdom
Tier 1 capital/RWA Dec. 2008" Mar. 2010 Jun. 2009" Dec. 2009
Return on assets Dec. 2008 Dec. 2008 Jun. 2009 Dec. 2009
NPLs/total loans Dec. 2008 Dec. 2008 Jun. 2009 Dec. 2009
Short-term liabilities/total
assets Dec. 2008 Mar. 2010 Jun. 2009 Dec. 2009

! Disclosure of total capital/RWA and Tier 1 capital as a percentage of total capital (which can be used to
derive Tier 1 capital/RWA) is mandated by the Committee of European Banking Supervisors (CEBS). The
Banque de France and the U.K. Financial Services Authority publish these data as of Dec. 2009.2

6. Data sources (continued): the BIS consolidated banking statistics

Message: The BIS consolidated banking statistics, found at bis.org/statistics/consstats.htm,
give information on banking system exposure to foreign residents. For each reporting
country, one can obtain total consolidated exposure to all U.S. residents on an ultimate risk
basis, which provides an upper bound for what | was trying to get — exposure to the U.S.
nonbank private sector. However, for many countries, data on the sectoral breakdowns by
country (which would enable us to get exposure to the U.S. nonbank private sector) are not

On a minor note, the FSI link for “latest available data” showed German asset and liability data as of end-
2009, rather than as of end-March 2010. However, the Bundesbank also posted Germany's FSls, at
http://www.bundesbank.de/statistik/statistik_iwf fsibasisdaten.en.php, and showed end-March 2010 FSI data
for the capital and liquidity measures.

On a minor note, the CEBS table on national banking sectors (see
http:/Amww.c-ebs.org/Supervisory-Disclosure/Statistical-Data.aspx) for 2009 does not show data for France or
Germany, although the Banque de France (http://mwww.banque-france.fr/gb/supervi/disclosure/statistical/statistical.htm)
and the Bundesbank (http://www.bundesbank.de/sdtf/index4.htm) publish their 2009 tables. Also, there may be a
problem with the U.K. data: the “total capital adequacy ratio” for U.K. banks is listed as 185%.
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publicly available. In some cases (e.g., Germany), these data are confidential to the BIS,
while in other cases (e.g., France), they are confidential to central banks that contribute to
the consolidated statistics. The United States publishes its consolidated country exposure
statistics at http://www.ffiec.gov/E16.htm, although these data do not provide data on
exposure to U.S. residents. That must be obtained from the U.S. call reports.

7. Data sources (continued): ECB data for national aggregated
balance sheets

Message: The European Central Bank (ECB) data for national aggregated balance sheets,
found at http://www.ecb.int/stats/money/aggregates/bsheets/html/index.en.html, had country
aggregates of bank balance sheet data for E.U. countries. These data were very timely (by
August 9, the data were as of end-June 2010), and had several pieces of what | was looking
for: “lending for house purchase” (but not commercial real estate lending). But they didn’t
have all that | was searching for, such as Tier 1 capital (instead, they had capital and
reserves). Also, they had short-term debt securities issues that were held by euro area (for
euro countries) or domestic (for non-euro countries) residents. Short-term debt securities
issued that were held by foreign residents were not broken out from other external liabilities.

8. Data sources (continued): national sources (central banks and
bank supervisors)

Message: | looked at national data sources, particularly central banks and financial
supervisors. | also had a look at financial stability reports, although these tended to use data
on only large banks (presumably so that data could be comparable across countries).

o Bank of England (BoE) data on monetary and financial institutions’
balance sheets, income and expenditure statistics, found at:
http://www.bankofengland.co.uk/statistics/bankstats/current/index.htm#2, has

timely balance sheet and income data for banks, including income and
breakdowns, home mortgage lending, construction and real estate lending,
sterling liabilities, including short-term and repos, and write-offs. (The BoOE’s
Financial Stability Report presents data for “major UK banks,” — i.e., large and
complex financial institutions.)

) Banque de France data
(http://www.banque-france.fr/gb/statistiques/telechar/activite/france-tableaux-bilan-
aifm.pdf) have debt securities with maturities of less than 2 years and capital +
reserves, the same data found in the ECB statistics.

) Bundesbank statistics

(http://www.bundesbank.de/statistik/statistik_iwf fsibasisdaten.en.php) had data on
the sectoral distribution of loans for end-2009 that included construction and real
estate as sectors. FSIs on capital ratios (total and Tier 1) and liquidity were also as
of end-2009. Regional distribution of loans includes only all advanced economies
lumped together. Underlying data on capital ratios and liquidity, such as total Tier 1
capital and short-term liabilities, were “compiled for supervisory purposes only”. As
with the ECB statistics, the data showed short-term debt securities issued that were
held by euro area residents. Short-term debt securities issued that were held by
foreign residents were not broken out from other external liabilities.
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) The U.S. Federal Deposit Insurance Corporation (FDIC) publishes large amounts of
aggregate statistics on the U.S. banking system at: http://www2.fdic.gov/SDI/SOB
and http://www?2.fdic.gov/gbp/gbpSelect.asp?menultem=0QBP. The U.S. data include
the level of Tier 1 capital, as well as capital ratios, and data that can be used to
calculate most of the ratios in which | was interested.

9. Conclusion

Message: Summary of what was missing from the measures | hoped to find, and my own
priorities (aggregate level of Tier 1 capital!).
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Improving the quality and flexibility of
data collection from financial institutions

Milan Nejman?, Otakar Cejnar* and Patrick Slovik?

1. Introduction

The study focuses on possible interactions between financial market supervision architecture
and securities data collection systems. While numerous studies have focused on these two
areas separately, this study has its unique scope in exploring possible synergies between
them. The conduct of financial market supervision, as well as the compilation of statistics,
requires a collection system for high-quality securities data. Although the two areas
cangreatly differ in the use of the required market data, they both require similar or the same
market data from similar or the same reporting agents. The main challenge and opportunity
for the public authorities is, therefore, to integrate these different aspects into a system that
will bring about a higher quality of securities data, a lower reporting burden on the reporting
agents, and a saving of public resources. Based on the sample of Organisation for Economic
Co-operation and Development (OECD) countries, this study explores the implications of
different types of financial supervision architecture and different types of securities data
collection systems. It describes the experience, synergies, and challenges of a joint
securities data collection system — shared between financial market supervision and
statistics — based on the experience of a successful implementation of such a data collection
system in the Czech Republic.

2. Statistics and the Financial System Supervision Architecture

The standard role of a statistical department of a central bank is to prepare various statistics
(e.g., financial market, external and financial accounts statistics) for a broad group of users,
comprising internal users at the central bank itself and other domestic users in the private
and public sectors, as well as a contribution to the international statistics by providing
national data to international organizations. The standard roles of a financial system
supervisor that require a substantial use of high-quality data (and often high-frequency data)
are in particular microprudential supervision, macroprudential supervision, and the
supervision of proper market conduct of the financial market participants. The different
functions of statistical department and financial market supervisor often require similar or the
same data from similar or the same reporting agents; however, these data requirements are
often at different levels of aggregation and different data collection frequency. The main
challenge and opportunity for the public authorities is, therefore, to integrate these different
data needs into a system that will bring about a higher quality of data, a lower reporting
burden on the reporting agents, and a saving of public resources.

Monetary and Statistics Department, Czech National Bank. The views expressed in this paper are those of the
authors and do not necessarily represent those of the CNB. Corresponding author: milan.nejman@cnb.cz.

Macroeconomic Policy Division, OECD. The views expressed in this paper are those of the author and do not
necessarily represent those of the OECD.
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A profound change in the supervisory architecture in the Czech Republic, which occurred in
2006, integrated all supervisory functions under a single organization that conducts
supervision of the entire national financial system encompassing credit institutions, capital
market, insurance companies, and pension funds. The activities of several independent
entities in charge of financial market supervision — the Czech Securities Commission, the
Office for Supervision of Credit Unions, and the Office of State Supervision of Insurance
Compagnies and Private Pension Schemes — were integrated into the Czech National Bank
(CNB).

The integration of supervisory functions reflects the endeavor of public authorities to address
contemporary developments in financial markets, in particular rising financial market
interconnectedness, changes in financial intermediation channels, and an increase in
financial conglomeration. The integration of financial market supervision under a single entity
is characteristic of several countries. However, the integration of all supervisory functions
under the responsibility of the central bank is specific only for a much smaller group of
countries, as shown in Figure 1.

The rationales for unified or separate supervisory functions have been thoroughly addressed
in numerous studies.* It is not within the scope of this paper to discuss all the arguments for
or against a specific supervisory architecture. The main scope of this paper is to focus
specifically on the merits and challenges arising from the coexistence of financial market
supervision and various statistics under the responsibility of a central bank. The main merits
of such a structure are as follows:

. Joint statistical-supervisory data collection initiatives, which can lead to considerable
synergies and significantly lower the burden on the reporting agents;

o Easier access to local and international data and reporting sources with implications
for higher data reliability and timeliness;

) A better flow of data and metadata within a single unified institution than between
separate entities;

o Accelerated transfer of knowledge and a better understanding of complex financial
and statistical issues stemming from improved interactions between experts in
statistics and financial market supervision;

o Substantial improvement in the conceptual and technical capabilities of national
authorities to address financial market data gaps that arise from the conduct of
supervision and monetary policy.

® The incorporation of supervision into the CNB is laid down in Article 1(1) of Act No. 6/1993 Coll. on the Czech

National Bank, as amended. The respective provision states that “The Czech National Bank shall be the
central bank of the Czech Republic and the authority performing financial market supervision.” Further, see
Article 2(2d) of Act No. 6/1993 Coll. on the Czech National Bank, as amended: “In accordance with its primary
objective, the Czech National Bank shall: ... supervise the activities of entities operating on the financial
market, analyze the evolution of the financial system, see to the sound operation and development of the
financial market in the Czech Republic, and contribute to the stability of its financial system as a whole.”

See, for example, Herring and Carmassi (2008), De Luna Martinez and Rose (2003), Lumpkin (2002), Briault
(2002), and Abrams and Taylor (2000).
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Figure 1
Financial System Supervisory Architecture in OECD Countries (2010)

Unified Financial System

Unified Supervision Date of Implementation

Supervisor
Australia No - -
Austria No - -
\Belgiu m Yes Supervisory Authority 2004
ICanada No - -
IChile No - -
ICzech Republic Yes Central Bank 2006
Denmark Yes Supervisory Authority 1990
Estonia Yes Supervisory Authority 2002
Finland Yes Supervisory Authority 2009
[France No - -
IGermany No - -
IGreece No - -
Hungary Yes Supervisory Authority 2000
Iceland Yes Supervisory Authority 1998
Ireland Yes Supervisory Authority 2003
Israel No - -
Italy No - -
NETEN Yes Supervisory Authority 2000
ISouth Korea Yes Supervisory Authority 1998
Luxembourg No - -
IMexico No - -
Netherlands No - -
INew Zealand No - -
Norway Yes Supervisory Authority 1986
lPoland Yes Supervisory Authority 2008
PPortugal No - -
ISlovakia Yes Central Bank 2006
ISlovenia No - -
ISpain No - -
ISweden Yes Supervisory Authority 1991
ISwitzerland Yes Supervisory Authority 2007
Turkey No - -
lUnited Kingdom Yes Supervisory Authority 1997
lUnited States No - -

Source: Various sources (e.g., websites of national supervisors and central banks).

3. Securities Data Collection Systems

Data collection systems vary by data collection channel and level of aggregation of the
collected data. The main data collection channels are a data collection based on the
settlement system, a data collection based on reports from individual investors, and an
indirect data collection channel based on reports from financial intermediaries (custodians).
The securities data collection systems in the European Union, including the Czech Republic,
are predominantly based on the indirect data collection channel from financial intermediaries
who report on behalf of their customers. Based on the level of aggregation, securities data
collection systems can be subdivided into three categories: (i) aggregated securities data
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collection systems, (ii) partially disaggregated securities data collection systems, and (iii) fully
disaggregated securities data collection systems.

Aggregated Securities Data Collection Systems

The role of the compiler of statistics is to prepare national aggregates of financial data for
use by public authorities in charge of economic policy and market participants who can base
their decisions on the analysis of these aggregates. Because the deliverables of the
compilation process are in an aggregated form, the securities data collection systems did not
historically put a strong emphasis on data disaggregation. In the simplest form, the statistical
data are collected from the reporting agents in an aggregated form, i.e., each reporting
agent, such as a bank, aggregates all financial securities in its custody and reports the
aggregated figures to the compiler of national statistics, e.g., the national central bank. These
aggregates are usually broken down by the reporting agents, for instance, into geographical
regions. The role of the compiler is, then, to combine these aggregated data into statistics
describing the national economy.

Although an aggregated securities data collection system is conceptually relatively
straightforward (for the compilers and the reporting agents), it is connected with several
disadvantages. For example, it is very cumbersome in its ability to address new data gaps
flexibly. Since the reporting agents already report the data in aggregated form, the system is
not flexible in the compilation of statistics in other than already predefined breakdowns; it
might take several months or years to address new data gaps. An aggregated data collection
system also does not allow in-depth quality checks of the securities data, because the data
received by the compiler are already aggregated. For this reason, several countries,
predominantly in the European Union, have moved to partially disaggregated data collection
systems.

Partially Disaggregated Securities Data Collection System

A patrtially disaggregated data collection system is based on collection of disaggregated data
at the level of individual securities. The reporting agents report to the statistical compiler the
holdings of concrete individual securities; for this reason, the system is also referred to as a
security-by-security data collection system. The statistical compiler, however, does not
receive data on individual holders of securities but only on the sector of a holder. Therefore
the system is referred to as “partially disaggregated”. The main advantages of a partially
disaggregated security-by-security data collection system are as follows:

o More in-depth quality checks at the level of individual securities;

o Improvement of data standardization and consistency due to the possibility of cross-
checking the data with a securities reference database (e.g., Reuters, Bloomberg, or
CSDB?);

o Flexibility to adapt to new requests and address new data gaps;

o Improved flexibility and consistency of regular revisions of statistics.

A partially disaggregated data collection system is much more flexible in addressing new
data gaps. The aggregation of the security-by-security data usually falls under the
responsibility of the statistical department. The compiler of statistics is, therefore, better

>  The Centralized Securities Database (CSDB) is a supranational database of securities of the European

System of Central Banks (ESCB).
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positioned to address new data gaps by aggregating individual security-by-security data
subject to specific attributes of the financial securities. These attributes are either collected
from reporting agents or, in most of the cases, are sourced from an instrument reference
database® (e.g., Reuters, Bloomberg, CSDB).

Fully Disaggregated Securities Data Collection System

Although a partially disaggregated data collection system offers obvious advantages for the
compilation of statistics, it might not be sufficient for the use of financial market supervisors.
In order to oversee proper market conduct of financial market participants, the supervisors
might need fully disaggregated securities data. The reporting agents, therefore, might have
to report data not only disaggregated at the level of individual securities and the sector of a
holder (partially disaggregated / security-by-security), but also disaggregated at the level of
individual holders of individual securities (fully disaggregated / holder-by-holder). In practice
this often necessitates two different data collection systems: one for the purposes of
statistics, and another for the purposes of financial market supervision. The existence of two
different data collection systems can create extra reporting burdens on the reporting agents,
higher costs for the public authorities, and the risk of inconsistencies between supervisory
and statistical outputs. A financial market architecture which integrates financial market
supervisory functions under the responsibility of the central bank enables the public
authorities to address these disadvantages. The coexistence of both under the responsibility
of the national central bank gives an opportunity to create a joint data collection system
shared for the purposes of financial market supervision and statistics. Such a data collection
architecture can contribute to a lower reporting burden on financial market participants, a
more efficient use of public resources, and a higher consistency of data used by supervisors
and policymakers. It also offers significant improvement of securities data, because data
quality control is conducted by supervisors as well as statisticians at different levels of
aggregation and with a focus on different sets of attributes. Figure 2 summarizes the
securities data collection systems in the OECD countries for the use of portfolio investment
statistics.

& A security identification number, such as ISIN, is utilized to link the data from reporting agents with the

reference database.

56 IFC Bulletin No 34



Figure 2

Securities Data Collection Systems in OECD Countries (2010)

Aggregated Partially Disaggregated Fully Disaggregated
Data Collection System Data Collection System Data Collection System

Australia Yes

Austria Yes

Belgium Yes

Canada Yes

Chile Yes

Czech Republic Yes
Denmark - Yes
Estonia Yes

Finland Yes

France Yes

Germany Yes

Greece Yes

Hungary Yes

Iceland Yes

Ireland Yes

Israel Yes

Italy Yes

Japan Yes

South Korea Yes

Luxembourg Yes

Mexico Yes
Netherlands Yes

New Zealand Yes

Norway Yes

Poland Yes

Portugal Yes

SIVEE Yes

Slovenia Yes

Spain Yes

Sweden Yes

Switzerland Yes

Turkey Yes

United Kingdom Yes

United States Yes

Source: Various sources (e.g., websites of national supervisors and central banks).
4. Implementation of a Fully Disaggregated Data Collection System

in the Czech Republic

The integration of financial market supervision under the responsibility of the Czech National
Bank, which occurred in 2006, created a new opportunity to explore any possible synergies
between different areas of the central bank. Shortly after the integration, the Czech National
Bank decided to investigate the possibility of creating a new data collection system for
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securities held in custody by banks that would jointly serve for use by financial market
supervision and statistics. To identify synergies, and to avoid any duplication in the
requirements of reporting agents, a working group comprising experts from all the concerned
areas in the Czech National Bank was set up.

The main objective of the working group was to evaluate the benefits and risks associated with
the change to a new data collection system. The working group — which comprised
representatives of financial market supervision, statistics, and specialists on data processing —
also engaged in regular consultations with the concerned reporting institutions represented by
the Czech Banking Association. The working group based its efforts on the clear principle that
all requests raised by different data users within the central bank should be reflected in the new
securities data collection system. The integration of all reporting requirements of the central
bank into a single report was also one of the main requests of the Czech Banking Association.

The representatives of statistics agreed that, to ensure a high quality of compiled statistics, it
would be necessary and at the same time sufficient to collect data based on a partially
disaggregated security-by-security data collection model.” The representatives of financial
market supervision welcomed a security-by-security data collection model, but in addition
required fully disaggregated data that would include detailed information on the individual
holders of securities. These data on individual holders were necessary for the supervision of
proper market conduct by market participants. The working group therefore recommended
implementing a fully disaggregated data collection system which included details on
individual financial market securities and individual holders of these securities.® The Czech
National Bank successfully implemented the fully disaggregated data collection system on
securities held by banks on behalf of its clients as of January 2009, about 2 years after the
working group had been set up.®

5. Conclusions

The existence of various types of institutional frameworks in the areas of statistics and
financial market supervision across countries sets grounds for different approaches to
securities data collection systems. Given the architecture of national institutional frameworks,
the main objective of the public authorities is to optimize data collection systems in ways that
maximize the quality of the data, minimize the reporting burden on reporting agents, and
maximize the saving of public resources. This study shares the experience of the
optimization process of the securities data collection system in the Czech Republic that
resulted from a new financial market supervisory architecture. The new securities data
collection system implemented by the Czech National Bank represents a substantial
improvement in the quality of financial market data for the purposes of financial market
supervision as well as for the purposes of statistics. Other synergies resulting from the joint
data collection system described in the paper comprise a lower reporting burden, a more
cost-efficient use of public resources, and a higher capacity of national authorities to flexibly
address new data gaps in a timely manner.

" A subset of the data would be needed for statistics, since data needs regarding some holders are

accommodated by direct reporting from individual investors.

An obvious challenge for this kind of data collection system is the huge amount of data to be processed, as it
covers each individual financial market security as well as each individual holder of the security. In the case of
a partially disaggregated data collection system, the amount of data to be processed and stored is much
lower, owing to the aggregation of holders into sectors.

As of January 2011, the obligation to report the fully disaggregated securities data will be extended to all
investment firms (banks and nonbanks).
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Implementation of International Financial Reporting Standards
for nonfinancial companies and their impact on financial
stability monitoring at the Central Bank of Chile

Isabel Scheuch and Mariela lturriaga®

Introduction

For a country like Chile, the adoption of IFRS is an important step in the process of adhering
to international standards and good practices in general. These accounting standards
facilitate comparison across global issuers, as they provide a common language basis, a fact
that is widely recognized in the countries that have already adopted IFRS. In addition, they
improve and increase information available to investors, including more elements related to
economic and financial behavior and risk assessment of the firms. In theory, all this should
increase market efficiency and reduce capital costs?.

In the case of nonfinancial companies, and despite all their advantages, IFRS may not be as
beneficial for the work undertaken by systemic risk regulators — in particular, by the Central
Bank of Chile — as they are for investors, for whom they were originally designed. Among the
difficulties that IFRS pose are the fact that they allow free reporting (making aggregate
analysis and systemic risk assessment more difficult, and increasing compilation costs)?, that
a relevant portion of new information available is reported on qualitative and not quantitative
terms, and that they apply to consolidated financial statements (as opposed to solo basis or
individual statements), all of which — in our opinion — somehow offsets part of the benefits
mentioned earlier.

Some of the issues just mentioned are particularly important in the Chilean case, especially
since the Chilean regulator, the Superintendency of Securities and Insurance (SVS), decided
to fully adhere to these international standards. This also implied that some standardized
information that the SVS formerly demanded from the firms would be lost, including relevant
information on currency exposure and details on indebtedness, both of which are key to the
monitoring task of the financial stability unit. Although initial discussions between the Bank
and the SVS began before the subprime crisis, they developed together with the crisis,
confirming the importance of such information for the Central Bank.

Central Bank of Chile, Statistics Division and Financial Policy Division, respectively.

Although proponents of IFRS suggest that accounting standards determine accounting quality — which in turn
affects the cost of capital — the opposing argument is that the preparer’'s incentives and the institutional
context affect the quality of financial reporting more than accounting standards. For a review of the literature,
see Epstein (2009).

Risk rating agencies have also expressed some concerns on this issue. See Standard & Poor’s (2007a, 2007b
and 2007c.)
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1. The Central Bank’s specific concerns

The relevance of statistics gathered by the SVS

The reliance on information gathered by the securities regulator is a central issue for
understanding the challenges faced by the Chilean Central Bank. Unlike central banks in
other countries, the Central Bank of Chile uses as a key information source for the financial
position of the corporate sector information on the firms registered under the SVS. Although
these firms account for approximately 35% of aggregate debt (Annex 1)*, the main reason for
using their information is the lack of another robust statistical body containing complete
financial information available on a quarterly basis and with a reasonable delay (two to three
months)®. Other sources of information used by the Central Bank include the Internal
Revenue Service’s reports — which use very different definitions for some key concepts of the
financial statements — and, for financial stability analysis, some general information on the
firms from the Superintendency of Banks and Financial Institutions (SBIF) surveys, which are
available with considerable delay. On the other hand, the national accounts department
complements SVS information with data received from the Central Securities Depository.

While in this paper we examine the impact of IFRS on the work of the Central Bank only from
the standpoint of financial stability monitoring, the truth is that two other important activities
conducted by the Bank were jeopardized by the decisions taken by the SVS: financial
stability research and national accounts compilation. These two activities use information on
individual financial statements. In particular, the bank’s Statistics Division calculates national
accounts, a task that in other countries is performed outside the Central Bank. From the
System of National Accounts’ (SNA) perspective, the relevant information is that of the
individual company (the solo basis financial statement). Thus, the change from Chilean
accounting standards to IFRS, which is based on consolidated financial statements, could
potentially cause major damage to the quality of some of the statistics®.

This created an additional complexity for the information requests, as these had to be
oriented not only to prevent the loss of information but also to produce individual or solo
basis financial statements under IFRS.

Main impacts on financial stability monitoring

During the work conducted by the Central Bank to assess the potential impact of IFRS on the
statistics compiled or used for its financial stability monitoring, two issues arose as priorities:
currency risk and indebtedness. Based on the analyses of the corresponding norms, on
selected financial statements of global firms already reporting under IFRS, on ‘“ideal
company reports” issued by audit firms and on the information model proposals submitted by
the SVS, the Bank concluded that the information requested under the new accounting
standards regarding these specific issues did not guarantee the availability of all relevant
information.

Currency risk. We believe that the European origin of IFRS could explain the lack of
adequate information on some relevant issues for the Chilean market and, ultimately,
financial stability monitoring by the Central Bank. Although, net-net, the quantity of

Companies registered at the SVS hold 100% of local bonds, a relevant share of external debt but a low share
of local banking debt.

When only Chilean accounting principles were used, the delay was even shorter (one to two months).

This was not the case in many of the countries adopting IFRS, which, especially in Europe, maintained
information systems based on the individual company.
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information that firms now disclose is larger, these new standards also exclude valuable
information for the analysis of some of the risks to which Chilean companies are exposed.
This is the case of the balance sheet's breakdown by currency, which is necessary to
calculate currency exposure’. As Chile is a small open economy, many of its firms rely on
external financing, which represents approximately 31% of the sector’s total indebtedness.
As such, currency mismatches can be an issue for financial stability and should be closely
monitored (Graph 1). This is also true for many Latin American firms, and it has been
important during past and recent economic and financial crises®.

Graph 1
Currency mismatches of Chilean firms
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(1) USD liabilities minus USD assets, net of derivatives.
(2) Companies reporting under IFRS are included since September 2009.
Source: Central Bank of Chile based on SVS data.

As mentioned earlier, the decision made by the SVS to fully adhere to IFRS implied the
elimination of the standardized information that the Superintendency had previously
requested on balance sheet composition by currency.

IFRS addresses exchange risk in both a direct and an indirect way. The first way is through
IFRS 7, which addresses credit, liquidity and market risks facing financial instruments, and

The analysis of this exposure also uses information about derivatives, which is available at the Bank. This
information is collected under a direct reporting system, transaction by transaction. Under IFRS, we should
have these data revealed in more detail in comparison to Chilean accounting standards (IFRS 7: “Financial
instruments: Disclosures” and IAS 39: “Financial instruments: Recognition and measurement”).

8 Bleakley and Cowan (2009).
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the second through information released under International Accounting Standard (IAS) 21
and IAS 39, which together would shed light on currency exposures® % %,

However, this information has some disadvantages:

o IFRS 7 is essentially qualitative and relies on the companies’ judgment, not allowing
independent calculations to be made. In practice, companies’ statements on
exchange risk exposure may vary substantially, especially regarding numerical
support’?. The one aspect that seems to be superior compared to previous
accounting standards is the information on hedging and derivatives (IFRS 7 and
IAS 39).

o IAS 21 is a general accounting norm that does not account for exchange risk by
itself.

Bank debt, bonds and transactions with related parties. Along the same lines as
currency risk, information on banking debt, bonds and similar securities used to be available
in a standardized format. However, long before IFRS implementation, the Central Bank had
come to the conclusion that this information should be improved to meet the needs of
financial stability monitoring. As a result, the challenge for the Bank was not only to recover
information potentially at risk but also to make sure that it would be upgraded.

Once again the free reporting allowed under IFRS constitutes a disadvantage for aggregation
and compilation and does not guarantee that all debts and their details will be disclosed. This
is because the norm lets each company decide which information is relevant'®. From the
Bank’s perspective, all information is relevant as long as it ends up in aggregated figures for
the sector, which are used to assess systemic risks.

Information on debt should follow the guidelines of IAS 39 and IFRS 7. In addition to the
concern about the noncomprehensive and nonstandardized nature of the information
disclosed following this norm, a review of existing financial statements highlighted that some
aspects would not necessarily be included in the reporting or would be excluded altogether.
In the first group we find issuance spreads and amortization schedules, and in the second,
the name of the company bearing the debt (as information is consolidated) and the issuing
bank (in the case of banking debt). As became evident during the subprime crisis, all
information regarding financing is important when evaluating conditions of access to
financing, companies’ financial health (liquidity, solvency) and, in the case of the subprime
crisis — where several international banks faced severe problems — bank debtor
concentration.

IFRS 7 broadly covers different aspects of financial instruments. One of them is the nature and impact of
credit, liquidity and market risk. The last one includes currency risk. This note contains mainly qualitative
revelations about those risks and the way they are managed.

0 1as 21 (“Changes in Foreign Exchange Rates”) focuses on the concept of functional currency and the effects

of converting foreign currency items into the functional currency. It also gives guidelines about how to
consolidate foreign subsidiaries that use a different currency.

1 |AS 39 establishes the criteria for recognition and valuation of financial assets and liabilities. It also includes

hedge accounting, which labels foreign currency risk hedging under fair value hedging or cash flow hedging.

2 This opinion is based on the review of several companies already reporting under IFRS carried out by the

Bank.

13 For instance, IFRS 7, when explaining about risks and the quantitative data to be presented, says that the firm

has to show summarized quantitative data about its exposure to this risk, and those data have to reveal
information about different kinds of risks, unless that risk is not significant. That materiality principle, part of
IAS 1 (“Presentation of Financial Statements”), would finally depend on the company’s judgment.
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The need to recover and improve the information on transactions with related parties was
similar to that of debt, in the sense that one of the main problems was that the information
disclosed is noncomprehensive and nonstandardized. To the Bank, the main interest was in
transactions of a financial nature. Again, the review showed that not all the transactions and
their characteristics (interest rates, spreads or amortization schedules) were always reported.

2. Actions taken by the Central Bank

Implementation of IFRS in Chile

The SVS announced at the end of 2005 that it would adopt IFRS as the accounting standard
for its supervised companies. Its motivation to do so was to embrace best practices — IFRS
was seen as a superior accounting standard — and to make Chilean companies fully
comparable in today’s globalized capital markets, as many countries are adopting IFRS
(Figure 1)*.

Figure 1
Main steps towards the adoption of IFRS in Chile
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A year later, in 2006, the SVS released instructions on the convergence period and in August
it published due dates to adopt IFRS for each entity under its supervision (Annex 2). By the
end of 2007, initial instructions were updated. In brief, these instructions required the
companies to become familiar with IFRS, to stay updated on the guidance from the Chilean
Accounting Body and the SVS regarding the subject, and to evaluate how their financial
statements reporting would be affected™.

However, the financial crisis that struck in 2008 caused the SVS to change its original plans,
delaying reporting due dates, while at the same time relaxing requirements on submitting
comparative financial statements (Annex 3). The decision of the SVS was justified on the
grounds of cost reduction in a more adverse macroeconomic environment, together with the
belief that the enforcement of IFRS could cause unnecessary noise in an already uncertain
scenario™.

Interaction with the securities authority

The process of discussion and coordination with the SVS took place over two years (2007—-
2008), during which the Bank made its own evaluation of the impact of IFRS (see the
following section). The main difficulties encountered were how to make the objectives of the
Bank and those of the SVS compatible and to reach an understanding on from whom and
how to request additional information from the supervised companies. The most controversial
issue was the Bank’s need to request information on individual financial statements, as the
SVS argued that this was against the nature of IFRS.

By the end of 2008, an agreement was reached, and the SVS instructed its supervised
entities to submit the information requested by the Bank. This agreement stated that i) the
SVS would be the intermediary between the Bank and the reporting companies, ii) the
information would be used by the Bank only to perform its work, iii) the information would be
submitted together with financial statements delivered to the SVS, and with the same
periodicity, and iv) the validation process of individual financial statements would be the sole
responsibility of the Bank.

The work at the Bank

From the beginning of 2007, but more intensively during 2008, the Bank worked on the
analysis of the new accounting principles and their potential impact on the work carried out at
the Bank. This process involved the creation of a working group with staff from the financial
stability area, the national accounts department and the statistics division. The work included
understanding the new norms, the analysis of the guidance and presentation formats
provided by the SVS to the companies, a review of the international experience and contacts
with international regulators. All this experience formed the basis for the design of
standardized formats for gathering information on individual financial statements and the
specific notes on currency risk and indebtedness, with their corresponding instructions.

Legal considerations played an important role in determining the options available to the
Bank. According to its Constitutional Organic Act, the Central Bank of Chile may require that

5 Official form letter 368 (2006.10.16)

¥ In the end, this delay placed Chile on a path similar to that of the European Union, where four years passed

between the announcement of the adoption (2001) and the due date for completion (2005). Nevertheless, the
European Union took another five years to study the impact and the potential conflicts between each
member’s accounting standards and IFRS.
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certain foreign exchange operations be reported in writing, using the prescribed forms'’. In
addition, in order to perform the statistical functions contemplated in the said Act, the Bank
has the authority to require from any agency or department of the Civil Service
Administration, decentralized entities, and the public sector in general any information it may
deem necessary that is related to the scope of the regulatory or supervisory functions that
such public entities perform.

As a result, the Central Bank requested the SVS to demand the information from the firms.
Considering that the SVS has permanent contact with the companies supervised, it was also
agreed to channel the Bank’s information requests through the SVS.

Information formats and instructions to the private sector

As mentioned before, one of the key concerns regarding the change to IFRS accounting was
the lack of standardization derived from free reporting. As the Bank works mostly with
aggregate figures for its financial stability analysis — it focuses on systemic risk — the
availability of uniform data is crucial in order to manage this volume of information. To
accomplish this, the Bank designed predefined formats for its information requests, which
were divided into two groups:

o Individual financial statements: These comprise a statement of financial position, a
statement of changes in equity, an income statement and statement of
comprehensive income, and a statement of cash flows.

o Additional information: This includes notes on currency risk and indebtedness. The
goal of these formats is to recover information that was available in the old notes
under local accounting standards, asking companies to complete certain fields that
are essential for financial stability analysis®®.

3. Compilation and validation of the new information

Before and after IFRS reporting

Before IFRS, the Bank had a very structured system for receiving the information from the
SVS, and data quality fulfilled high standards, given that the whole validation process was
carried out by that entity. At that time, there was one single body of financial statements
accompanied by a set of notes, all under Chilean accounting standards. The data collected
was validated at the SVS and received by the Bank on a quarterly basis, with a two- to three-
month delay depending on the quarter, almost ready to be used by the different units at the
Central Bank.

After eighteen months of operation, the situation with IFRS reporting is quite different.
Currently, there are two different standards (local and IFRS) for presenting financial
statements, and the number of companies using one or the other is changing each quarter,
according to the option chosen for adopting IFRS™. Besides, there is a third set of
information containing the additional information demanded by the Bank (individual

" Also, the Bank is empowered to request, without restriction, all books, accounts, files and documents in

matters regarding the accomplishment of foreign exchange regulations issued by the Bank.

18 Simplified versions of currency risk and indebtedness notes can be found in Annex 4.

¥ This gradual process should end in 2011, when annual financial statements are presented. See Annex 3.
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statements and specific notes on currency risk and indebtedness). The first two sets are
validated at the SVS while the third is validated at the Bank. All the reporting continues to be
made on a quarterly basis for securities issuers but reporting dates have changed and the
Bank receives the information with a three- to four-month delay. After that, it takes another
month to have the data ready for internal users.

Changes and challenges brought by IFRS

From the standpoint of the statistical process, the Bank’s main challenges were: i) to fully
understand new accounting standards; ii) to cope with nonstandardized information; and
iif) to design and implement a validation process for the additional information requested by
the Bank. On another front, the Bank had to strengthen its statistical relationship with the
SVS.

Learning process at the Bank

The new accounting principles, the classification of the different concepts in the financial
statements, as well as the existence of multiple reporting formats, involved an important
learning process at the Bank. This has been true not only in the statistics area, but also in the
financial stability and national accounts units.

In addition, IFRS is a very dynamic framework, with constant changes in definitions and
interpretations; this raises the need for permanent updates and training of the staff, as year
by year the International Accounting Standards Board (IASB) modifies norms and their
interpretations. Since 2009, when IFRS started in Chile, the Bank has devoted important
resources to this project, including staff training.

Coping with nonstandardized information

IFRS-based financial statements are poorly standardized in terms of the ordering and
content of the notes which accompany the consolidated financial statements. In theory, IFRS
provides very rich financial information through these notes; however, it was noted that in
practice companies do not always submit all of them. Besides, this information is currently
available only in PDF format, largely increasing the costs of capturing and processing the
information. XBRL (eXtensible Business Reporting Language), a technological tool designed
to lower these costs, is not fully implemented as yet and only a few firms are submitting their
information through this channel.

Another crucial issue is that notes under IFRS are more qualitative than quantitative in nature
in comparison with those under Chilean accounting principles, and even hard to find within
the financial statements. Again, this makes the task of aggregation much more difficult.

Validation of additional information required by the Bank

Taking the nonstandardization of the information into account, the Bank prepared a standard
form for its specific requirements (individual statements and specific notes for currency risk
and indebtedness). However, it turned out that these templates were not always filled in the
way the Bank had expected, making the validation process very difficult and affecting the
quality of the data.

Before IFRS, all validations were made at the SVS, but with IFRS, the SVS maintained the
process only for the information that it requested and not for the information requested in the
name of the Bank. To cope with the work load, the Bank created a new area within the
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Statistics Division, with seven people dedicated full-time to the validation process. One
person is also assisting the SVS to answer the companies’ questions about the Central
Bank’s additional information.

To make the validation process more automatic, many filters and cross-checks were
implemented®. However, free reporting has also affected what were supposed to be
standardized forms, as classifications may vary from one company to the next**. This has led
to several adjustments in those filters and cross-checks along the way. Table 1 shows
statistics on validations made in 2009.

Table 1
Reporting companies and quality of reported information
Mar. 09 Jun. 09 Sep. 09 Dec. 09
Number of reporting
companies 77 80 84 96
Number of filters and cross
checks 19 33 47 50
Percentage of companies that
had to amend their reports 87 46 94 64

Source: Central Bank of Chile.

Despite all these difficulties, the validation rate had reached 100% in 2009. However, as
more companies started reporting under IFRS in 2010, this rate has recently decreased. A
return to 100% is expected in the near future.

Relationship with the SVS

Because the SVS is the intermediary between the companies and the Bank, the Bank has
also faced the challenge of strengthening its relationship with the SVS. To facilitate
interaction, the Bank and the SVS have each appointed a representative who channels all
the communications.

Despite initial concerns, the reporting rate has reached 100% since the first reporting period
(1Q09). The companies’ main difficulties have been in understanding the specific notes, which
has led to several adjustments and clarifications concerning the templates and their instructions
during the eighteen months of operation, all with the aim of facilitating reporting activity.

The Bank has achieved a very important goal in working with the SVS, namely, that
companies must confront only one request for information, without duplications, and
establish a relationship with just one entity, which facilitates the task of providing information
to other agencies in the public sector (Central Bank).

2 For instance, between numbers in the same accounts in individual and consolidated statements — when

applicable — and between numbers in the currency and debt notes and their respective financial statements.
Validations also include graphical analysis to identify outliers.

2 For example, bonds are classified either in “Interest-bearing debt” or in “Other financial liabilities”.

68 IFC Bulletin No 34



Dealing with an increasing number of companies providing information under IFRS

Since the first reporting period in 2009, the number of companies reporting every quarter has
increased according to the gradual process of adoption of IFRS in our country (Graph 2 and
Annex 3). This has compelled the Bank to adapt its internal operating processes in order to
manage an increasing load of information, while at the same time educating the new
companies about the Bank’s validation criteria.

Graph 2
Number of companies reporting under IFRS

B00 - mm e

3] -

200 f - m e -

150 - mm e -

200 f - - mm -

50 + - — a_— — - -

Mar.09 Jun.09 Sp.09 Dec.09 Mar.10

Source: Central Bank of Chile.

Multiple databases

Another issue to be considered is that the Statistics Division has to keep and manage three
parallel databases. The first one corresponds to the official consolidated financial statements
under IFRS published on the SVS web page. The second one is the database that includes
financial statements, both individual and consolidated, of those companies still reporting
under Chilean accounting standards. Finally, the third database contains all the information
on individual financial statements and the specific notes provided by SVS-listed companies
to the Central Bank through the Superintendency.

4. Future challenges

The whole process of compilation and validation of IFRS-based financial statements,
individual information and the specific notes requested by the Bank is working fairly well, as
several improvements have been made along the way. That notwithstanding, there is still
plenty of room for upgrades.
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Better technology: XBRL

Given the free report characteristic of IFRS and its changing nature, the current system of
compilation of all information coming to the Bank (SVS and the Bank’s own requests) is too
costly both in terms of the number of people dedicated to the task and the number of days
the whole process is taking. As mentioned, XBRL is just starting and is not mandatory yet. In
the future, if all the companies send IFRS financial statements using XBRL, individual
financial statements and the special notes of the Central Bank will also have to be sent
through the same channel. The objective of this is to ensure that reporting companies have
just one way of sending the information, thereby facilitating submission.

Despite the cost involved in developing the taxonomies for the individual financial statements
and the specific notes, the Bank believes that the benefits should largely outweigh the costs.

Closer coordination with the SVS

Although the Bank has developed a close relationship with the SVS, the good level of
coordination between the two entities must be maintained, and improved in those areas
where there is room for that. These areas include full adoption of XBRL.

Further changes in accounting policies

Considering the recent financial crisis and the ensuing discussions on a reform of the
financial sector in some countries, further changes in accounting policies are expected in the
future. Should this be the case, the Bank expects to work in coordination with the SVS, and
to follow very closely the international developments in this area.

5. Concluding remarks

After eighteen months of operation, the Central Bank and the SVS have reached a good
level of coordination and the companies have proved to be cooperative. However, the
compilation and validation work still has room for improvement, and to this end, technology is
crucial. This becomes even more essential considering the changing nature of IFRS, which
in turn requires a permanent updating of the Bank’s information requests.

Two important lessons can be extracted from the process of implementation of IFRS for
nonfinancial companies and its impact on financial stability monitoring at the Central Bank of
Chile. The first is that free reporting, which is a key part of IFRS, is a major disadvantage for
the work of systemic supervisors that need to analyze aggregate data. In the case of the
Central Bank of Chile, time has proven that our main concerns in this regard were justified. In
particular, with respect to currency risk, a comparison between the disclosure under local
standards and under IFRS showed that the gap is wide?* %. In the case of indebtedness,
companies are in general showing information similar to that shown in the past. In many
cases, data about amortization or currencies exist, but are hard to find, and information about
interest rates is often omitted.

% This exercise was carried out with all the companies reporting under IFRS as of December 2009.

B Emst & Young (2009) made an assessment of the first financial statements under IFRS in Chile and

concluded that, in terms of financial risk administration, 10% of the companies did not reveal any information
and only 24% of them showed a sensitivity analysis of the results on this note.
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A second lesson is that having a body whose mandate is to safeguard financial stability
without the power to request necessary information directly from the firms can be
problematic. In Chile, this responsibility lies with the Central Bank, while the body that has
the authority to request such information is the SVS, whose objectives do not explicitly
include financial stability. Though this fact has been mitigated with coordination and
communication between the two parties, a direct relationship with reporting companies would
make the compilation and validation process much more cost-effective.
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Annex 2

Entities supervised by the SVS: due dates for adopting IFRS

as of August 2007

Entity

Due date (*)

Corporations (most traded)

Other security issuers, stock exchanges, commaodity exchanges,
securities depository

Other companies — non-issuers
Securitization companies

Mutual funds, investment funds, housing funds and FICEs (foreign
capital investment funds)

Security agents, stock brokers and commodity exchange brokers

Insurance companies, insurance brokers and pension fund
administrators

January 1, 2009

January 1, 2010
January 1, 2011
January 1, 2011

January 1, 2010
January 1, 2010

January 1, 2010

(*) Comparative financial statements not requested during the first year of implementation. Companies may

adopt IFRS at an earlier date if desired.
Source: SVS website (www.svs.cl).
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Annex 3

Nonfinancial companies supervised by the SVS: due dates for adopting IFRS (*)

as of June 2009

Entity

Reporting
period

How to report financial statements

Corporations (most
traded).

2009

Four options are given:

#1 (full IFRS): Quarterly and annual statements for 2009 and a
comparable period of 2008 under full IFRS.

#2 (pro forma): Quarterly and annual statements for 2009
under local accounting standards. In addition, quarterly and
annual statements for 2009 (with no comparisons with 2008)
under full IFRS. Starting in 2010, both periods (2010 and 2009)
under IFRS will be required.

#3 (full IFRS annual basis): First three quarters under local
accounting standards and full year under IFRS, with 2009
comparison. Starting in 2010, both periods (2010 and 2009)
under IFRS will be required.

# 4 (pro forma annual basis): Quarterly and annual statements
for 2009 under local accounting standards.

Other corporations

2010

Quarterly and annual statements for 2009 and a comparable
period of 2008 under full IFRS

(*) Reporting dates for the rest of the entities supervised by the SVS were also delayed.

Source: SVS website (www.svs.cl).
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Annex 4

4.1 Annex on Local and Foreign Currency Assets

Current assets (1)
usb
Euros
Other currencies
Chilean pesos
U.F. (2)
Non-current assets (3)
uUsD
Euros
Other currencies
Chilean pesos
U.F. (2)

Total assets
UsD
Euros
Other currencies
Chilean pesos
U.F.

Current period

Previous period

(1) Must report separately cash and cash equivalents, other current financial assets, trade and other current

receivables and current receivables from related parties.

(2) Inflation-indexed unit.

(3) Must report separately noncurrent receivables and noncurrent receivables from related parties.
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4.2 Annex on Local and Foreign Currency Liabilities

Current Period

Previous Period

Up to 90 days

91 days to 1 year

Up to 90 days

91 days to 1 year

Percentage of
Amount fixed-rate
liabilities

Percentage of
Amount fixed-rate
liabilities

Percentage of
Amount fixed-rate
liabilities

Percentage of
Amount fixed-rate
liabilities

Total current liabilities
usb
Euros

Other currencies

Chilean pesos

UF. (1)

Total other current financial liabilities (2)

usb

Euros

Other currencies

Chilean pesos
UF. (1)

Other current liabilities

usD
Euros

Other currencies

Chilean pesos

UF. (1)

Total non-current liabilities

usD
Euros

Other currencies

Chilean pesos
U.F. (1)
Total other non-current financial liabilities (3)

usD

Euros

Other currencies

Chilean pesos

UF. (1)

Other non-current liabilities

usD

Euros

Other currencies

Chilean pesos

UF. (1)

(1) Inflation-indexed unit.

(2) Must report separately banks loans, unsecured obligations, secured obligations, convertible loans, issued capital and shares classified as liabilities, financial leasing, overdrafts and other current
financial liabilities.

(3) Must report separately banks loans, unsecured obligations, secured obligations, convertible loans, issued capital and shares classified as liabilities, financial leasing, overdrafts and other non-current
financial liabilities.

76 IFC Bulletin No 34



Annex on Bank Loans

4.3
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A new approach to MFI interest rate statistics in Croatia

lvana Usorac' and Igor Jemri¢?

1. Introduction

The Croatian National Bank (CNB) is responsible for the compilation of monetary financial
institution (MFI) interest rate statistics as part of monetary statistics. The current MFI interest
rate statistics are based on data collected from reporting institutions by the CNB via a
structurally fixed report. The results are published in the CNB bulletin and are also used by
CNB researchers for different monetary and financial stability analyses.

As Croatia is in the process of joining the European Union (EU), the CNB is obliged to
harmonize its legislation and reporting standards with EU requirements. This was one of the
reasons why the CNB started developing a new approach to MFI interest rate statistics.

This paper concentrates on new methodology and especially on the new reporting system for
MFI interest rate statistics. After the introduction, the current situation and main reasons for
abandoning the old system are explained, followed by an overview of the new methodology
and concept of the new reporting system. In the main part, the structure of the new report
“KS” (input side of the system) and data warehouse (output side of the system) are
introduced. Finally, the text concludes with some remarks on the usability of new data for the
CNB analyses.

2. Current situation

Currently, the MFI interest rate statistics in Croatia comprise interest rates applied by
reporting institutions on new loans and new deposits vis-a-vis resident households and
nonfinancial corporations in the reporting month. The reporting institutions are banks,
savings banks and housing savings banks.

Current MFI interest rate statistics are not able to provide all the data needed to fulfill the
European Central Bank (ECB) requirements laid down in Regulation ECB/2001/18° and its
amendments®. Below we briefly summarize four major disadvantages of current MFI interest
rates statistics that should be resolved in order to harmonize the data with the ECB
requirements.

The first one is lack of data on interest rates on outstanding amounts because the current
report only provides data on the following: amounts of new loans and new deposits,
outstanding amounts of loans and deposits, weighted average nominal interest rates on new

Statistics department, Croatian National Bank, ivana.usorac@hnb.hr.
Statistics department, Croatian National Bank, igor.jemric@hnb.hr.

Regulation (EC) No 63/2002 of the ECB of 20 December 2001 concerning statistics on interest rates applied
by monetary financial institutions to deposits and loans vis-a-vis households and nonfinancial corporations.

Especially the amendment with significant changes: Regulation (EC) No 290/2009 of the ECB of 31 March
2009 amending Regulation (EC) No 63/2002 (ECB/2001/18) concerning statistics on interest rates applied by
monetary financial institutions to deposits and loans vis-a-vis households and nonfinancial corporations
(ECB/2009/7).
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loans and new deposits and weighted average effective interest rates on new loans. Interest
rates on outstanding amounts are reported only for instruments where outstanding amounts
represent new business.

The second deviation from the standard is the calculation of nominal interest rates. Nominal
interest rates are defined as agreed rates individually negotiated between the customer and
the reporting institution and do not include any charges. They are quoted in percentages per
annum and do not take into account the number of interest payments within the year, as the
annualized agreed rate (AAR) does, nor are they calculated in the same way as the narrowly
defined interest rate (NDER).

The third problem is related to the definition of new business, especially regarding the
amount and the time of reporting. Namely, for new loans, according to the ECB regulation, at
the time of agreement the whole amount agreed on should be reported. Instead, in the
current system in Croatia, only the amount actually withdrawn is reported as a new loan, and
it relates only to the reporting month in which it is recorded in the balance sheet. Also,
following the same principle, for loans in tranches, every tranche is reported as a new loan
(in the appropriate month). On the deposit side, for time deposits, automatic prolongations
with accrued interest are also treated as new business instead of being captured only in
outstanding amounts.

The last shortcoming of the current system is related to data breakdowns (by sectors,
currency, original maturity and types of loans/deposits); these should be adjusted and some
additional criteria added to bring them into line with the ECB requirement. Regarding the
sectoral breakdown, the scope of the reporting is in line with ECB/2001/13 as long as Croatia
uses the kuna as a national currency. However, once it adopts the euro, the report will need
to be expanded on households and nonfinancial corporations resident in the European
monetary union. In addition, nonprofit institutions serving households have to be added in the
household sector, which should provide separate data on sole proprietors and households as
generally understood. Regarding the currency breakdown, data on instruments denominated
in euros are only available for time deposits instead of all instruments. Breakdowns by
original maturity and types of instruments are not completely usable for the ECB. Some
instruments should be separately shown in a report (for example, revolving loans) and some
new instruments should be added. Finally, new criteria should be added to enable
classification of data by period of notice, period of initial interest rate fixation, amount of a
loan and collateral/guarantees.

3. The new methodology

The new methodology of MFI interest rate statistics expands its definition: it will cover
interest rates applied by MFIs in Croatia to deposits and loans in all currencies vis-a-vis all
resident and nonresident sectors. MFIs are resident credit institutions which consist of banks,
savings banks and housing savings banks (the same as today). The CNB will continue to
collect the data from the whole reporting population (census).

With regard to business coverage, reporting institutions will continue providing data on the
amounts and interest rates (nominal and effective) on new business and start delivering new
data on weighted average nominal interest rates on outstanding amounts of loans and
deposits.
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In order to be in line with the ECB requirements, nominal interest rates are collected as
annualized agreed rates (AAR)>.

The subsidies provided to customers by third parties are treated in terms of reporting
institutions. In other words, only those interest rates paid or received by the reporting institution
are shown. Favorable rates that reporting agents apply to their employees are included.

Interest rates on loans for restructuring below market conditions (for new loans and
outstanding amounts) are not collected for the purposes of MFI interest rate statistics. These
loans should be excluded if they are granted with at least a 30% lower interest rate
compared to the lowest interest rate published by the reporting institution for this type of loan
and its maturity. Interest rates on bad loans for outstanding amounts are also excluded. The
CNB defines bad loans as partially recoverable or fully irrecoverable loans for which there is
evidence of impairment identified (risk categories B-1, B-2, B-3, C) and fully recoverable
loans that have a delay in collection of more than 90 days (risk category A9).

The AAR on outstanding amounts has to cover interest rates on both undue and due stocks
(due stocks include only fully recoverable stocks that have a delay in collection of less than
90 days — risk category AA). If they are different, which is usually the case, they need to be
treated separately in the calculation of the AAR. To clarify, for each of these types of
outstanding amounts, reporting institutions are required to prepare the appropriate AAR and
then calculate their weighted average AAR for that instrument. The intercalary interest rate®
is not included in the calculation of the AAR for new business, but it has to be shown in the
AAR on outstanding amounts.

Effective interest rates (regulated separately from MFI interest rate statistics) cover both
interest rates and fees that are directly related to the loan. Effective interest rates are defined
in the same way as the annual percentage rate of charge (APRC), so there is no need for
harmonization’. Effective interest rates are shown for all new types of loans granted to
customers. This enables the CNB to ensure the data for the ECB (only 2 indicators —
consumer credit and loans for house purchases) and to maintain the existing time series
(data on all types of loans).

The definition of new business in the new MFI interest rate statistics is harmonized with the
ECB regulation and covers any new or redefined agreement between the client and the

The AAR is defined as the interest rate individually agreed on between a reporting institution and its customer,
converted to an annual basis, taking into account the frequency of interest payments, and quoted in
percentages per annum. The formula for calculating the AAR is:

n
AAR = (1+ Lj -1
n

where for new businesses “r" is the nominal interest rate on an annual basis agreed on between the reporting
units and the client; for outstanding amounts, “r" is the nominal interest rate on an annual basis applied to that
reporting month; “n” is the number of interest capitalization periods for the deposit and (re)payment periods for
the loan in a particular year (the frequency of principal payments is not taken into account when calculating
the AAR).

Exceptionally, for new business where a number of different, predetermined interest rates is agreed on, the
interest rate on new business is computed as a geometric average of the factors 1+AAR per year for each
interest rate.

The intercalary interest rate is an interest rate which a client pays before repayments of a loan starts. Usually,
it equals the nominal interest rate, but may also differ from it.

The effective interest rate is an end-of-period interest rate, reported at the annual level by applying the
compound interest calculation method, by means of which discounted cash inflows are balanced against
discounted cash outflows, i.e. a discounted series of net cash flows equals zero.
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reporting institutions. It comprises all financial contracts that specify the interest rates for
deposits or loans for the first time and any new negotiations of existing deposits and loans. In
negotiations of new terms for existing contracts, it is important that a client is actively involved,
because automatic prolongations of existing contracts by the reporting institutions are not
considered new business. For loans, the total amount of the agreed loan must be reported as
new business at the time it is agreed on. New business in terms of time deposits usually
relates to the first amount of the deposit placed in the reporting period. If there is a possibility of
additional payments for this deposit, they are not considered new business. An exception is
related to agreements for which a reporting institution is ex ante certain that it will receive all
the amounts agreed on. In that case, the same rules as for new loans are used.

Outstanding amounts are defined as the stock of all deposits placed by all sectors with
reporting institutions and the stock of all loans granted by reporting institutions to different
sectors at the end of the reporting period.

In MFI interest rate statistics there is a specific group of instruments for which outstanding
amounts and new business coincide by convention. According to the new methodology these
are the following instruments: overnight loans, credit card loans, overdrafts on transaction
accounts, revolving loans, transaction accounts, savings deposits, deposits redeemable at
notice, hardware-based and software-based e-money. All of them can be shown individually
or grouped with other instruments.

Data on new business and outstanding amounts are broken down by many criteria: clients on
an individual and group basis, economic sector and residency, product category, currency
and indexation, maturity, period of notice, period of initial rate of fixation, risk category,
amount of a loan and collateral/guarantee. Some of them are introduced for harmonization
with ECB reporting standards and some for CNB purposes. Before we go any further with
explanations of these breakdowns, the new reporting system should be introduced.

4. New reporting system

The new MFI interest rate statistics are based on a broader reporting system for statistical and
supervisory purposes. The CNB started to develop that system in 2007 to ensure that data met
the ECB, Eurostat and Committee of European Banking Supervisors (CEBS) requirements in
part of the FINREP reports, since neither of the current systems was appropriate for the
complexity of those requirements. The idea was to cover all the data needed for both purposes
through the single reporting system and thus to reduce the reporting burden for reporting
institutions. The new flexible reporting system enables compilation of aggregates by different
rules and can be easily adjusted to any new methodological updates. As a result, a new set of
data will be used for a wide range of purposes: balance sheet statistics, interest rate statistics,
balance of payments statistics, financial accounts, securities statistics, supervisory statistics
(which include data on supervisory balance sheets, profit and loss accounts, exposures of
credit institutions, bank shareholders, significant debtors, investments in capital of nonfinancial
corporations) and so on.

In order to provide all the necessary information for these purposes, the new reporting
system is designed to collect the data on an elementary basis, to the extent possible. The
major principle here is to collect the data on a client-instrument principle, enabling reporting
institutions to provide the data directly from their bookkeeping records instead of preparing
any structured scheme for the data provided. This gives the possibility for the compiler
(instead of reporting institutions) to aggregate data in a very flexible manner, in order to
cover any structural dimension of aggregates that might be needed for any of the above-
mentioned purposes. For example, it enables the compilation of balance sheet data for
monetary statistics, in which breakdowns by sectors and types of instruments are essential,
or for supervision, where aggregates are broken down by portfolios. Also, in such a flexible
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system, any possible changes of rules for aggregation that might appear as a result of
changes in the requirements (and that relate to some of the attributes that describe each
individual record in the database) can be easily implemented without any additional
requirement for reporting institutions.

One of the major advantages of the client-instrument principle of the system is that reporting
institutions do not group resident counterparties by sector, but rather submit the data at the
level of an individual counterparty (legal persons) or group of counterparties (physical
persons, which comprises sole proprietors and other physical persons). Instead of reporting
institutions, the CNB classifies resident clients in appropriate sectors, following the
classification rules given by the European System of Accounts (ESA95)®. This leads to a
better accuracy of data, avoiding the possibility of the sectoral misclassification of clients,
which happened sometimes in the old system that was based on the methodological
description of sectors provided to reporting institutions (those mistakes became apparent via
the comparison of aggregated data from the two systems). Also, if there are any future
changes in sector definitions or if certain clients change sectors, this can be easily carried
out by the compiler (the sector classification database itself has a time dimension). Finally, in
this system the CNB has the possibility of excluding or including certain groups of clients for
its specific analyses or even tracking the data on individual clients.

As already mentioned, the data are supplied in the form of records, instead of tables, which
gives more flexibility in collecting and compiling the data. The system as a whole comprises
18 different records for now, which are used for different purposes, but the same logic of
structure is applied to most of them — each reported amount (corresponding to one record)
has to be uniquely described in order to allow the formation of different aggregates. There
are three main groups of attributes that describe reported amounts. The first group of
attributes (group A) enables the identification of a report, reporting period, type of report,
reporting institution and counterparty (residency, country, etc.). The second group of
attributes (group B) enables the identification of instruments and their characteristics
(currency and indexation, original maturity, portfolio, risk category, etc). The third group of
attributes (group C) enables the identification of the type of amount (outstanding amount,
accrued interest, principal and interest arrears, value adjustments, nominal and effective
interest rates, etc.). In addition, the fourth group of attributes (group D) provides information
on the record number and the status concerning its correctness.

Figure 1
The concept of reporting records

Description Amount

Reporting institution

and client Instrument Type of amount Amount

Source: CNB, Instructions for statistical and supervisory reporting.

The types of records included in the new reporting system can be classified into four groups:
those related to the balance sheet, those related to the individual data on specific clients,
those related to the data on interest rates and those related to the profit and loss account.

8 In order to harmonize the existing sectors in all official statistics in Croatia, a working group was established

with representatives of three institutions: the Croatian National Bank, the Central Bureau of Statistics and the
Ministry of Finance.

IFC Bulletin No 34 83



The basic reporting record is “AA”, through which the individual data on balance sheet and
off-balance sheet items is reported. In additional reporting records the following data are
reported: remaining maturity, possibility of interest rate reset, overdue receivables, changes
in the balance sheet used for flows statistics, cumulative changes in value adjustments and
provisions, currency-induced credit risk, financial positions of specific clients, exposure to
clients, investments in capital, tangible and repossessed assets, providers of collaterals and
guarantees and fiduciary shareholders, specific indicators and accompanying lists of certain
clients. Also, one additional reporting record is related to MFI interest rate statistics, and in
the future the record for the profit and loss account will be introduced.

The current reporting framework was put into force via the CNB’s decision and is
accompanied by comprehensive instructions that provide all methodological explanations,
lists of possible modalities for all attributes, rules for combining attributes, and their fulfillment
with accurate modalities for each report.

All reports consist of the obligatory number of attributes that have to be completed depending
on the type of reporting record. Additional reporting records are created on the principles of
the basic report, resulting in mutual comparability to some extent (where the attributes are
the same). The attributes in each report are completed with different modalities (from a
predefined list) according to the permitted combinations of instruments and counterparties
(for example, each report has defined instruments, types of amounts, etc.). If there are two
records in which all attribute modalities are the same, they should be aggregated for
reporting purposes, but if the modality of any single attribute differs, a new reporting record
should be created.

5. Input side of the system —the new report “KS”

One of the additional reporting records is related to the MFI interest rate statistics (reporting
record “KS"). During 2010 this record is in a testing period, in which reporting institutions are
supposed to provide the CNB with data on interest rates through both systems (old and
new).

The reporting record “KS” is designed based on the same logic as the basic reporting record
“AA” and its attributes. Most of the attributes are the same, although some of the attributes of
“AA” are not relevant for the MFI interest rate statistics and therefore are excluded from “KS”.
On the other hand, some new attributes are added.

Due to the client-instrument principle and the mutual consistency of the attributes between
“AA” and “KS”, the compiler is able to link clients’ outstanding amounts from the balance
sheet with their interest rates.

The scheme of the reporting record “KS” is given below:
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Figure 2
Reporting record “KS”

A group of attributes

Report Reporting institution Counterparty (client)
Reporting | (Un)consoli- Tempqrary Identification Identiication Tax number lCountr_y or an—
Report . or revised Tax number | number of a A international| resident
period dated report number . ofaclient | .~ .~
report client institution sector
B group of attributes
Original Period of . ) Risk Amount of a Inmgl period Collateral/
Instrument | Currency ) . Indexation Portfolio of interest
maturity notice category loan rate fixation Guarantees

C group of attributes
Type of amount

D group of attributes
Record

number

Status

Source: CNB, Instructions for statistical and prudential reporting.

The attributes “Type of report” (report “AA”, report “KS”, etc.), “(Un)consolidated report” and
“Temporary or revised report” describe the type of report and enable the subsequent
grouping of records. The last two are more important for reports which can have all
combinations (for example, the balance sheet), but for report “KS” predefined codes should
be entered. “Reporting period” enables the identification of the period to which a particular
record relates and the creation of time series. In the case of “KS” it refers to the end of the
reporting month.

“Identification number” and “Tax number” should be reported for the reporting institution and
its counterparties. The identification number is a unique number for each resident legal entity
assigned by the Croatian Central Bureau of Statistics. The tax number is given by the
Ministry of Finance for residents, both legal and physical persons. It will eventually replace
the identification number but for now it is still in the process of implementation in Croatia. For
clients, in addition, “Type of counterparty” is requested to separate residents from
nonresidents. For residents, legal persons, sole proprietors and physical persons are
identified, which enables CNB to perform appropriate sector classification. Nonresidents are
divided into MFIs from the EU and other nonresidents. The identification of MFIs from the EU
is based on the list issued by the ECB on the last day of the reporting period. Nonresidents
are additionally broken down by “Country or international institution” according to
international standards (ISO standard 3166) and the BoP Vademecum (Annex | and Annex
II) and by “Nonresident sector” defined by ESA95. Code lists for these two attributes are
provided and maintained by the CNB.

“Instruments” covers all types of loans and deposits on the asset and liability sides of the
balance sheet (45 instruments with a unique code and definition for each of them). Their
definitions are the same as for the balance sheet report (record “AA”) to ensure their mutual
consistency. In selecting the proper instrument for a type of loan, a specific algorithm should
be followed: the first step is to determine whether it is a specific loan or a loan whose
purpose is known, after which nonpurpose loans are classified by type of collateral.

“Currency” enables the breakdown of instruments by all world currencies in which they are
denominated (defined by ISO standard 4217). The code list is provided and maintained by
the CNB. “Original maturity”® is determined at the moment the deposit or loan is agreed on

Original maturity refers to the fixed period of life of a financial instrument before which it cannot be redeemed
or before which it can be redeemed only with some kind of penalty.

IFC Bulletin No 34 85



and it remains unchanged during the life of the financial instrument. In addition, this attribute
includes information on the grace period (if any) and it is counted in months. “Period of
notice” is the period between the moment a holder gives notice of an intention to redeem the
deposit and the time when the holder is allowed to convert it into cash without incurring a
penalty. It is counted in months, and it is to be reported only before the period of notice has
been initiated. “Indexation” relates to instruments denominated in one currency but payable
in another. It covers instruments that are not indexed, or are indexed to a currency with a
two-way currency clause and with a one-way currency clause. It shows the data on domestic
currency not indexed and indexed to a foreign currency (for example, the kuna indexed to the
euro) and foreign currency not indexed and indexed to another foreign currency.

The “Portfolio” attribute relates not only to portfolios of financial assets or financial liabilities in
accordance with the International Accounting Standards, but generally to the linking of
specific instruments according to certain common criteria. The CNB defined 17 portfolios to
fit supervision needs. For example, there is a portfolio of financial instruments held by
trading, a portfolio of financial instruments available for sale, a portfolio of loans and
receivables, etc. This attribute is not important for MFI interest rate statistics, and the
predefined value “Not applicable” is used in order to be in line with the concept of logical
checks for the whole system'. “Risk category” shows the type of loan according to the
degree of credit risk for reporting institutions. It helps in determining bad loans that should be
excluded from MFI interest rate statistics. The risk categories are: fully recoverable loans
without delay and with delay in collection of more than 90 days, partly recoverable loans and
fully irrecoverable loans.

“Amount of a loan” enables a breakdown according to the amount of new loans. It comprises
three groups — up to 2 million kuna, from 2 to 7.5 million kuna and over 7.5 million kuna, in
order to be in line with ECB requirements. “Amount of a loan” relates to one credit
transaction and not to the entire business between companies and reporting units. This
attribute enables an insight into the financing of small, medium and big enterprises. “Initial
interest rate fixation period” enables a distinction between variable interest rates, interest
rates fixed for a certain period and interest rates fixed through the whole original maturity of
new loans. “Initial interest rate fixation period” is defined as a predetermined period at the
start of a contract during which the value of the interest rate cannot change™. The attribute
“Collateral/Guarantee” determines whether new loans are collateralized or not.

The attribute “Type of amount” enables the identification of all elements in the reporting
record and the proper interpretation of received amounts (is it principal, accrued interest,
value adjustments, write-down/write-off, etc.). For report “KS” there are four types of amounts
— amount of new business, nominal interest rates on new business, nominal interest rates on
outstanding amounts and effective interest rates on new loans.

“Record number” and “Status” are technical attributes, describing the position and the
character of the record (whether it is a regular or a corrected record). Records are corrected
according to the cancellation-correction principle, i.e. every row has to be cancelled with a
new row before the corrected row can be received.

1 The concept of logical checks for the new reporting system is based on three key attributes: instrument —

portfolio — type of amount. Therefore, key attributes have to be filled in for each record.

' The value of the interest rate is considered to be unchangeable if it is defined as the exact level, such as 10%

or a differential with reference to a reference rate at a certain point in time, for example, six-month EURIBOR
plus two percentage points at a certain date and time.
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6. Data aggregation

There are two levels of aggregating data in the new MFI interest rate statistics: at the level of
the reporting agents and at the level of the CNB. Once Croatia enters the EU and adopts the
euro as its national currency, the third step of aggregation will be performed at the ECB.

Reporting agents should aggregate data only when there are records with the same
characteristics for all attributes (the same counterparty, instrument, currency, type of interest
rate, etc.) or when clients are reported on a group basis. Weighted average interest rates
should be calculated according to their volume. The formula for weighted average interest
rates is:

n
S AAR, xW,
WAIR ==L
W,
i1

where:

WAIR | The weighted average interest rate (nominal or effective).

AAR; The adjusted nominal interest rates.

wi The weights for calculation of the weighted average interest rate (nominal or
effective) on new business are amounts on new business operations conducted
during the entire reporting month.

The weights for calculation of the weighted average interest rate (nominal) on
outstanding amounts are stocks on the last day of the reporting month (including
due stocks, fully recoverable, with a delay in collection of less than 90 days).

The second level of aggregation is done in the CNB, whose task is to calculate weighted
average interest rates on new business and outstanding amounts for Croatia.

Data on new business — amounts and interest rates — are collected through report “KS”. The
CNB is able to calculate weighted average interest rates on every type of aggregate, and it is
only necessary to connect records on amounts and interest rates with the same
characteristics, i.e. the modalities used in each attribute.

Outstanding amounts are taken from the basic report for data on balance sheet and
off-balance sheet items (report “AA”). Report “AA” has a few more attributes than report "KS",
but it can be easily adjusted by aggregating unnecessary attributes or their modalities in
order to be comparable with the scheme of report “KS”. For every interest rate from report
“KS”, an appropriate outstanding amount from report “AA” should be found. Outstanding
amounts have to be calculated on a gross basis, without netting by impairments or adding
accrued interest, before being taken from report “AA”. After that, weighted average interest
rates for MFI interest rate statistics can be calculated.
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Report “AA” consists of 25 attributes (see picture below). Compared to report “KS”, the
additional attributes are: “County”? “Relationship between reporting institutions and
clients™, “ISIN"*, “Marketability of loans™®, “Equity characteristics™®, “Embedded
derivative’ and “Underlying variable™®. Aggregation of these attributes results in the same
scheme for interest rates on outstanding amounts, considering that the last three attributes
from the B group in reporting record “KS” are only used for new business. Pairs can be
formed where the same combinations of attribute modalities exist in both records.
Exceptionally, the attribute “Portfolio” in report “KS” represents all portfolios in report “AA”, so
for data pairing, all codes in “AA” have to be summarized. Also, securitized loans are
excluded from “AA”.

The scheme of basic reporting record “AA” is given below:

Figure 3

Basic reporting record “AA”

A group of attributes

Report Reporting institution Counterparty (client)
Relationship
Reporting | (Un)consoli- Tempqrary Identification Identification Tax number lCountrly or Non-resident betwgen
Report ; or revised Tax number | number of a B County | international reporting
period dated report number . of a client - sector A,
report client institution institutions
and clients
B group of attributes
- ) - Equity . .
Original Period of ! I Marketabilit Risk Embedded | Underlyin
Instrument ISIN Currency g . . Indexation Portfolio Y character- - X ying
maturity notice of loans istics category derivative variable
C group of attributes
Type of amount

Source: CNB, Instructions for statistical and supervisory reporting.

In addition, in the following figure the schemes of both records are given, showing attributes
that should be aggregated (marked in gray) in order to be able to interlink them.

12 “County” is not obligatory and it is completed only for domestic physical persons or sole proprietors.

13 “Relationship between reporting institutions and clients” enables identification of the ownership relationship

between reporting institutions and clients. There can be no relationship, a primary relationship (mother-
daughter) and a secondary relationship (sisters). In addition, the percentage of ownership is shown, denoting
the holdings of the client in the reporting institution and/or the holdings of the reporting institution in a client
(both ways).

14 «SIN” enables identification of the ISIN code assigned to securities in accordance with the ISO standards

used in international securities trading or the CNB code for specific securities without ISIN codes, shares in
investment funds and specific short-term papers.

15 “Marketability of loans” describes degrees of marketability: non-marketable, occasionally traded and

securitized loans.

16 “Equity characteristics” enables identification of subordinated debt instruments, giving them some of the

characteristics of shares and other equity. The code list is provided in accordance with the supervisory
regulation on capital adequacy of banks.

1 “Embedded derivative” defines whether a financial instrument has an embedded derivative. An embedded

derivative is an inseparable component of a financial instrument, unlike a derivative that is attached to a
financial instrument but is contractually transferable independently of that instrument, or which has a different
counterparty (this is a separate financial instrument).

18 “Underlying variable” denotes a variable whose value changes affect the value of a derivative or a financial

instrument with an embedded derivative. Underlying variables relate to interest rates, exchange rates, share
prices, goods, etc.
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Figure 4

Linkage between reporting records “AA” and “KS”

Report “AA”
A group of attributes
Report Reporting institution Counterparty (client)
Relationship
. .| Temporary I Identification Country or Non- between
Report Repqrtmg (Unjconsol- or revised Identification Tax number | number of a Tax nur_nber County |international| resident reporting
period dated report number X of a client P L
report client institution sector institutions
and clients
B group of attributes
- - - Equity ; .
Instrument ISIN Currency Or|g|n_a| Penqd of Indexation Portfolio Marketability character- Risk Eml_)ed&_jed Und(_arlymg
maturity notice of loans istics category derivative variable
C group of attributes
Type of amount
Report “KS”
A group of attributes
Report Reporting institution Counterparty (client)
Reporting | (Un)consoli- Temp(_)rary Identification Identification Tax number lCountr_y or Ngn-
Report . or revised Tax number | number of a h international| resident
period dated report number . ofaclient | .~ .~
report client institution sector
B group of attributes
Original Period of . h Risk Amount of a Inm?' Relled Collateral/
Instrument | Currency ) . Indexation Portfolio of interest
maturity notice category loan S Guarantees
rate fixation
C group of attributes
Type of amount
Source: CNB, Instructions for statistical and supervisory reporting.
7. Output side of the system — data warehouse

The CNB designed a data warehouse (DWH), which contains all data delivered through the
new reporting system. The DWH enables searching by parameterized reports with the
possibility of filtering, navigation and data decomposition. It includes interactive dashboards
with predefined queries, such as aggregated balance sheet for a specific period and in time
series, parts of assets and liabilities presented by different breakdowns and levels of
aggregation, etc. Also, it provides creation of users’ own reports for analysis, monitoring and
business planning in the CNB. Ad hoc analysis for business decision-making can be easily
created too. Also, the DWH offers personalization of the working environment by selecting
the required reports according to users’ needs.

For the purposes of MFI interest rate statistics, the DWH will offer:

a) a summary report with the possibility of drilling down to the data at the lowest level
of detail stored in the DWH,;
b) continuation of current time series through the compilation of existing reports from

new data, allowing only limited decomposition of the data;

C) indicators on outstanding amounts and new business for ECB purposes, allowing
only limited decomposition of data;

d) creation of ad hoc reports for different analysis by combining different attributes
depending on users’ needs.
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8. Usability of the new MFI interest rate statistics

In general, information on credit and deposit interest rates is necessary to make decisions in
conducting monetary policy, and monetary authorities should be promptly and continually
informed about their changes. Detailed data on the level of interest rates and their changes
over time help in monitoring monetary developments in the country.

The new MFI interest rate statistics collected and compiled through the new reporting system
will bring new dimensions to this information. They will improve the quality of reports for the
CNB management and the quality of the CNB analyses in different fields (financial stability,
external debt, etc.). Many new data analyses will be enabled (data on individual clients and
nonresidents, interest rates on outstanding amounts, etc.) Also, once Croatia enters the EU,
the CNB will be ready to deliver all the indicators on interest rates and their amounts (for
outstanding amounts and new business) required by the EU statistical standards. These
indicators will enable comparisons of Croatia’s interest rates with those of other EU
countries.

Interest rates on outstanding amounts for residents and nonresidents can be helpful for the
internal and external debt statistics. If the data on all currencies and indexation are added,
they can be connected with the currency structure on loans and deposits. Also, one of the
CNB analyses deals with data on deposits and loans that domestic banks accepted and
borrowed from their majority foreign owners (usually foreign banks). The aim is to recognize
how much domestic banks depend on them due to the fact that over 90% of total bank
assets in Croatia are foreign-owned. By expanding data on all deposits and loans from the
balance sheet, nonresidents and all other criteria, the new MFI interest rate statistics will
provide useful information for this area.

If we move to the financial stability field, which observes movements of banks’ interest
margins, changes in bank profitability and the potential negative trends that may distort
financial stability, it is obvious that new detailed data can improve these analyses.

One of CNB'’s regular tasks, concerning financial stability analyses, is to determine the
degree of indebtedness of particular sectors. Indebtedness depends on the amount of debt
and the dynamics of its repayment in relation to the debtor's assets and income. It is
important that repayments do not burden the debtor to the extent that the debtor is no longer
able to repay the debt. To estimate this reporting burden, different statistical data are used.
The amounts of debt and revenues of “a representative debtor” are often estimated on the
basis of stock aggregates. The amount of periodic repayments is often calculated from the
average aggregate stocks and interest rates on new loans. By introducing the data on
interest rates on outstanding amounts, this calculation is significantly improved, because
currently a different approach is used: data on new business is combined with data on
outstanding amounts.

Bank interest rate policies, set against a background of insured deposits, are prone to moral
hazard. At the same time, high deposit rates feed into loan rates, increasing them and driving
away most creditworthy customers. Such a phenomenon, known as “adverse selection”, may
significantly increase the overall riskiness of a bank’s balance sheets. Kraft and Galac [9]
demonstrate, using the Croatian example, that expansion of moral hazard and adverse
selection may be of practical importance for the stability of the banking system. They showed
that high deposit interest rates in risk-loving banks helped fund their expansion in the late
1990s as depositors didn’'t care about the underlying risks. Moreover, the level of bank
interest rates was a reliable signal of increased bank asset risk and subsequent distress.
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This makes data on deposit and loan interest rates for individual banks an important
component of the early warning systems on potential distress risk™.

One of the analyses in the financial stability area refers to the possibility of income smoothing
by banks’ management. Income smoothing is defined as manipulation, using provisions for
bad loans to smooth incomes: in bad years incomes are evaluated with smaller growth of
provisions, which is compensated in good years. The objective is to moderate income
variability over the years by shifting income from good years to bad years. The analyses use
data on bank loans classified by risk category to determine whether and how the evaluation
of the risk category for loans given to the same legal entity differs across reporting agents.
New data on interest rates on outstanding amounts for loans broken down by clients and risk
categories will help the CNB to determine how much interest rates on these loans differ and
correspond to their degree of risk.

Furthermore, use of banks’ internal risk assessments, which have a prominent role in the
Basel Il system, is increasing. Having a correct risk assessment is a source of comparative
advantage for a bank, since inconsistencies and errors in a bank’s rating may cut into its
income or exacerbate the problem of adverse selection. The availability of firm-level interest
rate data will enable comparisons of credit ratings and interest rate patterns across
companies and banks. This analysis could point to practices of excessive risk accumulation,
which may be especially dangerous if coupled with underpricing of risk. Banks may even
engage in evergreening on purpose, i.e. lending to insolvent borrowers whose repayment is
very doubtful. Usually, this so-called “zombie” lending is provided in the form of restructured
loans®®. Without this restructuring, banks would be forced to classify these loans as “at risk”
and then increase their provisions for bad loans, which has an impact on maintaining an
adequate level of capital. Also, by keeping unprofitable borrowers alive, banks allow them to
distort competition between other firms.

In future CNB analyses, zombie firms could be identified as firms which are receiving an
interest rate subsidy®. In order to single them out, the firm-level interest rate data can be
used to detect the companies whose loans are prolonged with interest rates below the
market rate. It can be investigated, whether and to what extent borrowers are able to
compensate for the contraction of credit supplied by certain types of banks, by increasing
loans from other banks. Then, whether and how the impact of the credit crunch is
differentiated according to the firm size (small, medium or big) can be analyzed. Differences
according to the size and capitalization of banks can be examined too®’. Using data on
interest rates, the CNB will be able to test the existence of this phenomenon by the following
hypothesis: loans not associated with evergreening to riskier borrowers should be linked to
higher interest rates. Due to the link between the data on interest rates on outstanding
amounts and the balance sheet data, additional information can be provided on the
ownership relationship between the client and the reporting institution, which is one of the
attributes in report “AA”.

19 Kraft and Galac, 2007.

%0 |.e. granting a new loan to close the existing one or changing the terms of the existing loan.

2L As defined by Caballero, Hoshi and Kashyap, 2008 [1].

22 Caballero, Hoshi and Kashyap showed that in smaller, low-capitalized banks where discretion in lending
decisions is higher, the weight of credit scoring is lower than in larger banks where lending decisions are

based on more automatic procedures and there is a bigger possibility of providing these kinds of loans.

IFC Bulletin No 34 91



9. Conclusion

In this paper, the new system for the compilation of MFI interest rate statistics in Croatia is
described. The new system was introduced in order to obtain more atomized data (to the
level of instrument-client specification) that would allow a more flexible approach to the
compilation procedures and thus ensure both a higher quality for the existing series and
consistency with the ECB requirement (via the methodological improvement of the new
system), as well as a fast response to possible future changes in the requirements with zero
cost for the reporting population. The system is actually part of the wider collection system
developed within the CNB that covers the whole monetary statistics, as well as the FINREP
part of the supervision.

Deriving from the new system, the atomized data, enriched with a comprehensive description
by many different attributes, allow not only a perfect fit of the output to the requirements
deriving from the EU standards, but also much more intensive (and methodologically more
correct) use of these statistics in different analyses, such as the structural analyses of
external debt, financial stability analyses and econometric modeling.

Regarding the use of MFI interest rate statistics in the stability analyses, a possible further
step in enriching the information could be the introduction of a new attribute — the indexed
variable, which would describe for each relationship with the client not only whether the
interest rate is fixed, variable or linked to some parameter, but also, in the latter case, to
which parameter the rate is indexed. That might give insight into the vulnerability of the
system (especially regarding the external debt) to different movements in different economic
areas.
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Capturing the evolution of dealer credit terms
related to securities financing and OTC derivatives:
some initial results from the new Senior Credit Officer
Opinion Survey on Dealer Financing Terms

Matthew J Eichner and Fabio M Natalucci*

Introduction

The Federal Reserve recently initiated a new quarterly survey — the Senior Credit Officer
Opinion Survey on Dealer Financing Terms (SCOOS) — collecting qualitative information on
credit terms and conditions in securities financing and over-the-counter (OTC) derivatives
markets. The survey solicits the views of senior credit officers at major dealer firms, in other
words those individuals responsible for maintaining a consolidated view of the credit
exposures faced by the firm. In several key respects, including its qualitative character and
the public dissemination of its results, this new survey is modeled after the Federal Reserve’s
long-established Senior Loan Officer Opinion Survey on Bank Lending Practices (SLOQOS),
which provides information about changes in supply and demand conditions for bank loans to
businesses and households in the United States. The new survey complements the SLOOS
by providing a qualitative picture of changes in credit conditions in the wholesale credit
markets that are key conduits for leverage in the financial system.

While there are inherent limitations to a qualitative survey, there are also offsetting strengths.
In particular, a survey such as the SCOOS is sufficiently flexible to provide meaningful
signals despite the continual evolution of market practices over time, whereas more
quantitative approaches constructed around a static set of metrics are vulnerable to financial
market developments that render those metrics less relevant or, in the worst case,
misleading.?

The SCOOS includes a core set of questions that will be posed in identical form each
quarter, a practice that will, over time, add a time series dimension to the analysis of the
results from the survey. These core questions are organized into three groups. The first
group of questions covers credit terms applicable to particular types of counterparties across
the entire spectrum of OTC derivatives and securities financing transactions. The second
group of questions asks about OTC derivatives trades, differentiating among the underlying
asset classes (underlyings) and also between “plain vanilla” derivatives and those that are
more highly customized. The third group of questions queries about securities financing
trades — that is, lending to clients collateralized by securities — differentiating among different
collateral types and recognizing that the terms available to an institution’s most favored

Board of Governors of the Federal Reserve System.

We appreciate comments and suggestions from Jim Clouse, Bill English, Mike Gibson, Frank Keane, Brian
Madigan, Patrick McCabe, Patricia Mosser, Bill Nelson, Michael Palumbo, Pat White, and David Wilcox. The
views expressed in this paper are solely the responsibility of the authors and should not be interpreted as
reflecting the views of the Board of Governors of the Federal Reserve System or of anyone else associated
with the Federal Reserve System.

For a discussion of the potential problem, refer to Eichner, M. J., D. L. Kohn, and M. G. Palumbo (2010):
“Financial Statistics for the United States and the Crisis: What Did They Get Right, What Did They Miss, and
How Should They Change?” Finance and Economics Discussion Series Paper 2010-20. Available at
http://www.federalreserve.gov/pubs/feds/2010/201020/201020abs.html.
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clients may differ from those available to average clients. The design of the SCOOS also
envisions the periodic inclusion of “special” questions, posed on a one-time basis, to deal
with issues of topical interest to policymakers and market participants.

The inaugural SCOOS was conducted in June 2010, and focused on the three-month period
ending in May 2010. Responses were received from twenty financial institutions that account
for almost all of the dealer financing of dollar-denominated securities to nondealers and that
are the most active intermediaries in OTC derivatives markets. Overall, responses pointed to
some noteworthy developments with respect to counterparty relationships and securities
financing over the previous three months. By contrast, the responses indicated little change
in terms and conditions prevalent in OTC derivatives markets over this reference period. For
instance:

o Survey respondents reported that the amount of resources and attention devoted by
dealers to management of concentrated credit exposures to dealers and other
financial intermediaries had increased.

o Dealers indicated that they had generally loosened credit terms offered to important
groups of clients — including hedge funds and other private pools of capital,
insurance companies and other institutional investors, and nonfinancial firms —
across the entire spectrum of securities financing and OTC derivatives transactions.
Dealers also noted that efforts by clients of all these types to negotiate more
favorable terms had increased in intensity.

o With respect to OTC derivatives transactions, including those for both plain vanilla
and customized derivatives, respondents reported that nonprice terms had changed
little across different types of underlyings.

o Responses to questions focused on securities financing suggested an increase in
demand for funding high-grade corporate bonds, equities, agency residential
mortgage-backed securities (RMBS), and other asset-backed securities (ABS).

o Dealers reported that the volume of mark and collateral disputes with clients
remained basically unchanged across counterparty and transaction types.?

) Unsurprisingly, responses to “special” questions, which were included in the
inaugural survey on a one-time basis to provide perspective on how current credit
terms compared with those prevailing at the end of 2006, suggested that current
credit terms applicable to all counterparty and transaction types were uniformly more
stringent than before the onset of the financial crisis.

This paper describes in greater detail the motivations for the new survey, its design, and the
results of the inaugural survey.

Motivations for Developing a New Survey of Dealer Financing Terms

As noted in the introduction, the new survey is modeled after the SLOOS, which has been
conducted by the Federal Reserve in various forms since 1964. The SLOOS asks domestic
commercial banks and branches and agencies of foreign banks in the United States about
supply and demand conditions in bank credit markets. It has proved to be an important

¥ Mark and collateral disputes refer to a claim by one party that is not immediately recognized by the other

regarding the valuation of an OTC instrument or the collateral for a securities financing transaction.

96 IFC Bulletin No 34



source of information during the recent financial crisis, providing the Federal Reserve with
insight into the effects of the crisis on the availability of credit to households and businesses.

The financial crisis, however, also highlighted that a significant volume of credit
intermediation had moved outside of the traditional banking sector and emphasized the
importance of the “shadow” banking system in the provision of credit to businesses and
households and as a conduit for leverage and maturity transformation in the financial
system.* Moreover, instruments closely associated with the shadow banking system —
including OTC derivatives and securities financing transactions — contributed to the buildup
of risk prior to the crisis and to the transmission of financial distress across seemingly
separate parts of the financial system during the crisis.> Looking back, some policymakers
have suggested that they should have perhaps more effectively resisted the tendency
towards procyclicality in credit terms, possibly through supervisory action. Similarly, some
market participants have questioned whether they, the private sector, should have acted
more forcefully to stem the erosion of credit terms which had the effect of enabling greater
leverage in the years leading up to the crisis.® However, because little or no systematic data
was available on credit terms in wholesale markets, the buildup of risks was not as obvious
at the time as it is in hindsight. Clearly, having a better perspective on the amount and
sources of leverage employed in the financial system outside of traditional banking
institutions is a necessary prerequisite for action, whether by policymakers or market
participants, to deal more promptly with such situations in the future.

For these reasons, and given not only its monetary policy responsibilities but also its role in
promoting and maintaining the stability of the financial system, the Federal Reserve decided
to expand the collection of qualitative information on the availability of credit and leverage
beyond the traditional banking sector to the extension of credit by dealers. By providing
information on changes in the availability and use of leverage in the financial system, the
new survey also has the potential to inform broader macroprudential approaches to the
supervision and regulation of financial firms and markets. Indeed, a recent Committee on the
Global Financial System (CGFS) study group recommended that central banks and
supervisors consider the value of regularly conducting qualitative surveys focused on
collateral haircuts, margin terms, and other topics covered extensively in the SCOOQOS,
arguing that such surveys are potentially important tools for macroprudential authorities.’
Already several projects are underway — involving not only the Federal Reserve but also
regulators in other jurisdictions and multilateral agencies — that focus on understanding and
tracking the aggregate amount of leverage in the financial system. The SCOOS should
provide useful input to such efforts by helping to identify market developments that might call
for a more focused collection of detailed quantitative information.

Refer to Pozsar, Z., T. Adrian, A. Ashcraft, and H. Boesky (2010): “Shadow Banking,” Federal Reserve Bank
of New York Staff Reports No. 458. Available at http://www.newyorkfed.org/research/staff reports/sr458.html.

Of course the proximate causes of the crisis go well beyond the particular mechanisms utilized to lever
exposures, including those prevalent in the shadow banking system. For example, there is little doubt that lax
underwriting standards, overreliance on public credit ratings, and poor discipline around the marking of
positions were significant factors. For further discussion of underlying causes of the crisis, refer to “Policy
Statement on Financial Market Developments,” President's Working Group on Financial Markets, March 2008.
Available at www.treasury.gov/resource-center/fin-mkts/Documents/pwgpolicystatemktturmoil _03122008.pdf.

Refer to “The Role of Valuation and Leverage in Procyclicality,” published by the Committee on the Global
Financial System, for a discussion of sources of procyclicality in the financial system prior to the crisis.
Available at http://www.bis.org/publ/cgfs34.pdf.

Refer to “The Role of Margin Requirements and Haircuts in Procyclicality,” published by the Committee on the
Global Financial System, for further discussion of the procyclicality of margin requirements and haircuts.
Available at http://www.bis.org/publ/cqfs36.pdf.
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While there are inherent limitations to a qualitative survey, this approach also has certain
advantages. Dealer credit terms applicable to counterparties such as hedge funds,
institutional investors, and corporate clients involve a large number of parameters, many of
which vary across both counterparties and products. For example, collateral and margin
terms distinguish between initial margin requirements and transfers required in response to
market movements, with each set of parameters generally depending on both the type of
product and the strength and nature of the client relationship. Consequently, any effort to
describe the resulting vector of credit terms quantitatively would have to not only deal with
these multiple dimensions but also do so in a manner that does not quickly become out of
date as a result of changes in market practices. In contrast, a qualitative survey can provide
a strong directional indication as to whether terms have broadly become more or less
stringent without requiring a quantitative reporting of the specific terms and market
conventions that may be driving the changes at a particular time.

The Design of the New Survey

The SCOOS is intended to be sent quarterly to the twenty U.S. and foreign dealers that, in
the aggregate, account for almost all of the dealer financing of dollar-denominated securities
to nondealers and that are the most active intermediaries in OTC derivative instruments. The
survey is directed to senior credit officers who maintain a consolidated perspective regarding
the activities that are the focus of the survey, irrespective of the business area or areas in
which they are conducted and the legal entity in which they are booked.?

The SCOOS includes a core set of 47 questions designed to collect qualitative information
on the stringency of credit terms, credit availability and demand across the entire range of
securities financing and OTC derivatives transactions, and the evolution of market conditions
and practices applicable to such activities. The core questions, organized in three groups,
include both retrospective items, focusing on changes in market conditions over the prior
three months, and prospective items, focusing on expectations for the coming three months.
The first group of questions covers the credit terms applicable to particular types of
counterparties — including dealers and other financial intermediaries, hedge funds and other
private pools of capital, institutional investors such as insurance companies and pension
funds, and corporate clients — across the entire spectrum of transactions.’

The second group of questions focuses on OTC derivatives trades, differentiating among
different underlyings (foreign exchange, interest rates, equities, credit, commodities, and total
return swaps referencing nonsecurities) and also between plain vanilla derivatives and those
that are more highly customized.*®

The activities that are the focus of the SCOOS may be conducted by large financial institutions through
multiple business units and legal entities. For example, a significant volume of securities financing may be
conducted from a prime brokerage platform. Nevertheless, other similar activities, perhaps with clients other
than hedge funds, also occur on trading desks with mandates that include making markets in the securities
being financed or on centralized securities financing desks. In a similar vein, OTC derivatives transactions
may occur on dedicated equity or interest rate derivatives desks that are primarily engaged in derivatives
transactions, but can also flow through businesses like corporate credit and commodities that trade both
derivatives and the related cash instruments.

Questions include changes over the past three months in the stringency of price terms (e.g., financing rates)
and nonprice terms (e.g., haircuts, maximum maturity, covenants, cure periods, cross-default provisions, and
other documentation features), reasons for changes, intensity of efforts to negotiate more favorable terms, and
expectations for price and nonprice term changes over the next three months.

% Questions include changes over the past three months in nonprice terms and the volume of mark and

collateral disputes with clients.
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The third group of questions queries about securities financing transactions — that is, lending
to clients collateralized by securities — differentiating among different collateral types (high-
grade corporate bonds, equities, agency RMBS, and other ABS) and recognizing that the
terms available to an institution’s most favored clients may differ from those available to
average clients.'

Of note, with regard to OTC derivatives and securities financing transactions, questions are
posed about changes in the prevalence of mark and collateral disputes with clients as an
increase in such disputes may suggest emerging operational stresses or other risk issues.
Indeed, during the recent financial crisis, an uptick in mark and collateral disputes proved a
good leading indicator of stress within the financial system. In addition, in the section focused
on securities financing transactions, qualitative assessments are solicited regarding market
liquidity and functioning with respect to each specific type of collateral. A final question
invites respondents to comment on other issues of particular interest not addressed
elsewhere in the survey.

In addition to these core questions, topical questions can be added each quarter, as is done
in the SLOOS, to deal with issues of particular immediate concern and relevance.

Implementation of the New Survey

Implementation of the new survey began with an extensive process of consultation with
market participants by staff members at the Federal Reserve Board and Federal Reserve
Bank of New York (FRBNY). The purpose of these discussions was two-fold: First, the staff
sought to understand the degree to which the survey under consideration might be useful to
market participants. Second, specific feedback was solicited concerning the broad content of
a draft survey instrument as well as the optimal framing of specific questions. While
indicating significant support for the survey on the part of market participants, the meetings
suggested a number of respects in which the draft survey could be improved. For example,
the draft survey did not sufficiently distinguish between the set of credit terms relevant for
other financial intermediaries and those applicable to clients. These early discussions also
highlighted that the draft survey was too detailed in asking about some credit terms, but not
sufficiently detailed in collecting information in other areas. The incorporation of feedback
from these conversations into the final draft of the survey is described in greater detail in the
final Federal Register notice published by the Federal Reserve on March 30, 2010.*

To facilitate the ongoing administration of the survey once the design and approval phases
were complete, the Statistics unit at the FRBNY designed and constructed a secure web
interface, similar to systems that they had developed for other data collection efforts. The
system provides significant functionality to both respondents and Federal Reserve staff.
From the perspective of the Federal Reserve, the system allows for the generation of reports
in spreadsheet formats at the push of a button.

In order to make the results available to market participants, central banks, supervisors, and
multilateral organizations as a common benchmark for assessing trends in the availability
and use of leverage in the financial system, the survey is made available to the public on the
Federal Reserve Board’s website. However, individual firm responses to the survey are not

" Questions include changes over the past three months in price and nonprice terms, the amount of vendor

financing (that is, financing provided on more favorable terms for securities that were underwritten by the
respondent institution), clients’ demand for funding, volume of mark and collateral disputes with clients, and
liquidity and functioning of the markets for the underlying collateral.

2 Refer to http://www.federalreserve.gov/reportforms/formsreview/FR2034 20100330 _ffr.pdf.
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published to allow frank and complete responses on the part of the surveyed firms, without
raising concerns about revealing sensitive proprietary information.

Responses to the June 2010 SCOOS™"

The inaugural SCOOS survey was conducted during the period from May 24, 2010, to
June 4, 2010, and the reference period for the core questions of the survey was March 2010
through May 2010. In addition to the core questions, special questions were included asking
survey respondents to characterize the current stringency of credit terms relative to the end
of 2006, before the onset of the crisis. These questions were intended to provide a
benchmark level for interpreting a survey that is focused on changes yet was being
administered for the first time.’* As noted in the introduction, responses pointed to some
noteworthy developments with respect to counterparty relationships and securities financing
over the previous three months, but the responses indicated little change in the terms and
conditions prevalent in OTC derivatives markets over this reference period.

Although the survey encompasses essentially all of the financial institutions active in the
relevant areas across the entire range of securities financing and OTC derivatives
transactions, some caution in interpreting the results is warranted due to the fairly small
number of firms surveyed and the fact that the modal responses to many questions indicated
that credit terms and conditions were generally little changed over the past three months.
With a sample of just twenty firms (and some firms not active in all areas), some apparent
adjustments in lending posture may reflect a change in the behavior or perceptions of only a
few firms. Over time, as additional surveys allow a time series dimension to be incorporated
into the analysis, the staff should develop a better sense for when reported changes are
likely to be economically important.

Counterparty Types

Dealers and other financial intermediaries. More than one-half of the respondents
indicated that the amount of resources and attention devoted by dealers to management of
concentrated exposures to dealers and other financial intermediaries had increased
somewhat over the past three months, with the remainder characterizing their focus as
unchanged. The vast majority of respondents, however, reported that the volume of mark
and collateral disputes with dealers and other financial intermediaries had remained basically
unchanged over the past three months.*®

13 Tables with the distribution of individual responses are available on the Federal Reserve Board website at
http://www.federalreserve.gov/econresdata/releases/scoos.htm.

1 Like the core survey, the special questions focused separately on credit terms applicable to particular

counterparty types across the entire spectrum of transactions, to OTC derivatives trades, and to securities
financing transactions.

> The section on exposure to dealers and other financial intermediaries is structured somewhat differently from

the sections dealing with clients of various types. Conversations with market participants indicated that the
individual price and nonprice terms — ranging from financing rates to haircuts, collateral requirements, limits on
maturity and documentation provisions — are very important in the process of dealers managing exposures to
clients, but are far less relevant in the management of exposure to other dealers. In dealer-to-dealer
interactions, terms are essentially very standardized and are not subject to regular fine adjustments. Thus, as
seen during the financial crisis, the critical decision for a dealer in managing exposure to another dealer is a
binary choice about whether to continue transacting or not. For this reason, the questions dealing with dealer
counterparties focus only on the amount of resources and attention devoted to monitoring other dealers, as
well as the prevalence of mark and collateral disputes which occur disproportionately among dealers. For
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Hedge funds, private equity firms, and other similar private pools of capital. Responses
with respect to credit terms applicable to hedge funds, private equity firms, and other similar
private pools of capital indicated that, across several dimensions, dealers had provided
somewhat more favorable terms over the past three months. A small net fraction of
respondents had eased price terms, which include, most importantly, financing rates.*® One-
fourth of respondents, on balance, reported having loosened nonprice terms, which include
haircuts, maximum maturity, covenants, cure periods, cross-default provisions, and other
documentation features. According to the survey, the predominant reasons cited for
loosening price and nonprice terms offered to hedge fund counterparties over the past three
months were more aggressive competition from other institutions, improvement in the current
or expected financial strength of counterparties, and improvement in general market liquidity
and functioning.'” In characterizing their interactions with hedge fund counterparties, almost
two-thirds of dealers indicated that the intensity of efforts by these counterparties to negotiate
more favorable price and nonprice terms had increased over the past three months. Of note,
one-fourth of respondents reported a considerable increase in the intensity of these efforts.
Looking forward over the next three months, a small net fraction of dealers expected
somewhat tighter price and nonprice terms, with more than one-half of survey respondents
anticipating terms to remain basically unchanged.

Insurance companies, pension funds, and other institutional investors. Responses to
questions about credit terms for insurance companies, pension funds, and other institutional
investors showed similar but more muted trends. Small net fractions of dealers indicated that
they had loosened both price and nonprice terms over the past three months for such
counterparties. The three factors that were reported to have exerted the greatest influence
on dealers’ policies were improvement in the current or expected financial strength of
counterparties, improvement in general market liquidity and functioning, and more
aggressive competition from other institutions. More than one-third of respondents indicated
that the intensity of efforts by insurance companies, pension funds, and other institutional
investors to negotiate more favorable price and nonprice terms had increased over the past
three months. Looking forward over the next three months, more than one-half of dealers
anticipated that price and nonprice terms would remain basically unchanged.

Nonfinancial corporations. The responses to questions about credit terms applicable to
nonfinancial corporations also suggest a loosening over the past three months. One-fourth of
dealers, on balance, reported a loosening of price terms offered to these counterparties,
while a small net fraction of respondents indicated that they had eased nonprice terms. The
most important reasons cited for the loosening in credit terms were broadly consistent with
those for other counterparty types: Respondents pointed to improvement in general market
liquidity and functioning, more aggressive competition from other institutions, and
improvement in the current or expected financial strength of counterparties. Dealers reported
some pressure on terms from nonfinancial counterparties, with one-half of survey

other types of counterparties, the survey poses more granular questions focusing on particular terms that
function as “dials” that dealers can adjust to actively manage their exposures.

6 Consistent with the language used in the SLOOS, for questions that ask about credit terms, reported net

percentages equal the percentage of institutions that reported tightening terms (“tightened considerably” or
“tightened somewhat”) minus the percentage of institutions that reported loosening terms (“loosened
considerably” or “loosened somewhat”). For questions that ask about demand, reported net fractions equal the
percentage of institutions that reported increased demand (“increased considerably” or “increased somewhat”)
minus the percentage of institutions that reported decreased demand (“decreased considerably” or “decreased
somewhat”).

" Consistent with the longstanding SLOOS practice, an ordinal ranking of reasons for loosening or tightening is

produced by adding the number of respondents characterizing each reason as “very important” to the number
characterizing the reason as “somewhat important” and then sorting the sums in descending order.
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respondents noting that the intensity of efforts to negotiate more favorable terms had
increased over the past three months. Looking forward, almost one-fifth of dealers, on net,
expected a further loosening of the price and nonprice terms under which they transact with
nonfinancial corporations.

Over-the-Counter Derivatives

Overall, the responses to the questions dealing with OTC derivatives trades suggested little
change over the past three months in terms for plain vanilla and customized derivatives as
well as in the volume of mark and collateral disputes with clients across the various
underlyings — foreign exchange, interest rates, equities, credit, commodities, and total return
swaps referencing nonsecurities (such as bank debt and whole loans).*®

Securities Financing

The most important trend evident from the responses to questions dealing with securities
financing related to demand for funding.'® Survey respondents indicated that, on net, demand
for funding had generally increased over the past three months. Of note, among dealers that
offer such financing, one-third reported an increase in demand for funding of agency RMBS
and one-half reported an increase in demand for funding of other ABS, on net.

Broad trends regarding changes in terms were more difficult to discern from the dealer
responses. However, certain specific changes in terms were identified by several dealers.
For example, small net fractions of respondents reported having increased financing rates at
which high-grade corporate bonds are funded for both average and most favored clients over
the past three months. By contrast, small net fractions of dealers reported lengthening the
maximum maturity over which they would fund equities for both average and most favored
clients. In the case of agency RMBS, small net fractions of survey respondents indicated that
they had eased a couple of terms (maximum maturity and haircuts) for both average and
most favored clients. On net, small fractions of dealers active in other ABS reported a
reduction in haircuts applicable to both average and most favored clients.

Questions about liquidity and market functioning for various types of collateral funded
through repurchase agreements and similar secured financing transactions, which are
included in this section of the survey, generally suggested no major change in the views of
senior credit officers. About one-fourth of respondents, however, indicated that liquidity and
functioning in the market for other ABS had deteriorated over the past three months. There
was no indication of an increase in collateral and mark disputes with clients for funding of any
collateral, including other ABS.

Special Questions on the Stringency of Credit Terms Relative to the End of 2006

Not surprisingly, responses to the special questions pointed to significantly tighter credit
terms across counterparty and transaction types relative to the end of 2006. All respondents
but one characterized credit terms applicable to hedge fund counterparties as currently
tighter than in the reference period. A significant majority of respondents also reported tighter

18 Market practices with respect to OTC derivatives require a more extensive vector of terms to adequately

capture all the dimensions across which terms can change. But this granularity makes it more difficult to distill
broad trends from the responses in this section.

¥ In the SCOOS, securities financing includes lending to clients collateralized by high-grade corporate bonds,

equities, agency RMBS, and other ABS.
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credit terms for insurance companies, pension funds, and other institutional investors. By
contrast, about one-third of dealers noted that the current stringency of credit terms
applicable to nonfinancial corporations was basically unchanged relative to the end of 2006.
In general, the vast majority of dealers reported tighter credit terms relative to the end of
2006 with regard to both OTC derivatives and securities financing transactions.

Conclusion

The inaugural SCOOS raised no significant unexpected technical or methodological issues,
and vyielded responses that were broadly consistent with the limited available evidence
regarding trends in the relevant markets during the reference period. Thus, early indications
support the proposition that the survey will be a useful addition to the toolkit available to
policymakers and members of the public seeking to better understand the amounts and
sources of leverage utilized in the financial system. This information will be particularly useful
for those working on macroprudential approaches to the supervision and regulation of
financial firms and markets. As the survey’s core questions are posed repeatedly in the
coming quarters, the additional time series dimension should increase the possibilities for
analyzing survey results, both to allow further validation of the signals coming from the
SCOOS against other sources of information and to inform analysis of the substantive
issues.
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The process of formation of inflation expectations
in an information economy

Anna Loleyt* and llya Gurov?* *

“No intelligence system can predict what government will do if it doesn’t know
itself.”

John Kenneth Galbraith

Introduction

Before beginning our analysis of the process of inflation expectation formation, we wish to
note the universal influence of key features of the modern economy on agent forecasts. The
expectations channel undoubtedly is a very important part of the transmission mechanism for
the conduct of monetary policy. The evolution of central bank activities and the appearance
of new theoretical and practical papers demonstrate the significant role of inflation
expectations.

The modern economy has been defined in a variety of ways: as a knowledge economy, as
an information economy or as the new economy.*

In 1962, Fritz Machlup published a paper [31] on the measurement of US knowledge
production and distribution. This article enhanced a wide range of research studies dedicated
to investigations of principles, norms and measurements of knowledge that resulted in the
appearance of a new area of the economy — the knowledge economy. Ouwersloot, Nijkamp
and Rietveld (1990) [35] assumed that information and knowledge are linked in the sense
that “information is the meaning assigned to data by known conventions, and knowledge is
the integration of processed information”. John Galbraith (1967) [20] indicated the enhanced
role of knowledge in the middle of the 20th century. From his point of view, the locus of
power had shifted from managers to technocrats, i.e., to a group of highly-trained experts
who, collectively, have a monopoly on scarce skills and crucial knowledge and thus
increasingly make the best decisions. Thus, Galbraith regarded the time-varying role of
information as a basis for fundamental economic changes.
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Debates on the definition of the current status of the economy — as an information economy or a new
economy — were held, for example, at a symposium sponsored by the Federal Reserve Bank of Kansas in
Wyoming (2001) [18] with the participation of M. Woodford, J. Taylor, K. Murphy, A. Greenspan, M. King and
many others.
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Before 1980, the “economics of information” was mainly understood as the “economics of
search” derived from Stigler's papers [39]. Stigler had modified competitive pricing theory by
representing price as a random variable with a given cumulative distribution curve. Thus, he
had amplified the pricing theory by integrating search activity as a necessity for price data
acquisition.

The use of game theory in pricing research became the next important stage in the
development of the information economy. This method of problem solving is based on
analysis of the origin, duration and termination of contractual relations. Agents’ incentives to
negotiate are defined by the information they possess. The problem of this information
asymmetry is solved by an analysis of conduct of the contracting parties and the information
structure of the object to be evaluated. Thereby, problems of information economy based on
interrelations of contracting parties can be solved by means of Nash’s non-cooperative
games [28].

The contemporary economy is also called the “new economy”. The term “new economy”,
according to Baily [2], may incompletely reflect current activity as it is too broad and implies
more frequent and deeper changes than actually take place. Nevertheless, the term
“information economy”, from his point of view, appears to be too narrow, as it does not fully
reflect all of the changes that are inherent in the current economy, e.g., increased
globalisation, more intense pressure for competition, and rapid development. This last
feature of the contemporary economy is considered as a basic feature of the current
economy, in this study.

One of the main tasks of monetary authorities is to provide financial stability, which primarily
concerns price stability mandates. Long-term price maintenance is a prerequisite for both
improvement of economic health and economic growth as a whole. Thus, for example,
Charles Goodhart [22] has defined two core purposes of central banks: taking the
responsibility for achieving price stability and acting as a lender of last resort, thereby
maintaining the financial stability and confidence in authorities in the conduct of monetary
policy [3], which directly impacts the behaviour of economic agents.

A large number of research studies dedicated to the analysis of economic agents’ inflation
expectations have been published recently. It is possible to identify the main research trends
by conventional means, i.e., articles dedicated to the problem of inflation expectation
synthesis (see, e.g., Lines and Westerhoff (2009) [27]). These works are based on the
consideration of the simultaneous existence of agents in the economy characterised by
different types of expectations. Some other works are based on an examination of agent
expectation management. In this case, agent expectations are modelled by endogenous
variables that depend particularly on monetary transparency. At the same time, the current
economic structure is also of interest to many researchers, as it provides a possibility to
refine the linkages among the indicators.

These research guidelines are, for example, in the ECB and Bank of Canada sphere of
interest. Staff at the Bank of Canada study the extent to which the price variance from the
monetary target affects agents’ beliefs in the monetary authorities [9].

This research subject is also alluded to in the papers of Carboni and Ellison (2009) [8],
Doepke, Dovern, Fritsche and Slacalec (2008) [17], Demertzis and Viegi (2008) [15],
Andolfatto, Hendry, Moran (2007) [1], Castelnuovo, Nicoletti-Altimari and Rodriguez-
Palenzuela (2003) [10], Blinder, Ehrmann, Fratzscher, De Haan and Jansen (2008) [5], and
others.

The study of Van Raaij (1989) [41] appears to be of peculiar interest in the context of this
research. This paper is based on the analysis of differences in the psychological and
economic motives of agent expectation formation. The statement about the importance of
psychological motives is contingent on inflation perception.
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Thus, for example, Demertzis and Viegi (2008) [15] assumed that agents’ expectations
resulted not only from their own opinions but also from other economic agents’ decisions.
Demertzis and Hallett (2008) [13] also tested an economy with agents characterised by
bounded rationality with and without information asymmetry of central bank actions. Lines
and Westerhoff (2009) [27] presented a dynamic macroeconomic model in which they
described the inflation rate in terms of economic agents’ aggregated expectations. The
authors assumed that the economy is characterised by two types of agent expectations:
rational and extrapolative ones. Blinder, Ehrmann, Fratzscher, De Haan and Jansen (2008)
[5] insisted on the importance of central bank transparency in the framework of irrational
economic agent expectations and the presence of information asymmetry. This paper is
based on an analysis of agents’ cognitive psychology. The aim of the work is to classify and
systematise groups of economic agents with different types of inflation expectations in the
information economy and to analyse the uncertainty that occurs in the economy when the
authorities redeem monetary policy promises but their action has no influence on the
average inflation expectations of economic agents.

The plan for the rest of the paper is as follows. We present in the first part of the article a
general description of the model that characterises the process of inflation expectation
formation, including the definition of information as a source of agent expectation formation.
The second part of the work presents the research on information signal perception by
economic agents, their belief in this information, the estimate of the aggregated value of their
consequent inflation expectations, and the effect that monetary authority activities have on
agent inflation forecasts, along with an estimate of the risk of the absence of such an effect.

Model

The model of inflation expectation formation is based on the assumption that any agent in an
economy possesses inflation expectations. Note that it is impossible to consider a single
representative agent, due to differences in socioeconomic conditions. Both individuals and
institutions are regarded as economic agents in this paper.

Economic agents maximise the objective function
f(ﬂ—ne)—>max, 1)
whose values are directly proportional to the accuracy of inflation expectations, i.e.,

f'QTr—ne)<0. (2)

To create inflation expectations, an economic agent should use information signals, which
we treat as resources. According to the new institutional economic theory, information
acquisition and analysis are associated with costs. Note that information is considered in the
research not in the capacity of a normal good, for example, as fixed in the work of
Ouwersloot, Nijkamp and Rietveld (1990) [35], but rather in the capacity of a good that
conditionally exhibits properties of various types of goods,® similar to a merit good [32, 33].

To investigate information perceptions, we should first define the term “information signal”.
This reflects some data that can be useful in compiling agent inflation forecasts.

Information signals are collected cumulatively, and at period t, there may be an infinite but
countable number of information signals in the economy, whereby it is possible to assign a
particular number g |g € N to each signal. Denote the set of information signals by W and

each of its elements by w. In this case, an information signal can be understood as either an

For example, Ricardo analyzed the value of goods based on the example of diamonds and water, each
possessing different values due to their degree of scarcity.
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abstract or an intensional notion, i.e., we can consider the set of information signals as a
homogeneous set, or in terms of information content as a source of heterogeneity. The whole

set of information signals W; includes all of the information signals W, :UWi , 1eN
i

collected by period of time t. In addition, we should single out information signals such that
two signals should not have any intensional recurrences, i.e., w; vw; = Vi,jeN|i= . It

is also necessary to separate information by substance wherever it is possible. For example,
we should consider unique signals for official forecasts and monetary targets instead of a
single signal both for official forecasts and inflation targets.

As a result, we can identify a perceived part of the information set W perceived by agent x as
a combination of two constituent parts q and %q , where q is the number of signals and s, is
a parameter that reflects the content of the g signal. In addition, s, is associated with a

vector s, that is a linear combination of vectors (with the sum of coefficients equals unit)

= of N = of N

so™,sf, NeR, where s is a linear combination of the information vectors of the

monetary authorities. In particular, §fb is a vector that reflects central bank information

signals, as defined by Blinder, Ehrmann, Fratzscher, de Haan, and Jansen [5], and s; is a
vector that expressly or by implication reflects information on external inflation shocks.

Thus, we can say that inflation expectations are formed on the basis of information signals
perceived by the economic agent. The sources of information signals include the whole
range of existing communication means.

The concepts of agent expectations regarding macroeconomic indicators have been studied
by economists over several decades. The concepts of rationality and adaptivity of economic
agents are considered basic to theories of inflation expectation formation. According to this
statement, we judge that agents in an economy are presented with both rational and
adaptive inflation expectations. This assumption is in line with Lucas’ interpretation that
adaptive expectations theory was an isolated instance of rational expectations theory [29,
30]. This dichotomy can be explained by the differences in agent education levels. The more
agents are educated, the lower the costs of information signals acquisition and processing
they incur. Ceteris paribus, the more an individual is educated, the more information signals
of the current period he perceives to maximise the objective function. The first problem is that
statistics on economic agents’ levels of education are published annually. Secondly, attempts
to define the educational level of legal entities among the economic agents are a priori
doomed to fail. This limits the feasibility of such a method of determining the inflation
forecasts. To avoid this problem, we suggest using statistics on agent incomes, which are
published frequently. This approach is based on the assumption that to achieve a high level
of income under current economic conditions (i.e., in an information or in a knowledge
economy) both individual and institutional units must be well qualified for data acquisition and
analysis. Moreover, the greater the agent income, the greater the risk he bears in case of a
wrong inflation forecast, i.e., the greater his incentives to perceive an additional unit of
information. Therefore, agents with higher incomes demand relatively greater accuracy of
their own inflation forecasts to maximise their objective functions, under which they, ceteris
paribus, perceive relatively more signals. Accordingly (as mentioned above), it is possible to
single out discrete groups of economic agents that are characterised by differential aptitudes
of available data acquisition and analysis. Therefore, despite neo-classical theories, we do
not find it appropriate to regard the set of economic agents as a homogenous one with the
same features, and we consider it reasonable to single out economic agents with different
levels of available information perception, corresponding to agent-based models inherently
based on the papers of Burrell (1951) [7] and Kahneman and Tversky (1979) [23]. The
macroeconomic approach of these models was explained, for example, by Axel Leijonhufvud
(2006) [26] and Leigh Tesfatsion (2005) [40].
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Facing uncertainty, economic agents behave in accordance with their inherent characteristics
(according to their own preferences based on both individual peculiarities® and particular
economic circumstances).

We consider it impossible to rule out an agent’s ability to obtain current-term signals in an
information economy. We also assume that it is reasonable to use the general government
as an original source of actual or future inflation information. It is essential to note that in
general, the government has especially wide access to special-purpose sources of
information, and the bulk of inflation fluctuations are integrated in forecasts published by the
authorities.

As mentioned above, economic agents maximise their objective function, whose values are
directly proportional to the accuracy of inflation expectations, which in turn is affected by
monetary authorities’ fulfilment of macroeconomic indicators targets,’ i.e., it is influenced by
the degree to which authorities are following ex-ante policy. Accordingly, we define the term
“belief”. An individual’'s belief in authorities is regarded as the subjective probability of how
well the actual inflation coincides with the value forecasted by authorities.

Thus, we can formally assign the criterion of belief in monetary authorities

;T —17|— 0, where (3)

nsz is the inflation forecast officially published by the authorities in the current term T, and

m; is average agent inflation expectations in the current term T.

Thus, we can assume that there is a direct dependence between the degree of adherence of
authorities to declared targets and agents’ levels of belief. It is essential to note that the level
of agent confidence will also be directly dependent on both the coordination of inflation
forecasts published by authorities and macroeconomic circumstances.

Under differences in receptivity levels, agents obtain various volumes of data to set their own
levels of belief in the authorities. The higher the levels of agent receptivity, the more
information they obtain to set their levels of belief in the authorities.

To define the average inflation expectations on the basis of data perceptivity and belief in this
information, for convenience, we single out four main types of inflation expectations (notice
that every agent in the economy has just one type of expectations).

It is not assumed in adaptive expectation theory that agents acquire current-term signals.
However, as mentioned above, one cannot rule out that possibility in an information
economy. Therefore, we consider these agents as characterised by quasi-adaptive
expectations:®

im n_e — ﬂ:eqaa
p—0 t t
1. Economic agents with low levels of both data perceptivity and authority belief are

characterised by adaptive expectations:

For example, particularly, under the influence of the incentives that Keynes defined as “animal spirits”.

Kohn and Sack (2004) [24] stated, for instance, that economic agents can feel confidence in the central bank’s
press releases if it has demonstrated a conscientious attitude toward its published forecasts.

In other words, if agents are characterised by quasi-adaptive inflation expectations, i.e., they perceive some
current-term signals but, for whatever reasons, do not trust this information, then they are actually
characterised as having classical adaptive expectations. Thus, expectations specified according to adaptive
expectations theory are a special case of the quasi-adaptive expectations defined in the present work.
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. gqaa ad

limn{" =mn{ ,where
p—0

s—0

p— level of data perceptivity of agent x, p < [0;1],

s— level of belief in perceived information signals of agent x, s e [0;1] (for more details see
below), i.e.,

lim n?qaa =T +B(m g — 75 y) . (4)
p—0
s—0
2. The expectations of agents with low levels of signal perceptivity and high levels of

belief in this information tend towards the official inflation forecasts published by the
authorities.

. aa

lim e = (5)
s—l

Note that agents with a high level of information perceptivity, i.e., receiving and analysing
more data on economic circumstances, are characterised by more sensitive confidence in
authorities’ actions than agents with quasi-adaptive expectations. As mentioned above, the
forecasts of these agents are said to be made under rational expectations® theory.

rat .
im e =1 i.e.,
p—ol

) erat _
am e = Efm, 1,4

3. In particular, the expectations of agents with high levels of signal perceptivity and
belief in monetary authorities’ actions are also based on inflation targets, i.e.,

lim nterat = Tgr, - (6)
p—->1

s—1

Assume also that rational agents with high levels of belief in monetary authorities’ actions
create their expectations on the basis of all available current-term information, particularly as
related to inflation targets, monetary transparency level, seasonality and other relevant data.

4. Expectations of agents with high levels of signal perceptivity and low levels of belief
in monetary authorities’ activities per se are also in line with rational expectations theory, but
the wider the spread between actual inflation and its official target, the greater is the
possibility that agents’ decisions on monetary authorities will contradict the declared conduct
of monetary policy, i.e., in the agents’ minds, the actual inflation is under some pressure
external to the actions of the monetary authority. Thus, the share of agents characterised by
rational expectations on inflation considers the risk that monetary authorities may not be able
to assure that actual inflation attains its target. This is a consequence of the existence of
economic agents with quasi-adaptive (including adaptive) expectations that expect worse
inflation values. In this case, rational agents consciously orient their own forecasts to these

Agents with high levels of information perceptivity are also characterised by both extra facilities to acquire data
and greater abilities to analyse it. That is to say, they need minimal time to process information and to
integrate signals into their expectations. In other words, rational agents acquire more current-term information
signals and thereby have an advantage in future inflation assessments.
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agents’ expectations.’® We identify such agent forecasts as arbitral ones, by analogy with
OTC and stock trading strategy:

. rat arb
limn; =={ ,and
p—1
s—0
1

. arb gaa . . rat gaa

limzf == Lif(limry < |=f (s)ds),

p—l t t s—0 t t

s—0 0

else . 7

. earb
LI_rHTEt =E(n; |IT—1)
s—0

The scheme of types of inflation expectations is represented in Figure 1.

Figure 1

Schematic representation of types of inflation expectations

Level of perceptivity of information signals

>
pmm:O pm;u_ I
Smax™ l ‘ L 4 ’
Agents with quasi-adaptive expectations that

tend to converge with official inflation forecast
published by authorities

Agents with rational expectations that tend to
converge with official inflation forecast
published by authorilies

. ra
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Pl t
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1
lim ™ = 2 of Qim 7™ < [ 7" ()ds),
1=l 1]

Level of belief in actions of monetary authorities

else

lim 72¢™ = B (|17

=0

. qaa ad
lima;" =nf
p—0

=20

Agents with quasi-adaptive expectations that
tend to converge with adaptive ones

Agents with rational expectations that tend
Lo converge wilh arbilral ones

Smin=0 ¢ .

Note: Multiplicity of economic agents.

% Notice that economic agents with arbitral inflation expectations follow a deliberate prediction strategy. This can
be explained by the fact that we consider these agents as individuals defined, according to Neumann-
Morgenstern theory, as risk-averse agents. According to this theory, if inflation expectations of arbitral agents
are higher than average forecasts of agents with quasi-adaptive expectations, they don't resort to arbitrage
and we classify them as rational agents.
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1. The process of inflation expectation formation

In accordance with the concept of bounded rationality, developed by Simon in 1972 [38] (in
contrast to the rational expectation hypothesis, this concept considers the limitations of the
available information and of human intelligence), economic agents in this study are defined
by their levels of information perception. Note that because of the bounded rationality of
agents,™ it is impossible to achieve the maximal theoretical level of information perception.
Therefore, we bound the lowest level of information perception to the point that can be
attributed to an agent that perceives only the public signals of the current term. We bound
the maximum tolerance range to the point that can be attributed to an agent that perceives
the greatest volume of information (note that this agent is not completely rational). This
statement is made in accordance with the current concept of the information economy and
the availability of online sources of information. Thus, such agents are considered pro tanto
with the unit and zero levels of information perception.

In a similar way, we define the agents’ levels of belief in the monetary authority’s actions —
those agents that completely distrust perceived information will be identified as possessing a
zero level of belief, and those with absolute trust towards perceived information are identified
as possessing a unit level of belief.

This simplification allows us to define the inflation expectations type of any agent in economy
through linear combinations:

Te(p,s) . (8)

Thereafter, to define the average inflation expectations of economic agents, we must first
determine the agent unit distributions on information perception and its confidence level.

The analysis of agents’ inflation expectations based on information perception and belief is
presented in the first part of this work. The aim of this article is to describe the process of
inflation expectation formation. Thus, we find it necessary to characterise and formalise
these notions.

A. Agents’ perception of information signals

Before we analyse agent information perception, it is essential to evaluate the number of

incoming information signals to an agent in the economy. Assume that i 22 information

signals are supplied at time t that directly or indirectly characterise the economic
environment; in addition, these signals reflect both previous-period events (up to and
including period [t-1]) and current changes (taking place at time t).

s_ of e
= ay +q§” , Where 9

™ This assertion does not contradict the concept of quasi-adaptive expectations presented in this paper since,

because of the limited nature of human intelligence, every economic agent is boundedly rational (possessing
both rational and quasi-adaptive expectations).

i
2 tis necessary to note that each country is characterized both with its own information volume (ItS ,J €N

iJ
where j is a country, and s - supply) and with its own indexes reflecting information asymmetry (At' ) and

j
monetary transparency (5tm ) characterizing the particular country. Additionally, as already mentioned

above, according to Hegel’s dialectical principle (the transition from quantity to quality), we can affirm that an
agent’s information perception increases as its total volume increases meeting its asymmetry decrease.
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qtOf is the number of information signals that overtly or covertly characterise the future rate of
inflation predicted by monetary authorities, i.e., characterise the inflation target value.

qu is the number of information signals that characterise external shocks (independent of
t

the actions of monetary authorities) that affect the inflation rate.

However, every agent in the economy at time t can perceive only some nuggets of
information 1 as a consequence of information asymmetry, and I? reflects the highest
available volume:

12 =102,4%)=f(a a5 ,AY), where (10)
S

A,i; is the level of information asymmetry at time t.

Note that monetary transparency facilitates the decrease in the volatility of agents’ inflation
expectations, i.e., expectations tend to converge with official inflation forecast, and thus tend
to decrease the degree of agent nervousness and to increase financial stability. In other
words, more perfect monetary transparency leads to less information asymmetry between
authorities and economic agents:

Al =f(Al,5™), where

At‘ is the level of information asymmetry at time t (non-adjusted for monetary transparency),
and o;" is the level of monetary transparency at time t.

It is essential to note that, in our model, we define the monetary transparency as a whole
instead of focusing on the central bank transparency, as do many research studies.'® The
index of monetary transparency reflects not only explicit policy models, the regularity of
policy decision announcements, the open monetary transmission mechanism and other
factors integrated into the central bank transparency index [21], but moreover, it also reveals,
for example, the quantity and quality of information sources, their semantics and many other
determinants.

At the same time, it is important to note that none of the monetary transparency assessments
published to date can be used as the only correct one to reduce the asymmetry without
applying additional adjustments. This is due, among other factors, to the lack of information
on the evaluation technique (see, for example, Oxford Analytica Country Report) [43].

- . . . m . . .
An economic agent perceives at time t only a small piece It 1 of all available information 12

that defines its level of information perception. Suppose that the number of apprehended
information signals depends on the agent's income. Because the levels of information
perception p, and p.° are generally strongly correlated with relatively small j, high-income
agents in general are characterised by a high degree of information perception. Thus,

13 see for example [14, 16, 21, 36].

" The isolation of perceived signals Itm by agents from all available information Ita is explained by limitations of

human intelligence, i.e., in philosophical terms, by the problem of ideal objects, insofar as ideal objects in
combination with material objects provide the sophistication of a perpetual universe.

> This statement reflects an assumption that the economic agent in the short run cannot change his own level of

information perception.
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p=f(y,;I{") e[0;1] , where (11)
yx — income of agent x, and p - level of information perception of agent x.

The volume of acquired information is measured by the use of signals, i.e., announcements
or statistical data on the economic environment that expressly or by implication affect the
future value of inflation.

Some agents (the adaptive ones) acquire and analyse only the information on the previous
periods, distrusting any fresh information. Others are oriented to the most available signals
disseminated by monetary authorities. The higher the level of agent signal perception, the
greater the attention paid to the latest information (rational behaviour). Assume also that it is
possible to determine the number of information signals such that an additional one would
not substantially improve one’s personal inflation forecast. Thus it is possible to limit the
infinite number of information signals such that

™ | p=1, (12)

An economic agent acquires and analyses information and makes a decision on the basis of
this analysis. Therefore, the income distribution is taken to represent the distribution of
economic agents according to their capability to perceive information. The income increase
per unit is much more significant for an economic agent that owns just one unit of income
than for an agent that owns one thousand income units. Thus, we assume that a shift in the
level of agent information perception depends on the percentage income change. For the
purposes of further analysis, it is necessary to formalise the distribution function of agent
incomes B(y,)™ that reflects the share of economic agents with income lower than the
defined one.

Designate the density function of agent incomes by b(y,) and constrain the maximum income
t0 Ymax, Which corresponds to the set of agents with income y >y, . . This function is

continuous and thus integrable. According to the above analysis, information perception and
processing is associated with data acquisition costs and other problems of information
asymmetry. Therefore, we use a parameter to reflect the information asymmetry adjusted for

monetary transparency, A! [0;1], 6™ [0;1].

Thus, two parameters affect an agent’s level of information perception:

1. Relative value of income reduced to semi-elasticity:

§x:mﬂlL}. (13)
Y max

2. Coefficient reflecting the relative number of information signals, adjusted for

information asymmetry, monetary transparency and bounded rationality:

a

o= ie.

Imax

| sMx(1-A1)

6= (14)

Imax

1 tis possible to use statistical data on income distributions of both households and legal entities for model

verification.
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The level of information perception depends on information processing as well as on
monetary transparency and asymmetry per information unit:

1
P=—TT- (15)
1+Y><

The density function of vx can be expressed in terms of the density function of agent incomes
b(yy). According to (13),

Y, = Yo x€”, and (16)
dy, = Y x€xd
thus, inverting the order of integration, we obtain

[0 = [D(Y max X €¥) X Y o Y A (17)

Designate the distribution function of relative incomes in the logarithmic scale (Y, ) as

b(yX). Then the distribution function of information perception will be defined on the basis

of the density function of relative incomes B(Y ).

1
Given that yx|= (1_1)6 ,and forany y, <y, . we have yx <0, it follows that
p
1
S;x = —(1—1)0
, whence
1
=1

- 1 1 1 0
dyx =—x—x(=—-1 dp.

Yx =g 02 X(ID ) p
Inverting the order of integration in (17), we obtain

1 1—1

- - -, 1 ny 1 1 1 0

[o(rxdve= [(«(=-1)0 )x=x—x(=-1)f dp. (18)
p 0 p p
Designate the distribution function of information perception by G:
1 1
P01 g 1 1.1 gt
G=[o(-(=-1)xZx—(=-19 dv. (19)
0 % 6 v°v

The function G is equally distributed among levels of belief s.

B. Belief in perceived information

Note that the belief levels of agents with different levels of information perception are
different. Those agents who perceive information relatively deeply are able to acquire and
analyse extra signals, but their belief level varies.
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The level of belief of the agent with level of information perception p is defined as

Sip = (1= P) xSp=p + PX S| , Where (20)
Spp=0 - belief level of the agent with zero information perception, and
Sp=1 - belief level of the agent whose level of information perception is unity.

According to this analysis, we examine the process of formation of belief in the authority’s
actions for agents with zero and unit levels of information perception.

As mentioned above, economic agents rely on the previous period spreads between the
actual inflation and its official targets in setting their own beliefs in perceived information.
However, agents with zero level of information perception consider public authorities as a
common source of information. Thus, for every period t, it is possible to determine the
divergence:

Xi =TT, —rrce,fI . (22)

For agents with weak information perception, the compact divergence x reflects their

willingness to trust the authorities (see [3]). However, economic agents assign different levels
of relevance to events of various periods for at least two reasons. First, economic agents
tend to give higher priority to recent events and lower priority to past ones. Second, if a
certain government returns to power at intervals, then the events of those periods would be
considered to have higher importance than events at other times. Thus, for example, if the
US Democratic Party comes to power, then economic agents probably will give greater
weight to the events of other periods of Democratic control. Therefore, to recognise the
changing relevance of information over time, we introduce a coefficient A1 characterising
changes in the significance of events occurring in a period t to set the belief level in the
current period T.

To simplify the analysis, suppose that A, does not depend either ontor on T, i.e., A1 = A
In this case, Areflects the extent to which event relevance decreases up to period t
(inclusively) transferring to period t+1.” Agents with low level of signal perceptivity are
characterised by fewer opportunities to acquire and analyse information. Thus, it is difficult
for them to keep data in mind for long periods of time. Therefore, it is logical to suppose that
the information forgetfulness coefficient should vary for agents with different levels of
information perception, i.e., A= A(p).

Assume /1(O)=AO; then the set of deviations {Xt} reduces to the set deviations

T-t
Xe* Z Tt
that takes into consideration the changing relevance of information over time.
Let

AT_t

M= Xt * Z Tt
for every t. (22)

" The use of this coefficient, for example, can explain the results of the Romer & Romer investigation (2000)

[36]. They statistically substantiated that, over a period of several decades, forecasts published by Fed staff
were more refined than inflation expectations of economic agents.
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Thus, the set of deviations {y,} gives rise to the set of deviations {n, } that takes into
consideration the changing relevance of information for every time t.

In this case, the belief level of agents with information perception equal to unity is evaluated
on the basis of the set {7, }. The spread between actual inflation and the official target is

affected by various factors. Therefore, the current-term spread can be considered as a
random variable with unknown distribution law. Therefore, the definition of the distribution is
conceptually impossible under the additive and multiplicative influence that various factors
(which can vary according to the country in question) have on divergences. In the general
case, it seems fair to suppose that deviations are distributed as finite numbers of linear
combinations of generalised hyperbolic distributions, where the linear factors are

n
B..B,...B, 1.8, =1, i.e., a linear combination of distribution functions should also be a
i=1
distribution function. We can determine the mean deviation value on the basis of data on the
spreads between the actual inflation and its official target:

T-1
Z’?t
My lp=o= ENr = tt_l_l , (23)

and the unbiased estimated variance of the deviations:

1, (14 2
¢ tzl:rlt tlem

O, |=0=Vn; = x| = - = . 24
02 |p—0 nT t—1 t—1 t—1 ( )

We assume in this case that agents do not recognise the distribution function of the
differences between the actual inflation rate and the target. This follows for at least two
reasons. First, in this instance, confidence is evaluated on the basis of the coincidence
between the actual inflation and the official forecast, including the coordination of the
authority’s actions and excluding the possible influence of a statistically significant
characterisation of spread behaviour. Second, the fitting of generalised hyperbolic
distributions is a rather complex process that requires special software, and consequently,
agents with even relatively low costs of information acquisition and analysis have some
problems with the estimates of the distribution parameters. Nevertheless, economic agents
align their forecasts on the basis of their own impressions on the authority’s adherence to
declared targets and price level forecasts. The subjective expectation of deviations by every
agent is affected by various endogenous (a consequence of individual peculiarities) and
exogenous factors. The latter include the average deviation (the mean, see [23]) and degree
of fluctuation instability (the variance, see [24]). The endogenous peculiarities under a
random selection of agents are chance factors. Therefore, considering a particular agent, we

assume that the expected deviation is a normally distributed random variable with mean m,
and variance O -

(_(’7 B m0 )2 )

1 20 ,
€ ~ x e 0

N2TO,

Insofar as an economic system in toto consists of large numbers of agents, the distribution
function of this random variable thus reflects the distribution of expected deviations. As was
mentioned above, the greater the difference between actual inflation and the forecast, the
lower the level of belief in the monetary authority’s actions. Consequently, the distribution

(25)
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function of expected deviations is used as the basis for defining the belief distribution
function.

Therefore, we estimate that the subjective probabilities of deviation lie within the determined
interval [a;b]:

(n-m)? )
P e 2% g (26)
p(a<n, <b)= xe n.
T i\/Z'ITG
If p=0 and both a and b are close to k mp and if, in addition, the probability of the deviation
lying within the determined interval is high, then the economic agents will trust the
authorities.

We define the belief function based on the distribution function. It is defined on the basis of
the probability distribution P(8 < /I <b).

It is essential to note that under hyperinflation, in spite of the fulfilment of macroeconomic
indicators targets, agents will have zero levels of belief. That is, the weakened belief in the
authority’s actions in the conduct of monetary policy correlates with the intersection of the

hyperinflation threshold. Hence, for every critical i such that at v >y , the level of belief
Thi.

in the authority’s actions equals zero, L« , Where @ is the coefficient characterising the
sensitivity of the agent’s level of belief in the authority’s actions.*®

Therefore, the belief function is set on the basis of density function, which is defined on

m .
interval {0 J} and is expressed as
a

(v-my)? (v+my)? Ty

n (—=——) ( —) at ne [0 )
F = j 1 xe 2% dv +_[ 200" dy,

0V2rno, \/2nco (27)

(V—mo) (v+m0)2

F= xe “°° dv+ % dyv,

£ \J2no, I \/2n00

Figure 2

Distribution function of agent belief in monetary authority actions.
(Reflects differences between actual inflation and official forecasts.)

4 pl)
The density function of agent
ﬂx\\bf‘i authorily aclions
. : ! e
£z TR = v

Note: The coordinate of the punctured point on ordinate axis shows the value for
agents with zero belief in monetary authority actions, which is determined, ceteris
paribus, by the alpha value (the higher the alpha, the higher this point).

8 The coefficient a also reflects agent nervousness, velocity of money and currency issue.
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hi
function of the agent belief. Therefore, if a is significantly greater than unity, then in
response to a slight increase in the expected spread between actual and predicted inflation,
the confidence in authority activities can decrease drastically. This thus confirms the above
statement that “the wider the spread, the weaker the belief’. Thus, by inverting the order of

integration, we obtain

We should turn to the measure of belief s |, jo.= to consider the distribution

(hfu_v-—mf’ % (”i]za—w&)z
o La) ™ myla’

H = [T : szm)d T Thi } 2zﬂhi/a)d 01  (28)
=|—"  xe o v+ |———xe oo v,at s e (0;
° 0 021G, 0o o2mo,
HO :1_HO‘SE(011]'at s=0
Figure 3

Distribution function of spreads between
actual inflation and official forecasts.

A
his)

1

hi)

-
] 1 s

We have thus defined the distribution function of beliefs for agents with zero level of
information perception.

The distribution function of beliefs for agents with unit level of information perception is
defined analogously with the one exception that another approach is used to estimate
divergences. These economic agents qualitatively distinguish all kinds of signals emanating
from the authorities. Therefore, they can use different weighted coefficients to set their level
of belief. In other words, they will rely on that source of information whose previous-period
signals strongly correspond with actual rates of inflation. The sum of the squared deviations
from actual inflation in response to this kind of signal can be used as a measure of its
accuracy.

We should emphasise the significance of the coordinated actions by the authority, which is
revealed by the coincidence of forecasts. This in and of itself cannot produce a strong belief
in the authority’s actions, but it can produce a certain multiplicative effect by sending a signal
to agents that monetary actions are concerted.
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Thus, agents with information perception equal to unity set their own level of belief in the
authority’s actions on the basis of the following deviations:

N qofN (Tf{ -1, 2
ve=(m - (X & N ktj xm ™ 1) x
n=1 Z_‘i( tofN) Z[ > (o™ o, 2]
n=. n=1\ k=1 | N . R (29)
i(g(rrof,N —IT )2J+1Xii(rrof,N —TTOf’(N_l))Z
x (1+In( il t N =ia ! )
N (t-1
S Some |
n=1\k=1

These deviations are then adjusted by the coefficient A, and we consider the set of adjusted
deviations {p, }:

T-t

-

We determine the deviation mean value on the basis of data on spreads between actual and
forecast inflation for agents with high level of information perception:

T-1
Z‘Pt
My Jpi= E@r =, (31)

and the unbiased estimated variance of deviations:

P =V (30)

T 2

2 T-1
¢ A AN
x t=1 t=1

t—1 | t-1 | t-1

02 lp=1=Ver = (32)

We define the distribution function of the beliefs of agents with unit level of information
perception on the basis of hypotheses on the normalcy of the expected deviation of data
distribution, as described above:

2 2
(Mj (v [h) (1-v+—y?
s - o i [ ) s - o i o )
H, = [——xe 201" dv+[—hi e 20;° dv, se(0:1] . (33)
0 021G, 0 oV271G,

Hy =1- Hl\SE(o:l]v s=0

The belief distribution function of agent x with level of information perception equal to p is
defined as a linear combination of Hy and Hy:

He =(1-p)xHo+pxH,. (34)

C. Average inflation expectations

We do not consider merely one representative agent in this research. Therefore, various
economic agents are characterised by divergent inflation expectations. However, it is feasible
to calculate the integral of the agent inflation expectations in the economy. Therefore, it is
necessary to weight the inflation expectations of economic agents by their numbers. For this

purpose, we define the density function of agent inflation expectations (FS ) based on the
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signal perception and confidence in this information. This distribution function is the
combination of the belief G(s,p) and the information perception H(p) distribution functions
that are defined above:

FS = TH xG(vdv . (35)
0

Figure 4

Graphic representation of density function of agents’ inflation
expectations, reflecting signal perception and belief in the information.

N N

Note: The peak is associated with the weighted average of expected
rates of inflation (weighted by number of agents). Thus it enables one
to define the predominant type of agents’ inflation expectations.

This figure reflects a simplified interpretation of our research results, by means of which the
predominant type of inflation expectations can be represented graphically, thus making it
possible to evaluate the risks inherent in it.

Then, the average inflation expectation of economic agents is equal to the weighted (in
inflation expectations) average of the above function:

me = ﬁne(s,p)Hstdpds. (36)
00

D. Risk of arbitrage

One of the practical aspects of applying this concept is that it makes it possible to define the
risk that agents with arbitral inflation expectations are present in an economy. The
corresponding uncertainty in the evaluation of average inflation expectations, i.e., the
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potential contribution of agents with arbitral expectations to the average anticipations, is
considered to be the arbitral risk. We consider this case to be one with risk, given the
uncertainty surrounding the monetary authority actions at which they were to meet
macroeconomic indicator targets but would not affect the average agent inflation
expectations. This occurs when agents with quasi-adaptive expectations forecast higher
inflation owing to a lack of information available from monetary authorities. In this case, some
agents characterised by rational expectations and with access to a volume of information
sufficient to define both the share of quasi-adaptive agents and their average inflation
expectations forecast the same inflation value. Thus, the average inflation forecasts of
economic agents depend on the presence of agents with arbitral inflation expectations in the
economy. It is essential to note that as the average agent belief increases, any inflation
fluctuations increase the future average rate more than it would be in the case if this group of
agents were not identified.

Note that average inflation expectations are defined according to (36) and that agents are
characterised by various levels of confidence in acquired information:

7 =k,m® +k,m™ , where

k; - share of agents with the proper type of inflation expectations, j € [1,2],j e N.

Alternatively,

arb
rat

of

o +k,m%  where (37)

e _ ad
m = Kl ><7Tqad +K277 +K37T rat

x, - a share of agents with the proper type of inflation expectations, i € [L14],i eN.

We evaluate the share of agents with arbitral inflation expectations at time T. For each kind
of agent with a fixed defined level of information perception p=p*, the share is

-~ 1
Ky =[(1-5) Hip_cons S - (38)
0

This value can be determined on the basis of each level of perception. Thus, it is possible to

evaluate the share of agents with arbitral inflation expectations a, by weighting and
summing up each level:

11
Ky = [ j(l—s)xpr‘p:const xGdsdp . (39)
0 0
That is,
LT PN
1 1( ) (s . 7[“] . 2(“hi/m) )d
Ky = 1-s)x px(|—2—xe i v+
‘ !! P E[(Nchp
hz(l—wimp )?
(0‘) (’Tm/“)
s (————=n =1 p- 1 1
TChi 252 1 =~ 1 1 1 —1
+ [ —=—xe P dv)x (| b(=(==1°)x =x—x(=-1)° dv)dsd
0v2ro, ) (g((v ") 0 v? (V ) ) p. (40)

This is the contribution that agents with arbitral expectations make to the change in average
expectations according to (7).

Thus, it is possible to define the significance of the influence of the arbitral formation of
expectations on previous rates of inflation. It is also possible, using this model, to measure the
magnitude of the risk in the current term and, thus, to establish the optimal conduct of
monetary policy for achieving a given inflation target and a stable price level over the long run.
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Conclusion

There is no doubt about the importance of the expectation channel of transmission in the
conduct of monetary policy. Ben Bernanke,” for example, noted the incontestability of a
significant influence of inflation expectations on its actual value and thus on achievement of
price stability. This can also be seen in the ECB paper®® on the analysis of agent
expectations, which asserts that in the conduct of monetary policy, central banks need to
form and to monitor expectations of economic agents on a continuing basis. Insofar as the
authority actions affect the macro parameters with lags, monetary policy needs levers
against agent anticipations of random processes within a framework of financial stability, in
order to keep current economic risks to a minimum. In addition, expected changes in
economic variables can strongly influence current agent behaviour by means of various
channels of the transmission mechanism.? It should be noted that understanding the
formation of agents’ expectations makes them more manageable for monetary authorities,
which in turn facilitates, for example, asset price management. The importance of this is
demonstrated by Japan, which has struggled with the consequences of the collapse of the
asset price bubble over the last twenty years.

Accordingly, we wish to note that to manage agents’ inflation expectations, it is essential to
analyse and use all sources of information. A lack of coordination on the part of the
authorities can lead at least to a decreasing level of agents’ belief, thus increasing the
number of agents with arbitral expectations. The only way to avoid agents’ distrust and thus
decrease the risk of arbitrage is to publish monetary targets on a monthly basis using various
information sources simultaneously to provide sufficient access to this information.

In conclusion, we would like to note that for the purposes of addressing crisis phenomena,
the feasibility of defining the inflation expectations that economic agents form based on
perceived data in the information economy appears to be an extremely important issue.

% Ben S. Bernanke: Inflation expectations and inflation forecasting, National Bureau of Economic Research

Summer Institute, Cambridge, Massachusetts, 10 July 2007, BIS Review 79/2007.

2 Expectations and the conduct of monetary policy, ECB Monthly Bulletin No 5, May 2009, pp.75-90.

2L B. Wickman-Parak. Inflation targeting and the financial crisis, BIS Review, No 2, 2009, pp. 10-17.
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Abbreviations

a set of information signals

a single element in a set of information signals
economic agents

a number of signals

a parameter that reflects the content of the signal q

supplied information signals at time t that directly or indirectly characterise the
economic environment

the highest available volume of information at time t

a
a piece of the available information !t perceived by an economic agent at time t
that defines its level of information perception

the maximum number of information signals perceived by an economic agent at
time t

a coefficient reflecting the relative number of information signals adjusted for
information asymmetry, monetary transparency and bounded rationality

the level of information asymmetry at the time t (non-adjusted for monetary
transparency)

the level of information asymmetry at the time t (adjusted for monetary
transparency)

the level of monetary transparency at the time t

a linear combination of vectors of information emanating from monetary
authorities

a vector defined according to [5] that reflects central bank information signals

a vector that expressly or by implication reflects information on external inflation
shocks

the number of information signals that overtly or covertly characterise the future
rate of inflation predicted by monetary authorities (i.e., that characterise the target
inflation rate)

the number of information signals that characterise external shocks (independent
of monetary authorities’ actions) affecting the inflation rate

inflation forecast published by the authorities in the current term T

average inflation expectations of agents in the current term T

adaptive inflation expectations
guasi-adaptive inflation expectations

rational inflation expectations
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arbitrary inflation expectations

hyperinflation

the coefficient characterising the sensitivity of the agent’s belief in the actions of
the authority

level of information perceptivity of agentx, pe [0;1]

level of belief in the perceived information signals of agent x, Se [0;1]
income of agent x

maximum agent income

distribution function of agent incomes that reflects a share of economic agents
with incomes lower than the defined one

density function of agent incomes in b(yy)

distribution function of information perception
set of deviations { y, } of actual inflation from its official forecast

coefficient characterising changes in the significance of events occurring in period
t to set the belief level in current period T

set of deviations obtained from the set of deviations {y,} considering the
changing relevance of information over time for every t

set of deviations of actual inflation from its official forecast, providing an indicator
of the maximum number of information signals

set of deviations obtained from the set of deviations {y, }providing an indicator of

the maximum number of information signals and considering the changing
relevance of information over time for every t

belief distribution function of agent x with level of information perception equal to p

density function of agent inflation expectations reflecting signal perception and
confidence in the information

proportion of agents with i-type inflation expectations
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Quantifying qualitative data from expectation surveys:
how well do expectation surveys forecast inflation?

Teresita Bascos-Deveza®

As early as 2001, the Bangko Sentral ng Pilipinas adopted new measures of collecting
information that could assess the direction and general state of business and the economy
especially during times of economic uncertainties. These new measures consist of two
guarterly opinion surveys — the Business Expectations Survey of top corporations in the
Philippines and the Consumer Expectations Survey of households in the country. Both
surveys provide a quarterly outlook on the economy by corporates and consumers all over
the country. This paper examines the ability of confidence indicators from the Business
Expectations Survey to provide advance warning on the peaks and troughs of the Philippine
business cycle measured through the real gross domestic product growth rate. This is the
first comprehensive analysis of survey data fitting both in-sample and out-of-sample real time
data to track the peaks and troughs of the Philippine business cycle. It was found that the
resulting turning points at downturns coincide with actual critical conditions and events in the
Philippine economy which triggered a real contraction or slowdown during those periods. The
paper further examines the ability of confidence indicators to predict future movements of
inflation and exchange rates applying a modified “KLR signals approach” of setting
thresholds and estimating conditional probabilities empirically from the survey data. Results
show that confidence indicators from the Business Expectations Survey are useful tools for
an advanced assessment of macroeconomic and financial risks.

l. The Rationale for Conducting Business and Consumer Surveys

The conduct of surveys is almost as old as recorded history. During the early times,
censuses were conducted to enumerate citizens for taxation and military purposes. Two
thousand years later, technology and communications development modernized the world as
well as the tools for the conduct of surveys — creating a huge demand for information and
making data collection and processing swift and efficient. As a result, surveys are being
conducted to fill in the data gaps in all aspects of economic and social life — industry, trade,
finance, government, health, education, and other economic and social activities worldwide.

At present, many central banks are conducting business and consumer expectation surveys
with corporates and households as survey respondents, respectively. These two sectors
were identified under the System of National Income and Product Accounts as the major
producers of goods and services for the whole economy as well as for the rest of the world.
Hence, decisions made on future economic activities based on the expectations of
businesses and consumers would largely determine the future course of business and the
economy. Through the conduct of these two surveys, expectations of businesses and
consumers are recorded and transformed into advance information on business and the
economy including the likely paths of inflation, interest rates, and exchange rates in the near
future.

! Bangko Sentral ng Pilipinas.
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Two questions on the analysis of survey results are: 1. Do the indicators derived from the
surveys provide correct or reliable advance information on the whole economy and on key
economic indicators like inflation and the exchange rate? And 2. Aside from the direction of
change, which is computed through the difference or changes in values of the indicators from
the survey, how would one interpret the actual numerical values of the said indicators?

The first question is answered in Section Ill, which shows the tracking ability of the indicators
derived from the surveys with respect to the movements of gross domestic product (GDP)
growth rates, inflation rates, interest rates, employment, and exchange rates.

The second question is also addressed in the succeeding sections, which demonstrate the
application of the Kaminsky, Lizondo, and Reinhart (KLR) signals approach to calculate
empirical probabilities (based on the numerical values of the survey indicators from the
survey data) to predict the future movements of inflation and exchange rates.

. Business and Consumer Expectations Surveys in the Philippines

The Business Expectations Survey (BES) and the Consumer Expectations Survey (CES) are
currently being conducted quarterly by the Bangko Sentral ng Pilipinas (BSP). These two
quarterly surveys are intended to provide advance indicators on the overall direction of
business and economic activities during the current and next quarters from the viewpoint of a
representative sample of the top 7000 corporations in the Philippines covered by the BES,
and a random nationwide sample of 5000 households for the CES.

The Questionnaires

Both the BES and CES ask mostly qualitative questions usually answerable with three
possible choices as shown below:

Business Expectations Survey Sample Questions

Current Quarter (Jul-Sep 2010) Next Quarter (Oct-Dec 2010)

Improving | No Change | Deteriorating | Improving

No Change

Deteriorating

Business Outlook

What are your company’s expectations with respect to the following?

Current Quarter (Jul-Sep 2010)

Next Quarter (Oct-Dec 2010)

Economic Indicators Up No Change

Down Up

No Change

Down

Average Peso Borrowing Rate

Average Inflation Rate

Average (P/$) Exchange Rate
(up — appreciation;
down — depreciation)
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Consumer Expectations Survey Sample Questions

What do you think of the country’s present economic condition compared to that of 12 months ago (cite reference
period)?

1 — Better 2 — Same 3 —Worse

What is the present financial situation of your family compared to that of 12 months ago (cite reference period)?
1 — Better 2 — Same 3 — Worse

The Indicators

Qualitative data derived from the two surveys are quantified into indicators using diffusion
indices or balance statistics. The diffusion index (D) is a measure of the difference between
the percentage of corporates/consumers with an “improving or positive outlook” and those
with a “deteriorating or negative outlook”. The diffusion index in the BES is measured by:

D= (100*ZZW]Y” )/n -100D <100
Where:

W; =N;j/N is the weight of the response of the respondent firms in the jth sector
N; = number of firms in the top 7000 corporations belonging to the jth sector

N = 7000

i =1lton; n; = number of sample firms in the jth sector
j = 1tok; k = the number of sectors

n = total number of sample firms = n;+ n, + ...+ ny

Yi = 1 if respondent’s outlook is improving

0 if no change, and

-1 if deteriorating

D > 0 means that optimistic respondents outhumber the pessimists;

D =0 optimistic respondents equal the pessimists;
D < 0 pessimistic respondents outnumber the optimists.

Except for average capacity utilization, expansion plans and business constraints, which are
computed in actual percentages, all of the other indicators are diffusion indices which are
estimated using the above formula. The same computing methodology is also applied in the
computation of the consumer outlook indices, but the weights are based on population size in
the sampling areas. Time series data are available from these two surveys. Quarterly indices
from the BES are available as from 2001, while those for the CES started in 2007. Listed
below are the indicators derived from the two surveys:
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BES INDICATORS

CES INDICATORS

Business confidence index on the
macroeconomy (current and next quarters) —
overall, for industry, construction, services,
and trade, and by region

Consumer outlook index — average of

3 indicators — family financial situation, family
income, and economic condition of the
country (current quarter, next quarter, and in
the next 12 months)

Business confidence index on own
operations (current and next quarters) —
overall, for industry, construction, services,
and trade, and by region

Buying conditions index for consumer
durables

Volume of business activity index

Buying intentions index for consumer
durables

Volume of total order book index

Buying intentions index for house and lot

Credit access index

Buying conditions index for house and lot

Financial conditions index

Financial situation index

Average capacity utilization

Buying conditions index for motor vehicles

Employment outlook index

Unemployment expectation index

Expansion plans - manufacturing

Buying intentions index for motor vehicles

Inflation expectation index

Inflation expectation index

Exchange rate expectation index

Exchange rate expectation index

Interest rate expectation index

Interest rate expectation index

Il. Tracking Ability of BES Indices

The BSP regularly monitors the ability of the BES and CES diffusion indices to track the
quarterly movements of economic indicators. Empirical data from the survey results show
that the business confidence index of the BES is positively correlated with the real gross
domestic product growth rate of the Philippines with a correlation coefficient of 0.65.
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It can also be seen from the chart that the BES business confidence index generally tracks
the movement of the GDP growth rate starting from Q1 2001. Moreover, during the 2007
financial crisis the index registered a downturn and succeeding upturn ahead of the GDP
growth rates in Q1 2007 and in Q2 2009, respectively.

Likewise, the BES inflation index and headline inflation rate are also positively correlated,
with a correlation coefficient of 0.65. The inflation index rises ahead of headline inflation in
Q1 2002 and Q1 2007 where inflation registered a turning point from a downturn to an upturn
phase. The BES inflation index also correlates significantly with the three-month yield curve
for government securities, with a correlation coefficient of 0.71. The BES inflation index also
leads the three-month yield curve during periods of turning points from a downturn to an
upturn phase.

Chart 2. BES Inflation Index Current Quarter vs. Headline Inflation Rate
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Significant but lower correlations were also observed for the peso borrowing rate, exchange
rate, and employment indices.

BES INDICES AND ECONOMIC INDICATORS Pl
BES peso borrowing rate and the three-month yield curve 0.60
BES exchange rate index and the average exchange rate 0.52
BES employment outlook index and the employment rate 0.56

Although the correlations are not remarkably high (ranging from 0.52 to 0.71) all of the
correlation coefficients are statistically significant at the 1% level. These results indicate that
that the indices derived from the BES track the movement of its counterpart indicators and
even lead these indicators at some turning points. This validates the economic framework
that business expectations of corporates determine the near future course of business and
the economy.

In the case of the CES indices, the analysis of the tracking ability will not be presented due to
the lack of sufficient data points necessary for a robust analysis.

V. Predictive Ability of BES Indices

The Modified Signals Approach

Following the Kaminsky-Reinhart signals approach, which was used to test leading indicators
of currency crisis, a modified signals approach probability table was used to evaluate the
ability of the BES inflation index to provide an advance warning signal on an impending
increase in the inflation rate. The succeeding discussion describes the application of the
modified signals approach.

When an indicator deviates from its “normal value” and assumes an “extreme value” beyond
a certain threshold, this is taken as a warning signal of an impending increase in inflation.
The possible thresholds of an indicator were the values corresponding to some
predetermined value of the index (BES inflation index) such as 10%, 20%, 30%, and so on.
For each threshold value, the quarterly values of an indicator? were transformed into a binary
variable defined as:

Let Y, be the inflation index
Let I; be a binary variable such as
i = 1ifY,>T

0ifY, <=T, for T = 10%, 20%, 30% and/or any predetermined threshold level for
the inflation index value.

Setting the signalling horizon at the current quarter, the effectiveness of the index in
signalling an impending increase in inflation for the current quarter is evaluated using the
following matrix:

Prior to the indicator’s transformation into a binary variable, the BES inflation index has been transformed into
a diffusion index as defined on page 3 of this paper.
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Table 1. True and False Warning Signals

No Increase in Inflation Increase in Inflation
No Signal A B
Signal C D

In this matrix:

. A is the number of quarters when the inflation index did not issue a signal (I = 0)
and no increase in inflation occurred during the current quarter.

o B is the number of quarters in which the inflation index failed to issue a signal. This
means that the indicator did not signal an increase in inflation (I = 0) and inflation
actually increased during the current quarter.

o C is the number of quarters in which the inflation index issued a bad signal or noise.
A bad signal is when the indicator signalled an increase in inflation (I, = 1) and no
increase occurred during the current quarter.

) D is the number of quarters in which the inflation index issued a good signal. A good
signal is when the index signalled an increase in inflation (It = 1) and inflation

actually increased during the current quarter.

From this matrix, the performance of the inflation index in predicting an increase in inflation
was examined in the following way:

) Signal = D/(B+D) measures the percentage of correct signals issued by the inflation
index;

o Noise = C/(A+C) measures the percentage of wrong signals issued by the inflation
index;

) Noise to Signal = {C/(A+C)}/{D/(B+D)} measures the ratio of the percentage of
wrong signals (Noise) to the percentage of correct signals (Signal) issued by the
index;

o Conditional Probability of Higher Inflation = D/(C+D) measures the probability of an
increase in inflation occurring during the current quarter given that the index emitted
a signal;

o Unconditional Probability of Higher Inflation = (B+D)/(A+B+C+D) measures the

probability of higher inflation in the current quarter.

If, as the threshold increases, the conditional probability of higher inflation increases, then
the predictive power of the BES inflation index in projecting a possible increase in inflation
will be confirmed. Moreover, the significance of this approach lies in its capability of providing
estimates of the probability of an increase in inflation given the value of the inflation index in
any given quarter.

Modified Signals Approach on the BES Inflation Index

The unconditional probability of an increase in inflation during the current quarter, without
considering the value of the BES inflation index, is 0.5 or 50-50. Given the value of the BES
inflation index, the signals approach test confirmed that as the BES inflation index gets
higher, the probability of an increase in inflation rate during the quarter increases as shown in
the table below. Furthermore, the results could be used in evaluating the probability of an
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increase in inflation rate during the quarter once the BES inflation index is known. For
example if the BES inflation index at any given quarter is 45%, then the probability of higher
inflation is 0.85 and it becomes a certainty if the BES inflation index exceeds 50%. Moreover,
the “Noise” disappears as the BES inflation index increases. As more data comes in from the
BES results, the empirical conditional probabilities could also be updated regularly.

SIGNALS APPROACH PROBABILITY TABLE ON HIGHER INFLATION
BASED ON THE BUSINESS EXPECTATIONS SURVEY
INFLATION INDEX Q2 2001-Q2 2009

Threshold Signal Probability of Noise Noise to signal ratio

D/(B+D) higher inflation CI/(A+C) (C/(A+C)/(dD(B+D))
during the
current quarter
given that the
BES inflation
index is above
the threshold

D/(C+D)

5% 0.88 0.56 0.69 0.79
10% 0.88 0.58 0.69 0.79
20% 0.81 0.62 0.50 0.62
30% 0.75 0.67 0.38 0.50
40% 0.69 0.85 0.14 0.21
50% 0.50 1.00 0.00 0.00
60% 0.33 1.00 0.00 0.00
Unconditional probability of higher inflation 0.50

Modified Signals Approach on the BES Exchange Rate Index

Similarly, the signals approach test confirmed that as the BES exchange rate index
increases, the probability of an exchange rate appreciation also increases. The probability
table below could be used to evaluate the probability of an exchange rate appreciation for a
given value of the exchange rate index.
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SIGNALS APPROACH PROBABILITY TABLE ON PESO APPRECIATION
ESTIMATED BASED ON THE BUSINESS EXPECTATIONS SURVEY
EXCHANGE RATE INDEX Q2 2001-Q2 2009

Threshold Signal Probability of Noise Noise to signal ratio
D/(B+D) exchange rate C/(A+C) (C/(A+C)/(D/(B+D))
appreciation
during the
current quarter
given that the
BES exchange
rate index is
above the
threshold
D/(C+D)
-15% 1.00 0.58 0.80 0.80
-10% 0.94 0.62 0.67 0.71
-5% 1.00 0.59 0.80 0.80
0% 0.82 0.67 0.47 0.57
5% 0.82 0.78 0.27 0.32
10% 0.69 0.75 0.20 0.28
15% 0.41 0.88 0.07 0.16
20% 0.41 0.88 0.07 0.16
25% 0.35 0.86 0.07 0.19
40% 0.06 1.00 0.00 0.00
Unconditional probability of peso appreciation 0.53

V. Summary

Empirical results confirm that tracking the Philippine business cycle through the business
confidence index shows significant and consistent results. The same encouraging results
hold for the other BES diffusion indices on inflation, the exchange rate, the peso borrowing
rate, and employment. The application of the turning point cyclical analysis as well as simple
correlation techniques proved to be a simple but useful approach in monitoring the
movements of key economic indicators.

The predictive ability of the BES diffusion indices for possible inflationary pressures and
exchange rate appreciation using empirical conditional probabilities from the BES were also
found to be significant.

The application of the modified signals approach to estimate the probability of higher inflation
and exchange rate appreciation from the counterpart BES diffusion indices proved to be a
useful tool for estimating conditional probabilities for higher inflation and exchange rate
appreciation.

The conduct of the BES was demonstrated to be a very useful instrument for monitoring and
predicting the movement of the economy, inflation, the exchange rate, and other economic
indicators, which in turn underscore its importance in generating advance indicators for
monetary policy.

The application of the simple statistical techniques on cyclical analysis and the use of the
modified signals approach probability table have enhanced the analysis of the BES results.

In the future, the analysis of BES results could be further enhanced through the application of
statistical techniques which could make use of the BES survey results not only for tracking
and predicting the movements of key economic indicators but also for forecasting the growth
rates of these indicators.
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Addressing data gaps revealed by the financial crisis:
European Central Bank statistics on holdings of securities

Pierre Sola and Francesco Strobbe?!

Introduction

As a follow-up to the recent financial crisis, a nhumber of studies have been launched to
identify the main causes of the adverse developments that took place in this period, as well
as the information that would have been required to identify in advance the corresponding
build-up of risks. Statisticians have launched various initiatives to reduce the identified gaps:
from an international perspective, several of these initiatives have been endorsed by the G20
and will give rise to a coordinated implementation in the countries involved.

The present paper aims to provide an overview of a further ESCB initiative which has been
taken regarding holdings of securities — to develop a new statistical dataset, to be collected
in the form of micro statistics, i.e. on a security-by-security basis.

The paper is organised as follows: Section 1 provides an overview of data needs highlighted
by the recent financial developments; Section 2 focuses on the steps to develop securities
holdings statistics (SHS) both in terms of data inputs and in terms of potential outputs;
Section 3 summarises the way forward with reference to initiatives under way and further
challenges.

1. Data needs highlighted by the recent financial developments

a. General limitations in the information available on holdings of securities

Securities markets have always been relatively opaque with respect to the identification of
the lender, as issuers and most market participants do not generally know who is holding the
securities issued by a certain borrower. They have therefore triggered requests from
policymakers — related to, e.g. monetary policy or financial stability — for information on the
links between holders and issuers of securities.

Such limitations in the transparency of securities markets and the need for more detailed
information (especially regarding holdings of securities) had been flagged even before the
financial developments since 2007 by data users and market analysts. The information
currently available refers mainly to highly aggregated data. For example, while financial
accounts statistics provide data on overall holdings of securities of each resident sector in
most countries, they do not allow identification of the institutional sector of the resident
issuers of these securities. Such a detailed breakdown of securities holdings data (also
called “from-whom-to-whom” tables) has been deemed desirable by ESCB users for a long
time for the purpose of monetary analysis.

Directorate General Statistics, European Central Bank (ECB).

The views expressed in this paper are those of the authors and do not necessarily reflect the views of the ECB.
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Limitations in data availability are even more salient regarding cross-border holdings, given
that statistics and other data compilers have limited power to collect information on non-
resident holders of securities. The International Monetary Fund (IMF) Coordinated Portfolio
Investment Survey, launched in 1997, and which aimed to identify holders of securities from
an international perspective, has closed some information gaps regarding these cross-border
holdings of securities. However, it includes only limited information on issuers, with only the
country of residence, and in some cases the institutional sector. The coverage is also not
complete, as some important investing countries (e.g. China or Saudi Arabia) do not
currently take part in this survey.

The international banking statistics collected by the Bank for International Settlements (BIS),
and similar data in a number of countries, also provide useful indications of cross-border
exposures by country for the banking sector of many industrialised countries. This covers all
securities, and takes into account risk transfers related to, e.g. collateral, financial derivatives
or guarantees. This information is nevertheless only available from cross-border assets by
banks, and cannot be disaggregated into specific credit or market rate exposures.

b. Further statistical needs identified in the context of the recent crisis

Based on the limitations described above, policymakers, supervisors and other analysts have
had extensive discussions on how to reduce the risk of systemic crises in the future,
including issues that have a bearing on the collection and compilation of statistics.

As mentioned in the report by the Financial Stability Board (FSB) Secretariat and IMF staff to
the G20 finance ministers and central bank governors on “The Financial Crisis and
Information Gaps” of October 2009, data gaps are an inevitable consequence of the ongoing
development of markets and institutions, and good data are fundamental for effective
surveillance and policy responses at both the national and international levels?.

However, as highlighted in the recommendations formulated by the Issing Committee (2009)
on the New Financial Order, greater transparency does not mean just collecting more and
more data, as this might lead to confusion rather than improving transparency. On the
contrary, data have to be collected more systematically and with a clear orientation to the
purpose for which they are needed.

More precisely, the report by the FSB Secretariat and IMF staff of October 2009 identifies
among the main data gaps the need for information aimed at better capturing the build-up of
risk in the financial sector (e.g. by strengthening the international reporting of indicators of
current financial health and soundness of financial institutions; developing measures of
aggregate leverage and maturity mismatches in the financial system; and improving
coverage of risk transfer instruments, including data on the credit default swap markets) as
well the need to improve data on international financial network connections (e.g. by
enhancing information on the financial linkages of systemically important global financial
institutions and strengthening data-gathering initiatives on cross-border banking flows,
investment positions, and exposures, in particular to identify activities of non-bank financial
institutions)®.

Further elaboration on these principles can be found in the Progress Report on Action Plans and Timetables
published by the FSB in May 2010.

This report includes one recommendation directly related to securities, i.e. recommendation 7, which
encourages central banks and statistical offices to participate in the BIS data collection on (issues of)
securities and to contribute to the further development of the BIS/ECB/IMF Handbook on Securities Statistics.
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These general principles have the following implications regarding statistics on holdings of
securities:

First, there is a need for a better identification of the risks taken by regulated and
non-regulated institutions, and therefore of their exposures.

- When concerns were raised about the creditworthiness of specific entities or
financial groups (e.g. Bear Stearns, American International Group (AIG), Lehman
Brothers, and several European Union (EU) governments), a strong need arose to
estimate which agents held exposures to these entities.

- The assessment of exposures was also made difficult by financial instruments such
as collateralised debt obligations (CDOs), for which the actual risk borne by the
investor is often difficult to identify and measure.

- The recourse to intermediate structures to invest in securities, e.g. securitisation
vehicles or investment funds, has also blurred the link between investors and
financial risks. Felettigh and Monti (2008) highlighted in particular that the country
and instrument in which investors are exposed cannot be identified without “looking
through” investment funds.

Second, a need to identify linkages between entities has been highlighted. Such a system-
wide perspective would include at least the following dimensions, for all types of investors,
and not only those monitored by supervisory authorities (see Caruana 2009): (a) to identify
common counterparty exposures (and if possible correlated exposures) by one or several
investors®, and (b) to identify interconnections between entities: an entity A exposed to entity
B, itself exposed to an entity C may lead to A being affected by, e.g. a fall in the share price
of B, triggered itself by the bankruptcy of C. The latter was highlighted in particular by
Castrén and Kavonius (2009), who showed that looking at the financial system as a network
of interlinked exposures may be extremely helpful in revealing non-obvious transmission
mechanisms: for instance, parts of the financial system that are not particularly vulnerable to
a given adverse scenario could still be affected due to their interconnection with sectors that
are directly confronted with unexpected shocks.

2. Steps to develop SHS

a. General approach of the ESCB and the main conceptual framework

Based on the background described in Section 1, the SHS initiative represents a key
statistical dataset able to combine both the individual and the system-wide perspectives
highlighted in the descriptions of current data needs. Moreover, the granularity of the
collected information (i.e. on a security-by-security basis) has the advantage of ensuring
substantial flexibility, making it possible to derive statistics that can be quickly adjusted in
response to financial developments and innovations. In fact, it enables information on
holdings to be linked with the characteristics of individual securities and their issuers, thus
allowing for a much more detailed assessment of risk. The ESCB had already taken steps in
the 2000s to collect data on the holding of securities on an instrument-by-instrument basis. A
database called the Centralised Securities Database (CSDB)® was set up in order to collect
and store the characteristics of securities and issuers, to be connected with the instruments

See e.g. Borio 2009.

> See e.g. Sanchez Mufioz and Neudorfer (2005) and ECB (2010).
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held by certain categories of investors via their identification number, i.e. generally their ISIN
code®.

On a legal level, several ECB legal acts already require or permit the collection of security-
by-security (s.b.s.) data: Guideline ECB/2004/15 (as amended by ECB/2007/3) on the euro
area balance of payments and international investment position; Regulation ECB/2007/8 on
assets and liabilities of investment funds; Regulation ECB/2008/32 on assets and liabilities of
monetary financial institutions (i.e. banks and money market funds); Regulation ECB/2008/30
on assets and liabilities of financial vehicle corporations. On this basis, further investigations
were conducted in 2009 on the feasibility of collecting and compiling better statistics on
holdings of securities. It was concluded that the overall availability of security-by-security
data was already significant in the euro area and in several other EU countries. Subject to a
further detailed assessment of costs, it may be feasible to extend the instruments covered to
all holdings by euro area (and possibly all EU) residents of the main categories of securities,
i.e. long-term and short-term debt securities, quoted shares and investment funds shares’. A
further added value of the current initiative on SHS data collection will be to create a
common data repository at the euro area (and possibly the EU) level for information on
holdings of securities.

This approach would contribute to addressing the two main data gaps outlined in the FSB
report, concerning the need for information aimed at better capturing the build-up of risk in
the financial sector, as well as the need for improving information on international financial
network connections.

Against this background, the main approach currently being considered in the ESCB refers to
holdings of securities by institutional sectors or subsectors, as defined by the European
System of Accounts (ESA95): essentially monetary financial institutions, insurance
corporations and pension funds, other financial intermediaries, non-financial corporations
and households. The conceptual framework applied to the ESCB initiatives related to
holdings of securities generally follows national accounts statistical standards (System of
National Accounts (SNA93), ESA95, supplemented by the BIS/ECB/IMF Handbook on
Securities Statistics). However, certain features under consideration (e.g. the possibility of
collecting data on the largest banking and insurance groups, including their affiliates abroad,
i.e. focusing on multinational groups rather than resident statistical units) go beyond this
framework where necessary.

The next two subsections will be devoted to explaining the data sources and main potential
outputs related to the SHS data collection.

b. SHS input data and their implications

The approach of collecting s.b.s. holdings data aims at reducing the burden for reporting
agents, who would have to provide only limited information (essentially the identification
number and the quantities held®) and would not need to produce aggregations of their raw
data for their statistical reporting.

®  See Hille and Sedlacek (2005).

For non-quoted shares, which often do not have any standard identification number, another approach may
have to be considered.

Some other characteristics may be needed. For instance, if sources on prices of securities were not reliable
for certain instruments, it might be necessary to collect them also from reporting agents.
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Three main issues need to be taken into consideration regarding the characteristics of
security-by-security inputs:

. What are the main data sources;
. What is the level of detail to be obtained on the investors to be monitored;
) What is the coverage (e.g. holdings by residents or by multinational group).

Data sources

A first key issue is the data source that may be used to collect s.b.s. information. For legal
reasons, each country can impose mandatory reporting requirements only on resident
entities. In this context, investigations have focused on two categories of agents having
access to information on securities holdings, namely custodians (including centralised
securities depositories) and resident investors (so-called “direct reporters”).

Resident custodians may cover only a limited part of the holdings by resident investors, given
that residents are usually free to give their securities into custody abroad. In addition, they
are only able to identify the account holders, and these may be other custodians. If the
account holders are non-resident custodians, the final holders of the corresponding securities
cannot be identified. The limitation in coverage applies, in addition, in a specific way at the
euro area level: securities may be in custody in the euro area, but in a country different from
that of the issuer of the security and from that of the holder. For instance, a security issued
by a German issuer may be held by an Italian investor in custody in Belgium. From the point
of view of the country of the custodian, these data are “third party holdings”; they are not
relevant for the compilation of national statistics, and in most cases are not collected. As a
result, the coverage of custodian data obtained by summing up currently available national
data for all euro area countries is lower than the securities held in custody in the euro area
and either issued or held by euro area investors.

In addition, there are some limitations in the quality of the data reported by most custodians:

- The sector classification reported by custodians is deemed by several national
compilers to be of much lower gquality than sectorisation performed by statistics
compilers themselves;

- A further difficulty arises with respect to the sectorisation of euro area residents not
residing in the same country as the custodian: the ability of custodians to provide an
accurate sector split is more limited,;

- Repos and short selling can often not be identified by custodians.

These limitations generally affect non-financial investors to a much more limited extent than
financial investors: (i) non-financial holders are usually not custodians themselves, and
(ii) their activities in the repo markets are much more limited. For these reasons, and given
the constraints related to direct reporting by a (too) large number of institutions, many ESCB
compilers consider that custodian reporting is an acceptable approach to collecting holdings
data, not only regarding households but also for non-financial corporations and non-profit
institutions. Custodian reporting is also deemed appropriate for general government, as this
allows national central banks (NCBs) to control the sector allocation by informing custodians
of the institutions to be classified in this sector. The additional reporting of resident holdings
in custody abroad/outside the euro area is in principle advisable, above a certain threshold,
although this is acknowledged as difficult to implement.

In the financial sector, direct reporting by banks, which often also act as custodians, is
applied in most countries, and is deemed most appropriate (also in connection with the
issues raised by repos). This approach, already implemented in most euro area countries
regarding investment funds and financial vehicle corporations, should also apply to insurance
corporations and pension funds (ICPFs).
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Level of detail: investor-by-investor data, or data by sector of investor

In custodian reporting, compilers must also make a decision on whether to collect investor-
by-investor data or data by groups of investors. Investor-by-investor data have the advantage
of ensuring substantial flexibility, and potentially making it possible to analyse risks
(e.g. interconnectedness with other entities) in a much more detailed manner, in line with the
data needs expressed in Section 1.

However, as usual, there is a trade-off to be taken into consideration: an investor-by-investor
data collection further increases the volume of data to be reported and processed, and
implies that protection measures on the data have to be made much more stringent. In this
context, the data collection currently being considered by the ESCB would require investor-
by-investor data only for large banking and insurance groups (which, for the reasons
described above, would in principle be obtained from direct reporting rather than from
custodians). For other categories of investors, national compilers may opt for collecting either
investor-by-investor data or only aggregated data, depending on national constraints.

Coverage: data on resident investors, or also collection of data on non-resident
investors

Given that data requirements can only be made legally mandatory for resident reporting
entities, most data collections tend to focus on holdings by residents. However, consideration
has been given to expanding the scope of data collections from residents in various
directions, including:

- The collection of holdings by affiliates abroad of resident investors. While those
holdings are treated as belonging to other institutions resident in other countries
according to international statistical standards, they are very relevant to measuring
the exposures of resident investors.

- The collection of holdings attributed to non-resident customers by resident
custodians. Such data may provide a hint on, e.g. who are the holders of securities
issued by residents of one economy, even though they may not be fully precise.

C. SHS output data and fulfilment of user needs

The collection of securities holdings allows for a wide range of outputs, with a high level of
flexibility in terms of fulfilment of user needs, covering monetary policy analysis as well as
financial stability or financial market analysis. This flexibility results from the granular data
collection, together with detailed information on the micro data (namely the data on individual
securities and issuers stored in the CSDB), which makes it possible to produce a wide range
of aggregates on the characteristics of the reported holdings.

This framework makes it possible to produce standard output, e.g. the detailed breakdowns
prescribed by international statistical standards (which otherwise are extremely difficult to
produce, due to the prohibitive costs that such detailed data collections would involve). In
particular, “from-whom-to-whom?” tables of financial accounts statistics can be derived from
this approach. Such tables may be used in the context of monetary analysis, but also for the
purpose of macroprudential analysis, as they provide information on linkages across sectors
of an economy, e.g. common exposures across sectors.

In addition, a wide variety of data could be produced, as illustrated by the following
examples:

- A joint euro area/EU database would make it possible to compile from-whom-to-whom
tables not only for the euro area/EU as one entity, but also with an identification of
each national holdings and issuing sector.
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This could allow further assessment of linkages across sectors and countries,
including the extent to which exposures by certain sectors may be interconnected:
for instance, Portuguese banks may be exposed to, say, the German insurance
sector, while the latter could be exposed to Japanese government bonds. Of course,
this might hide the fact that the German insurance corporations in which Portuguese
banks are exposed could be different from the German insurance corporations being
exposed to the Japanese government. However, a full assessment of
interconnectedness would also depend on other instruments (exposure to credit risk
should take into account loans and credit derivatives, and to a certain extent
guarantees, collateral and other relevant contractual agreements). In this context,
holdings by sector, which can often be collected at lower cost than investor-by-
investor data, may provide a first assessment of potential links, which could be
further assessed also via other data sources, such as detailed microprudential
individual data.

A focus on holdings of securities included in monetary aggregates may shed light on
portfolio shifts between monetary and non-monetary assets.

Time series with detailed data on holdings by non-financial sectors may allow
analysis of the wealth effects implied for these sectors by changes in asset prices.

Exposures related to specific categories of securities (e.g. vis-a-vis individual
issuers, or financial groups, or country, or sector, or currency). Ideally, these data
should make it possible to estimate potential mark to market writedowns, as the
difference between outstanding amounts at nominal value and market values®.

While a number of these data may be produced according to the accounting rules prescribed
by international statistical standards, certain analyses could depart from these principles:

Exposures should, to the extent possible, be measured not only for resident entities,
but also taking into account holdings by affiliates resident in other territories. This is
why the collection of data on holdings by institutional sector are planned to be
supplemented by consolidated data on the holdings of the largest (as a proxy for
systemic relevance) banking and insurance groups (LBIGs), group by group.

This “group-by-group” approach could also allow for a more precise assessment of
interconnectedness across LBIGs, by checking their common exposures as well as
the bilateral exposures between them.

The link between investors and financial risks when recourse to intermediate
structures (e.g. securitisation vehicles or investment funds) to invest in securities is
involved may be identified according to more detailed categories than those in the
ESA, where analytically relevant: for instance, one may show holdings of CDOs
issued by residents of a particular country, e.g. the United States of America, by
linking the identifier code (ISIN) to information on securitised products.

9

This would only be a broad estimate, as a market player may have bought a security at an even lower price
than the market price at the reference date from another market participant, whose losses would be difficult to
measure.
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3. The way forward

Initiatives under way

As explained above, a procedure (so-called “merits and costs analysis”) has been launched
to assess the cost of enhancing the collection of security-by-security data. This work covers
not only euro area (and other EU) holdings by institutional sector, for positions and
transactions, but also (i) holdings by large individual banking and insurance groups (including
those by their affiliates outside the euro area), and (ii) available information on holdings by
non-euro area residents on euro area securities.

A further ESCB information technology project has been launched to set up a steady-state
infrastructure in which holdings data could be pooled together. This database, which will
benefit from the experience gathered with the prototype built by the Oesterreichische
Nationalbank (Austrian National Bank — OeNB), is expected to be used to compile both
national and euro area (and if possible EU) aggregates, and should meet ESCB user needs
in a timely and efficient manner. This would be key in allowing the analysis of the potential
impact of specific exposures to a certain market or geographical area or the analysis of
changes due to financial innovation.

Investigations have also been performed to check in particular the confidentiality constraints
to be followed in setting up such a database on holdings of securities. Legal experts have
confirmed that at the European level, the confidentiality of holdings data would mainly apply
to holdings for which the individual holders of a given security would be identifiable. Steps
are being taken to set up a procedure to systematically identify those cases. It is important to
facilitate the dissemination of non-confidential data to users, while still applying strict
protection measures to confidential information.

Last but not least, an enhancement of the information on holdings of securities would require,
rather than an extension of data collection, a further development of the variables collected
and maintained in the CSDB on the characteristics of securities and issuers. A list of
requirements has been set up for this purpose, including, for instance, information on
collateral, credit rating and type of interest, as well as securitisation operations. Some of
these variables are available, but may raise cost issues. Others, e.g. those related to
securitisation, may not be fully available from commercial sources, or might involve
limitations in coverage or in data quality.

Irrespective of data sources on securities available to the CSDB, there are some additional
technical challenges to enhancing information about issuers. For example, being able to
show holdings of securities issued by a certain individual borrower or financial group is very
difficult, in the absence of (i) an international standard identification number for financial (and
non-financial) institutions'®, and (i) a register of the entities belonging to the main
multinational groups. Progress in those areas largely depends on progress in the
development of international standards; in that respect, it is worth mentioning that the
International Organization for Standardization (ISO) is in the process of upgrading the 1SO
standard underlying the well-known BIC code with the aim of establishing a universal
identifier for legal entities. Steps are also being taken in the ESCB to foster progress in those
fields, e.g. by investigating the feasibility of standardising information on securities, and by
contributing — with respect to financial entities — to the work initiated by Eurostat to identify
EU entities belonging to multinational groups. Explorations are being conducted into the
possibility of establishing an international infrastructure (Reference Data Utility) that would
store in a standardised way descriptive information about financial instruments and legal

% such an identification number would have to cover at least legal units. From a statistical perspective, the

identification should cover also branches recognised as (statistical) institutional units.
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entities (identification, main attributes, classifications, interrelations), data that are currently
produced in many versions and “data dialects” by many data vendors. This would pave the
way for a significant improvement in data quality and thus in the quality of statistics based on
such micro data, and to a strong reduction in the costs of producing and using these data for
all users, including industry. The approach being explored may be supported by the
establishment in the United States of the Office of Financial Research, which is foreseen in
the US Financial Stability Act.

Further challenges

As explained above, the ESCB approach in this field aims to follow a step-by-step approach
by which improvements would be brought in parallel to the building of experience. The steps
under way are aimed at capitalising on experience in the practical challenges related to the
compilation of aggregates from micro data on holdings of securities. A number of special
cases, such as securities being split, depository receipts (for which two ISIN codes may be
held and which should sum to the originally issued amount), mergers (leading sometimes in
principle, but not always in practice, to the disappearance of certain securities), or the
identification of repos will certainly require more detailed investigations and an appropriate
treatment.

Fully meeting user needs will also require further steps. In particular, looking through
investment funds resident in the EU, and ideally also those not resident in the EU, as well as
CDOs, would require significant additional efforts. The assessment of correlations between
exposures might need a separate database, with long time series.

While it is not possible to fill quickly all identified data gaps, the initiative launched by the
ESCB aims to result in rapid improvements in the available statistical framework, and in
further incremental progress over time, in the field of securities. Looking ahead,
consideration might be given to extending this approach based on micro data to other
instruments, e.g. loans and/or possibly some financial derivatives. Among many factors, cost
constraints, as well as standardisation issues (one important aspect being the availability of
standard identification numbers for individual instruments) would have to be taken into
account.
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A framework to assess vulnerabilities arising from
household indebtedness using microdata

Ramdane Djoudad*

l. Introduction

Over the last decade, significant increases in house prices, sustained income growth, record
low interest rates, favourable financial conditions and financial innovations have all
contributed to raising the level of indebtedness of Canadian households. The household
debt-to-income ratio increased from 110% in early 2000 to approximately 127% at the
beginning of the crisis,? before reaching 148% by the third quarter of 2010. In comparison,
over the period between 1990 and 2000, the debt-to-income ratio increased from 90% to
110%. The period after 2000 coincided with rapid growth in household debt in other OECD
countries as well (OECD 2010). The rapid increase in household indebtedness over the last
decade has raised concerns in many countries regarding the deterioration of the resilience of
households to negative shocks. It has also motivated many central banks to develop stress
indicators for the household sector and closely monitor the evolution of households’ financial
obligations.

Changes in household debt-service costs as a share of income — i.e., the debt-service ratio,
or DSR — are a measure of changing risk associated with household debt. An increase in the
DSR could have a negative effect on both the real economy and the financial system. It
might, in fact, translate into a decline in consumer spending, undermining economic growth
(depending on the nature of the shock). For example, if the average DSR ratio increases
subsequent to an interest rate hike, in the short run this would imply that less funds are
available for spending. On the contrary, if this increase is driven by a rise in the level of
household loans, this would boost household spending, in the short run, by relaxing the
household income constraint. However, a higher DSR would imply that households are more
vulnerable to negative shocks to income or to interest rates, making household balance
sheets more precarious and having negative fallout on financial institutions. Since household
debt constitutes a large part of the loan portfolio of Canadian banks, it is important to monitor
and anticipate changes to household vulnerability as a function of developments in
macroeconomic conditions.

While aggregate data provide an indication of average shifts in household debt positions,
such variations frequently obscure vulnerabilities that only a review of the microdata can
reveal. The availability of microdata for this type of review has assisted the Bank of Canada

Financial Stability Department, Bank of Canada. Email: rdjoudad@bankofcanada.ca. Bank of Canada working
papers are theoretical or empirical works-in-progress on subjects in economics and finance. The views
expressed in this paper are those of the authors. No responsibility for them should be attributed to the Bank of
Canada.

| thank Pierre Duguay, Pierre St-Amant and Paul Masson for their helpful comments. Special thanks go to
Allan Crawford, who continuously contributed to the development of the methodology and the framework and
strongly supported this project. My thanks also go to the participants at the Canadian Economics Association
conference in May 2010 and to the participants at the Irving Fisher Committee conference where this paper
was presented in August 2010.

2 Average for 2007.
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in developing an analytical framework for assessing risk in the household sector.® While
aggregate approaches allow us to conduct these exercises in terms of averages, they do not
permit us to assess the impact of alternative shocks on the distribution by income group, nor
to determine the proportion of households that are vulnerable. Our work will thus
complement previous efforts and inform us of the extent to which shocks to the interest rate,
indebtedness, and income could lead to deterioration in the financial situation of Canadian
households.

Microdata have been used by the Bank of Canada to examine the evolution of the
distribution of the DSR since 2006. The novelty of our work lies in the development of a
framework for using these microdata to evaluate the incidence of potential shocks (interest
rate, indebtedness, income, etc.) on the distribution of the DSR and on households’ payment
defaults.

The purpose of this article is to present the analytical framework developed at the Bank of
Canada to stress test household balance sheets using microdata. To assess the impact of
changes in macroeconomic conditions on household vulnerabilities, it is necessary to
understand how these changes will affect the DSR distribution going forward.

DSE distributicn = Filncome, Debt, Interest rates Other houwsehcold factors & (1)

As presented in equation (1), at every period, the DSR distribution will be a function of the
distribution of income, debt, interest rates and some other structural factors that relate to
household individual behaviour (amortization period, individual risk premium, debt structure,
debt accumulation dynamics, etc.). This framework provides an internally consistent way to
project this distribution over time according to a macro scenario and assess the impact of the
projected path of the distribution on the resilience of the household sector.

The DSR distribution covers all households in the sample. However, given that every
household will have a specific value for its DSR that relates to its own income, debt, interest
rates and some other household specific factors, it is necessary to determine how the
assumptions set in the macro scenario will affect each household in a specific way. To
perform the whole exercise, there are three complementary steps (Table 1) that need to be
conducted (Djoudad 2010, p. 57). Each of these steps is discussed after providing some
general comments in section 2.

Table 1

Steps in the stress-testing exercise

Step 1 Step 2 Step 3
Establish the key assumptions for | Calculate the implications Estimate the impact of
the macro scenario: of the macro scenario for the adverse shocks on bank loan
distribution of the household portfolios

— Growth in aggregate credit and

. debt-service ratio
income

— Interest rate path

® Data are from the Canadian Financial Monitor (CFM) survey of approximately 12,000 households per year

conducted by Ipsos Reid. The survey was launched in 1999.
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. General framework

The Statistics Canada aggregate DSR takes into account only interest payments. When
calculating the DSR using microdata, principal repayments on all instalment loans are
included. In order to calculate the DSR from microdata, we estimate the following three major
elements: the interest rates paid, household income and the outstanding balance of
household debt.

To calculate the micro DSR, we use the following formula:

_ ZPayments _ EPrincipalrepaymant 4 interest rapaymant) @)

DSR = — - = - -
Grass lncoms Grass rcgims

In the microdata used, there are five types of loans: credit card loans, personal loans,
personal lines of credit, vehicle loans, and mortgage loans. The following information is
available for all loans other than credit card loans:

- loan payments;

- interest rate paid on the loan;

- term of the loan (in years);* and

- the outstanding balance of the loan.

Changes in the DSR have been used at the Bank of Canada to assess variations in
households’ financial health. In issues of the Financial System Review,® the distribution of the
DSR calculated using microdata helped to evaluate how risks related to financial obligations
are distributed across households. All things being equal, households with a higher DSR will
have more difficulty in meeting their financial obligations. Accordingly, the higher the
household debt load, the greater the sensitivity of this household to any negative shock (such
as iliness, loss of a job, divorce, etc.).

In the model, changes in the interest rates affect the amount of interest payments and have
no impact on the principal repayments that must be made by the households. Therefore,
interest payments must be distinguished from repayments of principal.

Assume that the variable PC represents a household’s total annual loan payments, SC is its
current credit balance, and ir, the applicable interest rate. The amount of the principal
repayments due is:

Principal = PC - Interest = PC - (SC *ir). 3

Over the simulation period, principal payments are set as a constant share of the credit
balance. In fact, this proportion may vary over time. However, over a short period of time, we
believe that this assumption cannot significantly affect the results:

Share_Principal = (Principal/SC). (4)
At every period, a household is required to make the following payment:
PC = SC * (Share_Principal + ir). (5)

Future payments and the dynamics of the DSR will be determined by the simulated profile of
changes in household income and debt, as well as interest rates.

4 6-month, l-year, 2-year, 3-year, 5-year, 7-year, 10-year, and variable-rate loans. But we do not have any

information on maturity dates.

®>  See all issues of the Financial System Review published since December 2007.
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1.1 Missing data

For each household we have the information on the balances and interest rates for each loan
held. To calculate the payments carried out by each household and to evaluate its DSR, it is
necessary to incorporate the information relative to each of the loans. For example, the
guestionnaire gives the possibility to the household to list up to eight different mortgages. For
each mortgage, the household must then provide information on the balance, the term, the
interest rate paid, etc. But some households will only report part of the information requested.
It is then difficult to carry out simulations of the DSR for these households given that some
required information is missing. In fact, with the information provided, it may be difficult to
break the payments into the share related to interest payments and that relating to principal
repayment. Consequently, we were faced with two choices: either to exclude these
households from our simulations, with the risk of biasing the composition of the sample, or to
keep them in the sample and then make additional assumptions for the missing information.
We believe that making reasonable supplementary assumptions for missing data would bias
the results less than omitting these observations.®

Whenever the information on the interest rate for a specific loan is missing, we choose to
assign to that household and for that specific loan the average interest rate calculated for all
households belonging to the same income group and related to the same type of loans. For
example, if we do not have information on the interest rate paid on its personal loans, we
assign the average interest rate paid on personal loans by all households in the same
income class to which the household belongs. If it is the information related to the
outstanding balance of a loan that is missing, we assume that it is more appropriate to
maintain a constant level of the payments carried out by the household for this loan, rather
than to substitute any value which could be very different from the level of the balance
actually held by the household. Thus, if a household states that it is paying $200 per month
for a personal loan, but omits to indicate the balance on its loan, we assume, over the entire
simulation, that the payments on this loan remain unchanged. Finally, when information on
the term of the mortgage is missing, we consider that the mortgage is at a variable rate.

1.2 Macro scenario

In Step 1 of the exercise, we set the key assumptions of the macro scenario. For example, in
the December 2009 issue of the FSR (pp. 23-24), the Bank conducted a stress test to
evaluate the likely impact of a sharp and significant rise in interest rates and risk premiums.
In the December 2010 issue of the FSR (p. 21), the Bank’'s stress test objective was to
assess the potential impact of an increase in the unemployment rate. In both cases, these
scenarios have to be completed by assuming coherent paths for growth of aggregate
household debt and its components, as well as income (and interest rate path when
necessary). It is important to maintain consistency between the paths for different macro
variables. For example, we might want to assess the impact on households’ balance sheets
of a sudden and significant increase in interest rates (stress scenario). Or on the contrary, we
may want to determine how current market expectations on interest rates would affect
households’ financial position while assuming a specific path for credit and income growth.
As indicated in Table 1, these assumptions relate to growth of aggregate credit and income,
unemployment and interest rate paths for the overnight rate as well as for all the mortgage
terms available in the database. Once the aggregate assumptions are set, Step 2 consists of
exploring how this macro scenario will affect every household in the sample.

6 Missing data occur in around 1-2% of the households.
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Il. Interest rates, income and debt dynamics

The purpose of this section is to show, for every household, how interest rates, income and
debt evolve in the model (Step 2 in Table 1). CFM data are not panel data. The CFM is
essentially a cross-sectional database and most households are not in the sample for more
than several years. This is not sufficient to allow us to use the raw microdata to estimate
econometric equations that relate growth in debt to income, interest rates and other
economic variables. Given that the time series information does not refer to the same
households we use pseudo-panel techniques.’

.1 Interest rate dynamics

All consumer® lending, except for credit cards, is assumed to be at variable rates. Each
household pays an effective rate that is equal to the banks’ prime rate plus an individual risk
premium. We compute the premium for each household in the sample using the latest actual
data. Any movement in the overnight rate directly affects the banks’ prime rate. The new
effective rate is calculated for each household by adding the individual risk premium,
determined in advance, to the prime rate.

We can assume that the individual risk premium remains unchanged over time or,
alternatively, varies with the economic conditions in the stress-test scenario. However, as a
simplifying assumption we may suppose that the individual risk premiums will follow
analogous paths for all households. For example, in the December 2010 issue of the FSR
(p. 22), it was assumed that the risk premiums were decreasing over the simulation horizon.
Similarly, we assume full passthrough of variations in the overnight rate to variable-rate
mortgages.

Table 2

Distribution of mortgages between variable and fixed interest rate terms (%)

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

Fixed 9158 |92.12 |89.35 |81.00 |7855 |7459 |70.77 |73.96 |76.50 | 75.26

Variable | 8.42 7.88 | 10.65 | 19.00 |21.45 |2541 |29.23 |26.01 | 2350 |24.74

For mortgage lending, there are two categories of term loans: variable-rate mortgages and
fixed-rate mortgages. Table 2 presents the distribution of mortgage loans between variable
and fixed interest rate loans by term for the period between 1999 and 2008. Two key points
are worth highlighting: firstly, fixed interest rate loans represented the vast majority of
mortgage loans over the last decade. Secondly, while in 1999, fixed interest rate mortgages
represented 91.6% of all mortgages, in 2008, this proportion had decreased to 75.3%,
indicating a shift toward variable-rate mortgages. This shift was fuelled by the significant gap
that emerged between the overnight rate and fixed term mortgage rates. This gap rendered
variable mortgage rates more attractive than fixed interest maturities in an environment
where policy rates were low, compared to historical levels. Variable mortgage rates are
linked to the overnight rate.

" For more details on building the pseudo-panel data used, please refer to Appendix 1.

®  Consumer debt excludes mortgage debt.
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Table 3 reports the distribution of fixed interest rate mortgages by maturity term. These data
show that the 5-year fixed mortgage term is the most popular one. It has accounted for an
average of 60% of all fixed mortgage terms over the last ten years. In the most recent years,
the second most popular term is the 10+-year term, followed by the 3- to 4-year term. These
three terms accounted for more than 80% of all fixed term mortgages over the last decade. A
simulation exercise could take into account dynamic changes to the proportion of fixed
versus variable and the proportion of fixed term mortgages by maturity according to changes
in the macroeconomic conditions.

Table 3

Distribution of fixed interest mortgages by mortgage term (%)

mogths ly 2y 34y 5y 7y 10+y | Others | Total
1999 2.1 7.1 4.6 13.0 58.8 4.3 8.3 1.8 100
2000 2.4 6.8 4.2 12.2 58.4 4.1 10.1 1.9 100
2001 1.6 6.3 4.0 10.5 61.6 4.3 9.7 2.0 100
2002 15 6.6 3.4 13.0 60.6 4.7 8.3 1.8 100
2003 0.8 4.8 2.8 16.3 60.2 4.7 8.7 1.7 100
2004 1.0 7.0 3.2 14.9 58.1 4.9 8.8 2.2 100
2005 0.9 5.8 4.2 14.2 58.3 4.4 10.7 14 100
2006 0.9 4.8 35 12.7 60.2 55 9.9 24 100
2007 0.8 2.6 2.3 8.6 56.7 4.9 19.5 4.6 100
2008 0.7 2.0 1.9 8.3 53.1 54 22.7 5.9 100
Average 1.3 5.8 3.6 12.8 59.2 4.6 10.5 2.2 100

The CFM survey provides the maturity term of the fixed mortgage loan; however we do not
have the information on when the mortgage is due for renewal. Accordingly, in the applied
exercise we will be assuming that, for each fixed term mortgage, a given proportion of
households will renew their mortgage every year. This proportion of households will be equal
to the inverse of the term to maturity. For example, 20% (1/5 = 0.2) of households with a
5-year term would renew their mortgage each year (5% per quarter).

In summary, we assume full and immediate passthrough to variable-rate debt and slow
passthrough to the stock of fixed-rate mortgages.

1.2 Income growth dynamics

Income is the second variable required to plot the projected evolution of the DSR. Household
income is divided into four income classes (for details, see Djoudad 2009). The following
equation represents the distribution of income growth for a particular class:

Income x-h'irl, ﬂl;[ ]=1.2.3.4 (6)
where:

j: household income class;

ri: average income growth of households in class j;

oj. estimated standard deviation of income growth for households in class j (see Djoudad
2009).
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Table 4

Estimated standard deviation of income growth by income class (o)

Income group LesSman | $32500-57,499 | $57,500-84,999 | $3%000and
Standard deviation 0.04 0.03 0.025 0.006

In Table 4, we report the estimated standard deviations of income growth for each of the four
income classes. Income growth is assumed to be heterogeneous within each class — that is,
the simulated distribution of income growth across households is consistent with the
standard deviation reported in Table 4. Between classes, the average growth may be
assumed to be identical or different, although overall growth must be consistent with the
aggregate scenario set in Step 1. For example, we may assume that a shock to income has
a greater impact on income growth for households in the lowest income classes (1 and 2)
relative to the households in the highest income classes (3 and 4). Note however that since
the survey constrains us to define income classes in nominal terms, there will be a shift over
time of households toward higher income categories.

.3 Debt growth dynamics

One of the assumptions that have to be made in Step 1 relates to the dynamics of aggregate
debt growth. This assumption should detail the respective paths considered in the macro
scenario for growth in consumer and mortgage debt. We cannot assume that all households
will experience equal debt growth. Therefore, we have to determine how aggregate debt
growth will be distributed among all households according to each household’'s specific
socio-economic characteristics. Debt growth is assumed to be heterogeneous across
households.

In our sample, there are two types of households, in regard to home ownership. The first
category of households does not yet own a house or have a mortgage. Some of the
households in this category will buy a house and enter into the mortgage market during the
simulation exercise. They will be called first-time homebuyers. Households in the second
category already have a mortgage. In the treatment of debt growth, a specific distinction is
made between first-time homebuyers, who have yet to contract mortgage debt, and all
others.

1.3.1 First-time homebuyers

Over recent years, home ownership has increased significantly in Canada. This indicates
that first-time homebuyers have been, over that period, an important contributor to the growth
of mortgage credit. The Canadian Association of Accredited Mortgage Professionals
(CAAMP 2010) reports that approximately 50% of all new mortgages in 2009 were the result
of first-time homebuyers. Another survey report, from Canada Mortgage and Housing
Corporation (CMHC 2010), estimates that approximately 43% of all households that bought a
house in 2009 were first-time homebuyers. The dynamics of mortgages for first-time
homebuyers are different from those of other mortgage holders.

To be eligible for being a first-time homebuyer, we identify households in the data set that
have neither a mortgage debt nor a house. The value of the house this household can afford
is related to the amount of its liquid savings and a maximum DSR that is randomly attributed.
The DSR value allocated to this household is drawn from a random distribution whose
average is consistent with observed data.
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This feature tracks how household balance sheets change, for first-time homebuyers, both
on the asset side and on the liability side. It also allows us to assess the impact of changes in
house prices on the household balance sheet. If a crisis occurs, households that had liquidity
but bought houses cannot use that liquidity for loan payments since it was used for the
downpayment. However, households may have other assets that could be valued at market
prices.

I11.3.2 Other households

Using the pseudo-panel data set, we are able to estimate equations for the growth of
household debt as a function of income, household wealth, house prices and interest rates.
Housing wealth is defined as the difference between the value of the house and the amount
of the mortgage.

We estimate the following equations for growth in total household debt and mortgage debt:

ATC: — 01g + G100 + W1ghls o+ qpa (L b AR MIWi_ o+ A2 6010 + 10807 + W1gls + @y (L + AP NIV YD 0 + 2 (7
AMO;: = ¢y + aqghiy + aoghl; + aggfl + Fp MWy + Aglong + aoqgdiry + aggiy + aggl + ke JEW._ )DA0 + 5 (8)
where:
t: time;

A: first-difference operator;

ATC and AMC: are respectively growth of total household debt and mortgage debt;
i interest rate;

r: logarithm of household income;

hp: house price growth;

lo: 1 for homeowners, 0 otherwise;

HW: logarithm of housing wealth;

D40: 1 if the household has a DSR level equal to or above 40%, O otherwise.

We consider equations (7) and (8) to be the reduced-form equations of demand and supply
for household debt. Consequently, it would be difficult to formulate precise expectations
regarding the signs of the coefficients.

The inclusion of A; and A, in both equations indicates a non-linearity in the growth of
household debt for households with a DSR level at or above the 40% threshold, given that
banks’ decision to extend additional credit is influenced by the household’s initial level of the
DSR. There is a DSR threshold over which a household becomes more financially
vulnerable. Financial institutions generally use a DSR threshold of 40%. Djoudad and Traclet
(2007) use this industry threshold to sort financially vulnerable households in the CFM
sample. Accordingly, we expect this parameter to be negative suggesting that growth of
household debt will be lower for households with a DSR equal to or greater than 40%.

The purpose of these equations is to provide parameter estimates for the determinants of
debt growth. When combined with the household specific path for income growth and
assumptions for interest rates and property values (i.e., the explanatory variables in the
equations), they allow us to simulate the distribution of debt growth across households.

The dynamics of debt growth follow the dynamics implied by equations (7) and (8). For each
household in the sample, given its simulated income growth (see section 11.2), changes in the
overnight rate, its housing wealth and its current level of DSR, we calculate the
corresponding growth in total credit and mortgage credit implied by these two equations. The
mean of the distribution of growth implied by equations (7) and (8) is adjusted to comply with
the aggregate assumptions from Step 1 using equations (9) and (10). We maintain the
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distribution of credit growth but shift the overall mean by a constant, for all households.
Future extensions to this framework may integrate the determinants of credit growth which
would endogenously affect individual credit growth. However, for current purposes, we allow
for heterogeneity and non-linearity in the debt growth dynamics by linking the distribution of
credit growth to economic factors.

AC, = {21+ -’-"'5::3“':"5;::-:. - ZwiCiraa) )
EU‘ ?E‘ [

ﬁ{‘ﬁ}r ] ‘:"qﬁ - ﬁ'r‘rl}"' ﬁﬁt: (10)

With:

t: time;

i: household;

C: consumer or mortgage debt;
ACy: individual growth of consumer and mortgage debt implied by equations (7) and (8);

ACyi: adjusted individual growth of consumer and mortgage debt consistent with equations
(7) and (8) and the aggregate scenario;

AG: assumed aggregate growth (adjusted for the first-time homebuyers).

Equations (9) and (10) will ensure that total growth of credit, in the simulation exercise, is
consistent with aggregate assumptions set in Step 1. Debt growth (consumer and mortgage)
for every household is adjusted so that the average growth across all households is equal to
the assumptions set in Step 1.

1.3.3 Estimation and result

Table 5
Estimation results®
Variables Total hg;jg{}glnd credit Mortgage credit equation

Constant 0.005 0.0155
A interest rate -0.0266 -0.0538

A log of income 0.8030 0.5282

A log of housing wealth 0.0007 0.001
A -0.2163 -0.3367

R? 0.15 0.37

a. All coefficients are significant at the 1% level.

Results of the estimations are presented in Table 5. We use the method of weighted least
squares with a corrected covariance matrix. All equations are estimated with debt, income,
and housing wealth in first differences. We also added the lagged value of housing wealth
(the difference between the property value and the mortgage debt), in levels, with a home
ownership variable to the two debt equations. In both cases, the housing wealth variable is
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significant. This indicates the importance not only of the growth in house prices, but also of
the level of wealth. In order to avoid problems of simultaneity, this variable was lagged. The
results indicate a negative and significant relationship between growth in debt and changes
to the interest rate. The relationship is positive and significant for income. This result obtains
for both equations. Finally, as to mortgage and total debt, their growth is also positively
related to growth in property values and the level of housing wealth owned by the household.
Finally, as expected A is negative for both equations indicating that growth in debt will be
reduced for households with a DSR equal to or greater than 40%. For example, everything
else being equal, growth in mortgage debt will be 34% lower for a household with a DSR
above the 40% threshold, compared to the same household with a DSR below 40%.
Similarly, growth in total household debt will be reduced by 22% for a household with a DSR
equal to or above 40%, compared to a similar household with a DSR below 40%.

The change in debt will not be identical across households since the model permits the
growth of each household’'s debt to depend on household specific income and housing
wealth according to empirical relationships (equations 7 and 8).

1.4 DSR calculations

Finally, the simulated DSR for every household and for each period is calculated using the
household specific changes in income and debt and the assumed path for interest rates. This
information is combined to construct the simulated distribution of the DSR.

V. Household vulnerabilities and risk

In order to assess the vulnerabilities stemming from the household sector, we need to define
a metric that will help us in quantifying the changes to the vulnerabilities in our simulation
exercises. In our analysis, we will use two metrics.

V.1 Vulnerable households

Vulnerable households are defined as those for which the DSR is equal to or greater than the
40% threshold. This measure is consistent with industry benchmarks and empirical results
(Dey et al. 2008). Dey et al. suggest that the DSR level beyond which there is a qualitative
and significant increase in a household’s propensity to be delinquent on mortgage debt is
consistent with 40%.

V.2 Change in the aggregate probability of default given a negative employment
shock

The change in the proportion of vulnerable households is, to a certain extent, an indication
on how vulnerability levels change, rather than a direct measure of potential losses if a shock
materializes. To address the latter issue, we examine the effect of a significant negative
shock to employment on the probability of default on loan payments.

Since defaults will be affected by households’ balance sheets (liabilities and assets) as well
as their income and interest rates, this measure represents a more integrated view of the
resilience of households to negative shocks. Interestingly, default rates allow us to directly
quantify potential bank losses.? In the December 2010 issue of the FSR, the Bank of Canada

®  When complemented with some other information.
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calculated the effect of a severe negative shock to employment on the loan portfolios of
banks. This approach provides a more direct indication of how risks are transmitted from
households to the financial system than the measure based on the 40% threshold.

If a negative employment shock occurs, households that are affected will lose their income
coming from employment. In our framework, the loss of jobs is distributed randomly among
households with employment income. Thus, retirees, students, etc. will not be affected by
this negative income shock. Once households are affected by an unemployment shock, there
are two sources of funds that may be readily available to them to make loan payments:
employment insurance income if they are qualified and proceeds of the sale of their liquid
assets and part of their mutual funds if they have any. Liquid funds include all funds in
chequing and savings accounts, term deposits, government bonds, GICs,'° etc. “If a broader
range of assets were used, then the second-round effects would also need to be considered
in the model.” Djoudad (2010, p. 61). In fact, severe stress situations may trigger asset fire
sales from households that would potentially have feedback effects on aggregate variables
like house prices. To take fully into account the dynamic of the shocks, a broader model is
needed.

Empirical data suggest that only a proportion of households qualify to receive unemployment
benefits, once they become unemployed. CFM data show that in 2010, almost half of
households were double income earners. We assume that if a double income household is
hit by an unemployment shock, the household keeps half of its income plus the
unemployment benefits (if any) for the other half.

In our empirical exercise, we assume that only part of the liquid funds available to the
households is used to service the debt, while the other portion is directed toward household
expenses. If a household is not able to meet its financial obligations (servicing its debt), over
the course of its unemployment spell, for at least three consecutive months, this household
will be deemed insolvent. Default on any unsecured outstanding debt will then be considered
a loss to financial institutions.

Our simulations assume that the duration of unemployment varies among households and
follows a chi-squared distribution. Duration of unemployment is a critical factor in assessing
whether a household will become insolvent. The longer the duration of unemployment, the
bigger is the stock of liquid assets needed to continue making loan repayments. Consistent
with historical evidence, the higher the unemployment rate, the longer is the assumed
average period of unemployment.

V.3 The implementation of an unemployment shock

Now that we have discussed the framework driving a negative employment shock, we will
proceed in this section by presenting the technical steps used to implement it in our model.

In order to perform this simulation, we need the following information for every household:
i. income level;

ii. working status;

iii. total loan payments;

iv. liquid assets (and other assets if taken into account in the exercise);

V. household weights.

9 GIC: guaranteed investment certificate.

IFC Bulletin No 34 161



In the survey, each participant is attributed a population weight. In order to perform the
simulations, we first rebuild the population distribution. We use the weights to match the
distribution of the population. All calculations are based on the distribution of the population
and not on the sample distribution. For example, if the survey attributes an eight (x,) to
household (A), there will be x, identical households in the generated sample. The number of
households in the new sample will be equal to the summation of all weights. This feature is
important in the simulations to avoid any bias toward any specific representative household.

V. Numerical example
To illustrate the capabilities of the framework, we will use 2008 CFM data to simulate the

impact of various shocks on the distribution of the debt-service ratio and, therefore, the
probability of default for households.

V.1 DSR distribution for 2008

Flagure: 1: DSR distributlon for 2003
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Figure 1 presents the DSR distribution for 2008. As reported in Table 6, in 2008, the
proportion of vulnerable households was 5.70% while the proportion of debt owed by these
households was 10.63%. Also, 60% of the households that were in the sample had some
type of debt (credit card, consumer loans, mortgages), of which 70% had a mortgage.

Table 6
Vulnerable households and debt owed"!
Proportion of households with | Proportion of debt owed by
Period a DSR equal to or greater than households with a DSR
40% equal to or greater than 40%
2008 5.70% 10.63%

™ All calculations refer only to households with debt.
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The actual DSR distribution for 2008 represents a starting point for the following simulations.
The evolution of the distribution over the simulation horizon is determined using an assumed
macro scenario and the methodology described in previous sections.

V.2 Interest rates scenario

Since there are eight different interest rate terms across mortgage loans of different
maturities, we must assume a specific path for each of these terms. However, because these
paths are not determined independently of each other, we use the following formula to
generate the mortgage rate for each maturity:

Ly = ovng + risk premiumy + term premilumiy; (11)
t: period,;

y: maturity term;

Lyt mortgage rate for maturity y at period t;

LTty overnight rate or policy rate;

Pisk premium e . gggregate risk premium;

YEITR RTEMEATs - gggregate term premium.

Depending on the characteristics of the assumed stress test, we can suppose any level of
risk and term premium in the exercise.

Table 7
Interest rates for fixed term mortgages over the simulation periods (%)
Period mogths 1y 2y 34y 5y 7y 10+y 0v$;rt]éght
1 3.46 3.24 3.24 3.91 4.25 6.24 4.95 0.25
2 3.71 3.49 3.49 4.16 4.50 6.49 5.20 0.50
3 3.96 3.74 3.74 441 4.75 6.74 5.45 0.75
4 4.21 3.99 3.99 4.66 5.00 6.99 5.70 1.00
5 4.46 4.24 4.24 4.91 5.25 7.24 5.95 1.25
6 4.71 4.49 4.49 5.16 5.50 7.49 6.20 1.50
7 4.46 4.24 4.24 4.91 5.25 7.24 5.95 1.75
8 5.21 4.99 4.99 5.66 6.00 7.99 6.70 2.50
9 5.46 5.24 5.24 5.91 6.25 8.24 6.95 2.75
10 6.21 5.99 5.99 6.66 7.00 8.99 7.70 3.50
11 6.96 6.74 6.74 7.41 7.75 9.74 8.45 4.25
12 7.71 7.49 7.49 8.16 8.50 10.49 9.20 5.00

Table 7 reports the assumed mortgage rates for maturities available in CFM data. We
suppose that over the simulation periods (each period is a quarter), the overnight rate will
increase from 25 bps to 500 bps. At the starting point and consistent with what happened
during the crisis, both the risk premium and the term premium were at elevated levels (in
2008) while the policy rate was at its effective lower band. Over the course of the
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simulations, it is assumed that both the risk premium and the term premium will fall to
350 bps, as economic conditions improve. At the same time, the policy rate will increase to
500 bps in quarter 12. Indeed, different scenarios can be assumed for different components
(overnight rate, term and risk premiums) but the assumptions must all be consistent with the
macro stress scenario chosen (debt and income growth).

V.3

In this scenario, we assume that consumer debt will rise at an average of 8% per year while
mortgage debt will increase at 7.5%. Income will rise at an average of 4% over the same
horizon. According to these assumptions, debt-to-income will continue to increase. We also
assume that interest rates will evolve according to Table 7. Rising interest rates and rapidly
increasing indebtedness may be seen as unlikely, since higher interest rates should cause
the debt increase to slow over the simulation period. However, the purpose of this illustration
is to expose the capabilities of the methodology and to assess the build up of vulnerabilities
consistent with a tail event scenario rather than presenting the most likely scenario.

Assumptions for the debt-to-income ratio

V.4 Simulation results
Table 8
Results of the simulations (%)
Assuming that debt-to-income ratio is Assuming that both debt-to-income
constant and interest rates are ratio and interest rates are increasing
increasing (Scenario 1) (Scenario 2)
Average | Proportion of | Proportion of | Average | Proportion of | Proportion of
DSR households | debt owed by DSR households | debt owed by
with a DSR households with a DSR households
equal to or with a DSR equal to or with a DSR
greater than equal to or greater than equal to or
40% greater than 40% greater than
40% 40%
Base year 16.9 5.7 10.6 16.9 5.7 10.6
Q1 16.3 4.9 9.4 17.0 5.7 10.7
Q2 16.3 4.9 9.1 16.4 5.0 9.5
Q3 16.2 4.8 8.9 16.5 5.0 9.4
Q4 16.2 4.8 8.7 16.6 5.1 9.4
Q5 16.2 4.9 8.9 16.7 5.3 9.5
Q6 16.3 4.9 9.1 16.9 5.4 9.6
Q7 16.3 5.0 9.1 171 5.7 10.1
Q8 16.5 5.1 9.4 17.2 6.0 10.7
Q9 16.5 5.3 9.6 17.6 6.4 111
Q10 16.7 5.4 9.9 17.8 6.6 115
Q11 16.9 5.7 104 18.2 7.0 12.4
Q12 17.2 6.1 11.0 18.6 7.6 134
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Table 8 reports vulnerabilities for every period considered in the simulations. Let us first
maintain debt-to-income constant. In this scenario, we isolate the specific impact of interest
rates on the DSR distribution. With the increase in interest rates as stated in Table 7, the
average DSR would increase to 17.2% in twelve quarters from 16.9% at the beginning of the
simulations. The initial decrease in the average DSR is due to the impact of lower interest
rates for consumer debt and households rolling over their mortgage debt. The proportion of
households with a debt equal to or greater than 40% as well as the proportion of debt these
households owe respectively increase to 6.1% and 11.0% after twelve quarters, from their
respective levels of 5.7% and 10.6% in the base year.

However, if we assume that debt-to-income will continue to grow as described above, the
average DSR will increase to 18.6% at the end of the simulation from 16.9% at the starting
point and the percentage of vulnerable households as well as the proportion of debt they owe
will increase to 7.6% and 13.4% from their respective levels of 5.7% and 10.6% at the start of
the simulations.

V.5 Impact of a negative employment shock on the probability of default for
households

In this section, we introduce an explicit negative shock to employment at different periods
(quarters 1 and 12) and we assess how the risks change over the medium term. The risk
depends on the vulnerability levels (Table 8) and the size of the shock. Everything else held
constant, the risk increases over time if vulnerability increases.

Given the simulation results for the DSR obtained in the previous section, we calibrate the
unemployment shock program by adjusting key assumptions to replicate the default rate on
household loans, at the base year. The calibration is done by adjusting the proportion of
liquidity that can be used by households to service their debt payments. Recall that liquid
funds available to unemployed households will include unemployment benefit (if any), liquid
assets (chequing and savings accounts, term deposits, government bonds, GICs, etc.), and
a proportion of mutual funds. For example, in the present simulation, the proportion of mutual
funds used for payments was adjusted to replicate the level of default'? on household loans
that was observed in 2008 (0.36%), given the unemployment rate of 6.1% and an average
unemployment spell equal to approximately 15 weeks.

Once the unemployment program has been calibrated at the starting point, a shock is
performed by changing the level of the unemployment rate from 6.1% to 11% and increasing
the average duration of unemployment from 15 weeks in 2008 to 25 weeks twelve quarters
later, using as input data on payment obligations from the DSR simulations. The results
suggest that the default rate, on total loans, would increase from 0.36% at the base year to
1.2% at period 12 of the simulation, should Scenario 2 materialize.

The objective of this section is to obtain default rates on household loans under the stress
scenario. Given these default rates, assumptions on loss given default and the level of
unsecured debt that the households owe, we calculate the magnitude of the losses to banks
on their household portfolio. We then compare the level of these losses to Tierl capital (or
any other measure that is appropriate) and evaluate whether financial institutions remain well
capitalized after the shock.

2 Default is defined as loans for which payments are in arrears for 90 days and more.
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VI. Conclusion

In this paper we have presented a framework for using microdata to assess potential risks
stemming from household indebtedness. These microdata have been an important
complement to aggregate data. At the Bank of Canada, we have been using these data for
several years now and reporting the results in our Financial System Review.

In this paper we have presented the general concept surrounding the methodology used to
exploit the microdata. The examples offered are illustrative of the capabilities that this
framework offers. All assumptions used are intended to calibrate the model and may be
changed according to various needs and objectives. They should not be seen as a limitation
to the method. This framework is in continuous development. For example, future work may
introduce more behavioural assumptions for households, consistent with economic theory or
economic priors. One important development would be to substitute the random draws for
income by a household specific income that depends on its socio-economic characteristics.
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Appendix 1:
Building pseudo-panel data

The building of this data set is necessary given the non-panel nature of the data set. To allow
us to perform data series analysis, we construct a new data set where each observation
consists of a grouping of households belonging to the same characteristic group. For
example, we can build two groups of households that relate to the employment status of the
households (working or not). The first group will have all the households that have a job. The
second group will contain all other households. For each of these two groups, we can
determine the amount of credit, income, wealth, etc. This approach will reduce the number of
observations in the database into two main observations. If we add the area of residence
(inside or outside a region) to the employment status (working or not working), we will then
have a grouping of four criteria (two for employment and two for residence). The transformed
database will then contain four representative household categories for each year. The most
attractive feature of this method is that we can compare the data for each group of
representative households across time and compute growth rates and estimate parameters
in equations (7) and (8).

This approach has been presented in different papers and according to Biao (2007), Dargay
and Vythoulkas (1999) were the first to use it. Subsequently, it was taken up by Dargay
(2002), Bourguignon et al. (2004), Navarro (2006), and Biao (2007), among others. While
this approach is an interesting complement to the cross section analysis of data, it raises a
number of questions and challenges such as the choice of the characteristics that are used
to group the data.

For this study, we define clusters of households based on the following criteria:
o Age groups: 18-24 years, 25—-34 years, 35-49 years, and 50 years and over.

o Labour market status: households are divided into two categories: those who
receive income from a working activity, and those whose income is from other
sources, such as students, retirees, unemployed, etc.

o Education: on the one hand are those who completed up to 13 years of schooling,
and on the other are those with a university degree.

. Status as owner or tenant.

o Those with a DSR equal to or above 40 and those with a DSR below 40.

) Given that the dynamics of the economy in Alberta have been different compared to

the rest of Canada over the last decade, whether the household lives in Alberta or
outside Alberta has been added as a criterion.

The combined groups add up to 128 categories. For each household group considered, we
compute weighted averages for each category of borrowing (credit cards, secured and
unsecured personal lines of credit, car loans, other loans, and mortgages), income, house
values, and the DSR.
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Exploring the statistical potential of micro-databases

Isabel Lavrador!

1. Introduction

Monetary and financial statistics provide valuable input to the decision-making process by
both national central banks and governments and are pivotal in research and analysis on the
activity of the different economic and financial agents.

Producing high-quality and timely monetary and financial statistics is a key responsibility of
national central banks. Ensuring that these statistics remain fit-for-purpose implies keeping
pace with financial innovation, assessing the statistical impact of innovations at the earliest
possible stage and making the necessary amendments in a well-timed manner, if possible
without overburdening the reporting agents and by making a more efficient use of the data
already available. In recent years, new ways of collecting data and compiling statistics have
been implemented with a view to meeting the users’ growing need for real-time, detailed,
coherent, reliable and comparable data.

The financial turmoil of 2007-2009 highlighted potential (and actual) gaps in the statistical
framework, at both national and international level. In particular, the crisis revealed important
gaps in information for the purposes of financial stability analysis, namely concerning
counterpart data. The development of micro-databases and administrative records? reporting
can make a major contribution to overcoming some of these shortcomings (see also D’Aguiar
and Lima, 2009). They permit us to develop knowledge about the activities of economic and
financial agents at a more detailed level and allow for the drawing of conclusions that would
not be possible should one rely solely on aggregated data. Micro-data, as a set of
administrative individual registers, have a huge potential for statistical use.

Banco de Portugal has developed and manages several databases that have proved to be of
paramount importance in monitoring and assessing developments in the Portuguese
financial system, especially at the present conjuncture. This paper offers a practical example
of Banco de Portugal’s experience in using micro-databases and item-by-item reporting for
statistical purposes, highlighting the advantages of this approach as regards financial
innovation, and reducing the data gaps evidenced by the recent financial crisis. Empirical
evidence focusing on securities statistics is included.

The remainder of this paper is structured as follows: Section 2 briefly describes the micro-
databases used by Banco de Portugal in the production of statistics; Section 3 explains the
valuable contributions of micro-databases in a financial crisis context; Section 4 provides
some empirical evidence concerning micro-databases on securities; Section 5 concludes.

Statistics Department, Banco de Portugal; imlavrador@portugal.pt.

The analyses, opinions and findings of this paper represent the views of the author; they are not necessarily
those of Banco de Portugal or the Eurosystem. | gratefully acknowledge Filipa Lima, Luis D’Aguiar and Maria
do Carmo Aguiar for their most relevant comments.

In this paper, “administrative records” are taken to be “information that is routinely collected by organizations,
institutions, companies and other agencies in order that the organization can carry out, monitor, archive or
evaluate the function or service it provides” (Calderwood and Lessof, 2006).
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2. Description of micro-databases developed and used by Banco de
Portugal

In the last 10 years, Banco de Portugal has been developing and maintaining several
databases based on item-by-item reporting, with proven results in reducing or eliminating
previous information gaps. In particular, it has been exploring the statistical potential of
various sources of information, including the Securities Statistics Integrated System (SSIS)
database, the Central Credit Register (CCR), the Central Balance Sheet Office (CBSO)
database and prudential supervision information.

For a better understanding of the way Banco de Portugal has been using these databases to
produce statistics, | will proceed with a brief description of each of them.

2.1 The SSIS database

The SSIS database is an information system created in 1999 and managed by the Statistics
Department that stores data on securities issues and portfolios on a security-by-security and
investor-by-investor basis.® It gathers in a single database detailed data on issues and
securities holders, and includes stocks and transactions of securities other than shares
(short- and long-term) and shares and other equity (financial derivatives are still not included
in this database, despite the pressure on the part of the users to integrate them into the
reporting scheme). Both stocks and transactions are collected on a monthly basis.
Information is acquired by ISIN code and afterwards is classified according to the European
System of National and Regional Accounts (ESA 95) classification of financial instruments.

In the segment on issues, information is collected on securities issued by resident entities in
Portugal, either issues taking place in the Portuguese market or in external markets. Data on
issues are collected from several sources such as Euronext, the Securities Market
Commission (SMC), the General Government, Interbolsa, commercial databases, etc. As
regards securities portfolios, detailed information is collected on investments by residents in
domestic and foreign securities, as well as on the portfolios of non-resident investors in
domestic securities. This information is reported by Monetary and Financial Institutions (MFI),
dealers, brokers, the SMC, and other resident entities.

On the issues side, the system allows for the collection, validation and production of statistics
on securities issued by resident sectors in Portugal and abroad. On the portfolios side, the
SSIS database allows for the development of statistics on MFI (MFI's securities portfolios
and investment funds statistics), on the balance of payments and international investment
position (b.o.p./i.i.p.) (the Portuguese portfolio invested abroad, and the foreign portfolio
invested in Portugal), and on financial accounts (for the segments covering securities other
than shares and shares and other equity).

The usability of this system is directly related to the data’s granularity and consistency as
regards financial instruments, counterparties and market concentration.

The development of the SSIS database is being done on a continuous basis, and the
foreseeable enhancements include integration with the Centralised Securities Database
(CsSDB) managed by the European System of Central Banks (ESCB).

® In the case of investors belonging to the households’ institutional sector, data are aggregated by the investor’s

country. See Aguiar (2008) and Aguiar et al. (2009) for more details.
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2.2 The CCR database

The CCR is an administrative database created in 1978 by Banco de Portugal to provide
credit-related information to the participants (financial institutions) and to help them in their
assessment of the risks attached to extending credit. In 1996 the use of the CCR data was
extended for other purposes such as statistics, banking supervision and regulation, and
economic research and policy. This database is managed by the Statistics Department.

The data reported to this database include, inter alia, amounts outstanding of loans granted
to individuals and organisations, by type and purpose (interbank market balances are
excluded), potential liabilities, type and value of collateral or guarantee securing the loan,
securitised loans, syndicated loans, loans used to back mortgage bonds and other
(separately identified), and credit defaults. The participants are both suppliers and users of
CCR data.

This system has full coverage of the credit provided by financial institutions due to the very
low reporting threshold (minimum of €50 per credit balance), and monthly credit balances are
reported for each individual borrower by participants, who have the duty of reporting the
individual identification of the borrowers, indicating only whether they are individuals or
organisations. The more detailed sectoral classification of the borrowers within the scope of
the CCR is internally established by Banco de Portugal, by the SSIS, thus ensuring the same
high quality, consistency and flexibility of standards in sectoral classification.

The CCR database is used in the production of MFI statistics and Other Financial Institutions
(OFI) statistics (in the segment on credit liabilities) and of financial accounts statistics (in the
segment covering MFI and OFI credit liabilities). Furthermore, it permits further analysis of
the credit data and additional breakdowns to existing statistics (such as loans granted by MFI
and by OFI), broken down by type, by purpose, by institutional sector, by branch of economic
activity, by region and by size), which is a main source for a better assessment of credit
developments.

2.3 The CBSO database

The CBSO is a database of economic and financial information on a representative sample
of Portuguese non-financial firms, developed since 1999 by the Statistics Department. The
information is based on quarterly and annual accounting data of each reporting company.
The data composing the CBSO database are reported by Non-Financial Corporations (NFC)
under the so-called Simplified Corporate Information (SCI) system, which is a joint electronic
submission of accounting, fiscal and statistical information that companies usually have to
remit to the Ministry of Finance, the Ministry of Justice, the National Statistics Office, and
Banco de Portugal. It allows companies to fulfil four reporting obligations through a single
submission, entirely paper-free, in one moment in time.

The information available in the CBSO database has several uses related to NFC statistics.
Firstly, it makes a valuable contribution to the b.o.p./i.i.p. statistics (in the segment on
external trade, trade credits, direct investment, and loans granted by foreign credit
institutions), and a key contribution to the financial accounts statistics (in the segment on
trade credits, own funds, inter-company loans, pension funds and loans granted by private
shareholders). Furthermore, it aims to contribute to a better understanding of the economic
and financial situation of Portuguese NFC and provides regulators with data relevant to the
pursuit of their duties, including economic analysis and financial stability analysis. The
published statistics, the sector tables, and the additional use of international databases —
Bank for the Accounts of Companies Harmonised (BACH) and European Sectoral
References Database (ESD) — allow the development of several analyses of individual data
and comparable aggregate data for the sector of economic activity/company size class, and
to compare the financial performances of single firms considering their sector and size. The
ratios that are produced are a source of control of the developments in NFC accounts.
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2.4 Prudential supervision information

Banco de Portugal is responsible for the prudential supervision of credit institutions, financial
companies and payment institutions with a view to ensuring the stability, efficiency and
soundness of the financial system. The supervisory function is supported by a micro-
database managed by the Banking Supervision Department that includes items from the
balance sheet and income statement of each of the institutions supervised by Banco de
Portugal.

Banco de Portugal has a long-standing tradition of fruitful cooperation between the Statistics
Department and the Banking Supervision Department. In particular, the Statistics
Department has access to the accounting data submitted for supervisory purposes, which
allows the compilation of statistics that, besides complementing the existing ones — including
statistics on Non-Monetary Financial Institutions (NMFI) — serve as an additional means to
cross check their quality and internal consistency.

3. Valuable contributions of micro-databases in a crisis context

Despite the large amounts of financial data at the disposal of national central banks, the
recent financial turmoil highlighted the need for initiatives aimed at improving the availability
of information and overcoming possible statistical shortcomings related to the lack of an
accurate view of the functioning of the economy. These initiatives should be twofold: they
must allow for a better understanding of the past and, more importantly, they must provide
statisticians and analysts with real-time inputs to prevent negative situations and to better
tackle them beforehand. The use of administrative databases to complement traditional
macro statistics, together with new data requirements and the need to minimise the reporting
burden for respondents, brought to the fore the issue of further re-using and sharing of
micro-data.

In a crisis context, statistical agencies are more exposed to external scrutiny and are
ultimately expected to provide convincing answers to the public at large about the different
economic and financial issues that need clarification. Banco de Portugal is by no means an
exception. Since the beginning of the current financial crisis the requests to Banco de
Portugal for additional information and analysis have been more frequent than usual and
more attention has been given to its statistical output. The Banco de Portugal use of micro-
databases is related not only to statistical purposes but also to the need to monitor and/or to
assess market developments, and to trace economic scenarios. In the context of the financial
crisis, these databases have proven to be an excellent way to keep track of events that
would hardly have been noticed without the availability of more granular data. In practice,
micro-databases on securities, credit registers, central balance sheet offices and supervisory
information have the potential to make a valuable contribution to complement the data
provided by the conventional statistical systems (particularly in relevant and timely statistics
that may be used as early warning indicators), and to enhance responsiveness to ad hoc
information requests from the users. Furthermore, this type of database has lower reporting
and maintenance costs, provides high-quality data, is likely to give better coverage of the
population, offers greater flexibility to the compilation process, and allows for the derivation of
new statistical outputs almost in real time.

Going further into the details provided by micro-databases, the disaggregated data and the
concomitant greater flexibility in exploring data and building statistical analysis allow further
research in specific areas of knowledge and in-depth understanding of the economy (see
also Lane, 2003 and 2007). Moreover, they make it possible to make more informed
decisions than the ones based on estimations or forecasts. Economic and political decisions
are most of the time taken on the basis of ratios and estimations derived from aggregated
data, thus not taking into account important details that can only be seen at an itemised level.
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Micro information has the potential to mitigate some of the information gaps so that the
decision process can be optimised when the characteristics and frictions of market players
are taken into account and permits analysts to calculate marginal, rather than average
effects.

The micro-databases developed by Banco de Portugal contain detailed data on balance
sheet positions of the MFI, OFI, NFC and households sectors, and allow us to analyse
leverage, liquidity and market exposures in systemically important institutions with
geographical, sectoral and currency breakdowns (including counterpart information).
Moreover, with micro-data it is possible to have information on the main players of the
Portuguese market, their financial transactions and respective impact on the economy. In
particular, the CCR database is an excellent tool for carrying out structural analyses in terms
of credit and detailed tests on the concentration of risk of the different economic agents.

In the wake of the financial crisis, central banks have been dedicating an increased interest
to the monitoring of economic agents’ risk exposures. These are not restricted to one single
risk, but rather to several different risks — some of them reflected in rate spreads, others
hidden in the activity and only observed with detailed analysis. With micro-data one can
assess the impact of plausible but low-probability macro-financial risk scenarios on the
solvency of a set of financial institutions. Indeed, by using micro-data one can assess the
internal investment policy of the banks for their own portfolio, on behalf of their clients, and of
large Portuguese investors, and monitor the dependence of our agents in terms of one
country (country risk), the concentration of Portuguese investments in one or more countries
in one specific security (debt securities, equity, investment funds shares), or the
concentration of investments in one specific company. These analyses allow the central bank
to manage the risk inherent to their strategy, to anticipate events on investors’ holdings, to
trace future problems in their accounts and, ultimately, to take remedial action in time. In
practical terms, if one MFI, searching for higher returns, invests a substantial part of its
clients’ deposits and other funds in offshore centres or troubled economies, there is a high
element of risk associated with those investments. With micro-data one can anticipate and
monitor the risk of those investors and follow the evolution of those accounts more frequently
(e.g. monthly), instead of having an annual aggregate.

Given the strategic importance of this type of data, the Statistics Department of Banco de
Portugal has developed a very thorough set of procedures to ensure a high level of quality
and control over the data. On the compilers side, the quality of the financial statistics, the
data control checks, and the identification of inconsistencies are facilitated and enhanced if
data are collected on an individual basis. Also, item-by-item reporting enables greater
accuracy and better data monitoring. Once the classification of information for statistical
purposes is done by the statistical experts, in line with a common methodological framework,
and valuation adjustments follow uniform criteria, the data reported by the different agents
are coherent and comparable, and allow for cross-checking with other data sources. On the
reporting agents’ side, despite the high amount of individual registers (possible due to
information technology innovations), it is easier for them to report monthly granular data
rather than aggregated data over a larger period of time. Once the reporting agents learn the
methods of reporting and how to use the information systems to report the data, it is easier
and less prone to error to send individual registers than to aggregate data according to
several statistical criteria (aggregate reporting usually means a greater burden in terms of
details and breakdowns to be reported every time new or additional output requirements
emerge).

Another benefit of using item-by-item reporting is the contribution that some specific registers
of a single database have as inputs to the development and production of other statistics (for
example, registration data are useful in building and maintaining lists of units as the starting
points for surveys, and transaction data can be used for new statistical products or even
additional details of already existing statistics). The different areas of the Statistics
Department follow pre-defined production processes and the integration of the available
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databases allows for efficiency gains even in the cross-checking of data between the
different areas. Moreover, the different databases follow the same classification standards,
which leads to accuracy and higher integration between statistics. In addition, data from one
database can be complemented with economic and financial indicators from other
databases, which allows for a more complete picture of the whole economy. In this case,
attention must be paid to the statistical function of Banco de Portugal as an important
auxiliary to the supervision function. Furthermore, the SSIS and CCR databases allow us to
cross micro-data and even to cross micro-data provided by reporting agents to different
departments of the central bank in order to detect inconsistencies and enable a corrective
action in time.

A valuable contribution of micro-data extracted from the SSIS and CCR databases is the
possibility to construct the so-called “From-whom-to-whom tables”. These are double-entry
tables that allow for evaluation of which institutional sectors are financing the economy, in
terms of securities and credit. These tables show the holdings of various financial
instruments by the different institutional sectors, on both the asset and the liability side. Their
major contribution is related to the ability to simulate propagation of local shocks in the
system.

Furthermore, an important point not directly related to the essence of the data but, instead, to
the reporting institution is the data reported quality index. From a practical point of view, the
custodians that reveal constant inconsistencies in the reported data demonstrate fragility not
only in data quality but also inside the bank structure. This situation is a signal that the
merging of accounts into one singular database and the transmission of data within the
functional structure are not working efficiently and can lead to default and missing
information from the reporting agent. When this situation occurs the technical team reviews
the data sent in more detail. Several contacts are made with the institution to pose questions
in order to have the best approximation to the reality and to not affect the global data.

At a global level micro-databases have been enabling the harmonisation of methodologies to
compile high-frequency statistics, which is a main goal to facilitate comparison and
aggregation of data across countries. In a crisis context this allows us to compile at a very
detailed level the euro area statistics with a high degree of confidence. This initiative is
paving the way to a global European exchange of data on loans and securities with
significant value-added to the statistical function, at a more global level.

4, Empirical evidence derived from micro-databases

In this section | will provide some insight on the empirical results that can be obtained from
the combination of the different databases available in the Statistics Department of Banco de
Portugal.

4.1 Detailed analysis on a company-by-company basis

| start by an illustration at the most granular level. Contrarily to a system that stores
aggregated data, micro-databases allow the construction of detailed analysis by each
individual company. This analysis may consider, namely: structure of assets and liabilities (in
terms of deposits, loans, securities and credit); the interlinks between domestic companies
and/or with others domiciled abroad; the diversification/risk exposure of portfolio investments
in different companies and countries; and the concentration in terms of sources of funding.
Furthermore, it is possible to evaluate the evolution of these items over time.

As such, in addition to the aggregate values of total debt, debt-to-equity ratios and portfolio
investments, which can be obtained from the macro-data, the value added from crossing
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multiple micro-databases is illustrated in Figure 1, where one can see the layout of a detailed
analysis that can be built on a single company basis.
Figure 1

Disaggregated information on financial assets and liabilities,
by company

Information on financial assets and liabilities of Company XXX

Assets

Deposits
Resident
Non-resident

Debt securities
Resident

Company A
Company B
Non-resident
Company XA
Company XB

Shares and other equity

Resident
Company C
Company D

Non-resident
Company XC
Company XD

Trade credits
Resident
Non-resident

Liabilities

Loans
Resident
Bank A
Bank B
Non-resident
Debt securities
Resident
Company A*
Company B*
Non-resident
Company XA*
Company XB*
Shares and other equity
Resident
Company C*
Company D*
Non-resident
Company XC*
Company XD*
Trade credits
Resident
Non-resident

On the assets side, one can see not only the portfolio investment strategy the company is
following over time but also, and most importantly, in which companies/sectors it is
(dis)investing. Foreign direct investment operations can also be clearly identified. Similarly,
on the liabilities side, in addition to the financing strategy the companies may have adopted
(bank loans, debt or capital) it is possible to identify which entities are indeed financing the
Portuguese corporations. For bank loans, we can assess the level of relationship banking
established for a given company, in terms of, for example, number of creditors, concentration
of banking loans, main creditor. For debt and capital issues, although to a more limited
extent, it is also possible to ascertain the identity of the stakeholders for the most relevant
operations, who has been (dis)investing in the Portuguese economy through the
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non-financial corporations and how the domestic companies relate to each other.
Interestingly, the economic relationships between different types of lenders can also be
inferred, i.e., whether the main lending bank may hold other relevant positions in debt or
capital issued by the company.

This type of table has been very recently developed in response to the growing data requests
from the decision makers.

4.2 Understanding the interlinks within an economy

The combination of the different databases available in the Statistics Department of Banco
de Portugal culminates in the compilation of the financial accounts for the economy as a
whole including the different sectors and their interlinks.

Figure 2 shows the flow of funds for the Portuguese economy, which reveals the net
lending/borrowing of each sector vis-a-vis the remaining ones, including the Rest of the
World (RoW). The availability of counterpart information at micro level for loans, debt
securities and shares and other equity is crucial for the compilation of this exercise.

In 2009, the financing needs of the Portuguese economy amounted to 16.2 billion Euros. The
main flows of capital were generated between the RoW and the General Government (GG),
Financial Corporations (FC) and GG, and the RoW and NFC. The GG and the NFC were the
institutional sectors with more financing needs.

In line with most European countries which had to adopt exceptional measures for the
support of the real economy and the financial sector in 2009, the net borrowing of the GG
increased dramatically compared to previous years, amounting to 15.5 billion Euros in 2009
(4.9 in 2008). The funds provided to the GG were mainly through the acquisition of securities
other than shares by the RoW and the FC, with a total amount of 16.6 billion Euros.
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Figure 2

Flow of funds for the Portuguese economy, 2009

Flow of Funds
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The NFC exhibited less financing needs compared to previous years mainly due to a
decrease in investment in line with the negative growth of the economy. They were mainly
financed by the RoW (5.5 billion Euros) and households (4.5 billion Euros).

In turn, households increased their net lending ability from 3.2 billion Euros in 2008 to
7.3 billion Euros in 2009, as a result of a fall in final consumption and investment and an
increase in the savings rate. Households applied their savings in the funding of NFC and FC
(mainly), through the acquisition of shares and other equity and insurance technical reserves,
partially outweighed by the credit received from the FC to finance part of their expenses.

This type of flow of funds analysis can also be performed at a more detailed level, namely for
individual financial instruments such as debt securities and shares and other equity. Making
use of counterpart information available from the SSIS one can thus obtain “From-whom-to-
whom” tables for these instruments.

In the “From-whom-to-whom” table for securities other than shares (Figure 3), one can
observe some evolution in the financing structure of sectors considering the comparison
between the first quarter of 2007 and the fourth quarter of 2009. First of all, the outstanding
amount of securities other than shares issued by resident sectors reached the highest
amount ever, with a growth rate of 76% between the two quarters.

Analysing in more detail the exhibited tables, it is worth emphasising the growth of securities
other than shares issued by the MFI. The outstanding amount rocketed after the outbreak of
the financial turmoil and an increase of 253% in the amount outstanding of securities other
than shares was verified in the last quarter of 2009, comparing with the first quarter of 2007.
This increase was accompanied by a change in the funding structure of this sector which
was related to head offices resident in Portugal issuing directly rather than through their
affiliates abroad. At the end of 2009 the RoW held 57% of this amount compared to 31% in
the first quarter of 2007. This increase was compensated by a decrease in the relative weight
of debt securities held by households, in part explained by an increase in their risk aversion
and preference for more traditional investments like deposits.

Analysing the issues from Other Financial Intermediaries and Financial Auxiliaries (OFIFA), it
is worth noting the holdings by MFI. This is mainly related to the acquisition of securitised
bonds linked to securitisation operations involving Portuguese banks as a means to have
more assets eligible for collateral in the ESCB monetary policy operations.”

The GG has also issued a large amount of debt securities, with a growth rate of 33% in the
two considered periods, which was mainly acquired by non-residents.

4 Securitisation operations by Portuguese banks typically involve a financial vehicle that buys the loans through

the issuance of securitised bonds (if the vehicle takes the form of a securitisation firm) or securitisation units (if
the vehicle takes the form of a securitisation fund). These bonds or units may be directly bought back by the
originator or by a third non-resident entity which will eventually be held also by the originator.
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Figure 3

“From-whom-to-whom?” tables for securities other than shares

Securities other than shares - Stocks in 2007 Q1

Issuing Sector

10° Eur

NFC 147 0.5%) 110)  0.5% 119 1.1% 0.4%) 15|  0.0% 1522|  1.6%

N VI 10,046| 37.3% 3,044| 13.3%| 1,126 10.6%) 0| 0.0% 5012| 57%| 26,776 28.4%
=8 OFIFA 1534| 5.7% 1,220|  5.3% 4 0.0% 0| 0.1% 57|  0.4%|  19,514| 20.7%
ﬁ ICPF 2,909| 10.8% 2,705 11.9% 649|  6.1% 19| 20.2%) 3,437| 3.9%| 36,162 38.3%
£ [E¢ 51| 0.2% 34| 0.1% 0| 0.0% 0| 0.0% 7,253|  8.3%) 1,872  2.0%
N Households 281|  1.0% 8,625| 37.8%) 878 8.2% 66| 71.2% 34| 0.0% 8,582| 9.1%
RoW 11,938 44.4% 7,078 31.0% 7,871 73.9% 7| 8.0%| 71,854 82.0% - -
Total 26,905) 100.0%| 22,816/ 100.0%] 10,648 100.0% 93]100.0%|  87,662| 100.0%| 94,428 100.0%

Securities other than shares - Stocks in 2009 Q4
10° Eur

Issuing Sector

NFC 221 0.5% 472| 0.6%) 280 1.4%) 1.7% 61| 0.1% 1,491 1.2%
N MF| 19,317| 46.5% 12,392| 15.4%) 11,033| 55.4% 0 0.0% 10,351 8.8% 55,859| 46.4%)
8 OFIFA 966| 2.3% 2,688 3.3% 178| 0.9% o 0.1% 362| 0.3% 10,850 9.0%)
‘%’:’ ICPF 3,084 7.4% 7,502] 9.3% 394 2.0%) 112 59.2% 2,988| 2.5% 43,395| 36.0%
-% GG 58| 0.1% 43] 0.1% 0 0.0%| 0 0.0% 7,726] 6.6% 1,711 1.4%
[l Households 1,044| 2.5% 11,486| 14.2%) 806[ 4.0%) 73| 38.3% 110 0.1% 7,155| 5.9%
RoW 16,838| 40.5% 46,049| 57.1% 7,232| 36.3% 1] 0.6% 96,239 81.7%)| - :
Total 41,528] 100.0% 80,632] 100.0% 19,923 100.0%) 189)/100.0%] 117,838]|100.0%| 120,462] 100.0%)

In terms of shares and other equity, one can observe a slight increase in some sectors (such
as NFC and OFIFA) and a reduction in other sectors, as a result of two different driving
forces: the issuance of equity and, at the same time, a decline in equity’s prices over this

period. This data is summarised in Figure 4.

Figure 4

“From-whom-to-whom?” tables for shares and other equity

Shares and other equity - Stocks in 2007 Q1

10° Eur

Issuing Sector

NFC 133,210| 42.3% 6,222| 12.7% 6,702| 7.4% 11.4%|  33,428| 46.4%
VI 9,603 3.1% 1,314|  2.7% 9,166/ 10.1% 968| 22.5% 9,459| 13.1%
=4 oFiFA 13,108  4.2% 8,188| 16.7% 5,047 55% 1,181| 27.4%) 9,725| 13.5%
t‘i ICPF 3,822 1.2% 1,874| 3.8% 2,367 2.6% 11)  0.3% 9,832| 13.7%
i) GG 5171 1.6%|  13,486| 27.5% 3,663  4.0% 0] 0.0% 2,865  4.0%
=N Households 82,285| 26.1% 7,478| 152%|  30,316| 33.3% 641| 14.9% 6,701| 9.3%

RowW 67,580 21.5%| 10,474 21.4%| 33,683 37.0% 1,015| 23.6%) - -

Total 314,779[100.0%|  49,036/100.0%| 90,944 100.0% 4,305(100.0%| 72,011 100.0%

Shares and other equity - Stocks in 2009 Q4
10° Eur

Issuing Sector

149,223| 45.1% 5,674| 12.5% 7,652 8.3% 261] 7.3% 35,896| 52.5%

= 14,405| 4.4% 729 1.6% 8,498 9.2% 944| 26.4% 13,331 19.5%
% OFIFA 13,752 4.2% 6,795| 15.0% 4,303] 4.7% 1,087] 30.5% 3897 5.7%
i ICPF 2,715 0.8% 537 1.2% 4,752 5.2% 13[  0.4% 6,543 9.6%
% GG 3,598 1.1% 18,849| 41.5%| 4049 4.4% 0] 0.0% 3898 5.7%
[5§ Households 81,110| 24.5% 6,597| 14.5% 17,623 19.1% 217] 6.1% 4829 7.1%]
RoW 65,826] 19.9% 6,264| 13.8% 45,338| 49.2% 1,047| 29.3% - E
Total 330,629| 100.0% 45,446| 100.0% 92,216) 100.0% 3,569( 100.0%| 68,394 100.0%)

Regarding the issues from OFIFA, again one can note the impact of securitisation

operations, evidenced in the acquisition of securitisation units by non-residents.
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Furthermore, there was a sharp reduction in households’ holdings of investment funds
shares. The value at end-2009 results from the combination of the households’ disinvestment
in riskier assets with the decline in the value of these assets in the event of the financial
crisis. In fact, analysing in more detail the households’ portfolio (Graph 1), it is possible to
observe that, while in the beginning of 2007 shares and other equity were households’ main
asset (36%), at end-2009 the pole position was held by currency and deposits with 39%,
5 p.p. more than in early 2007.

Graph 1

Structure of households’ portfolio

2007 Q1 2009 Q4

® Currency and deposits B Currency and deposits

Securities other than
shares

= Credit

Securities other than
shares

® Credit

® Shares and other M Shares and other
equity equity

Insurance technical Insurance technical
reserves reserves

5. Final remarks

The experience of Banco de Portugal concerning the use of micro-data has revealed many
advantages for the production of statistics and assessment of developments in the financing
structure of the Portuguese economy. The advantages of this approach exceed largely the
burden of managing so much data, considering the benefits from a refined quality control that
allows for more reliable statistics and transparent data, higher compilation flexibility, and an
enhanced responsiveness to ad hoc information requests from the users.

The analyses that can be built up with data extracted from micro-databases, including the
“From-whom-to-whom” tables and the flow of funds, make valuable contributions to
explorations of how the risk exposures and dependencies across sectors are influenced by
developments in assets and liabilities of other sectors. These analyses have revealed that
micro-databases can be a future improvement to deal with data gaps, at both national and
international level, namely concerning counterpart information. In particular, | consider that
the coverage of these databases in terms of the different financial instruments with the
various levels of detailed information, namely by individual investor, by country, by the main
financers, and by main counterparties, allow for the compilation of valuable statistical outputs
which are of key importance for the policy makers. First and foremost, micro-databases allow
for the understanding of the different relations established across the different economic
agents. Extended to a global scale, with the sharing of similar data across national data
producers, the benefits could be spread out worldwide.
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An ordered probit model of an early warning system
for predicting financial crisis in India

Thangjam Rajeshwar Singh*

1. Introduction

During the last two decades, the world has seen a large number of financial crises in the
emerging market economies of Latin America and Asia, with consequences of large costs for
both the national and the international financial system. However, the recent financial
tsunami that started in the US during August 2007 was triggered by a liquidity shortfall in the
overseas banking system, and it affected directly or indirectly almost all the countries of the
world after the collapse of Lehman Brothers in September 2008. The consequence cost of
this tsunami, according to the International Monetary Fund (IMF) in March 2009, was that
world growth would shrink by 0.5 to 1.0 per cent in 2009 in contrast to an expansion of
3.2 per cent in 2008, while the World Bank estimated that global GDP would contract by
1.7 per cent. The IMF also projects that the GDP growth of emerging market economies
(EMESs) will decelerate to a range of 1.5 to 2.5 per cent in 2009, down from 6.1 per cent in
2008. Economic activity in India also slowed down during the period owing to the spillover
effects of the global crisis. Growth decelerated sharply during the quarter October-December
2008 following the failure of Lehman Brothers in mid-September 2008. The growth rate
during the first three quarters (April-December) of 2008-09 slowed down significantly, to
6.9 per cent, from 9.0 per cent in the corresponding period of the previous year (RBI, 2009a).
Even though both the public sector and the private sector of Indian banks were financially
sound and were not directly exposed to subprime mortgage assets, India experienced the
knock-on effects of the global crisis through monetary, financial and real channels. The
financial markets, viz, equity markets, money markets, forex markets and credit markets,
have all come under pressure mainly because of the so-called "substitution effect”. As credit
lines and credit channels overseas went dry, some of the credit demand earlier met by
overseas financing shifted to the domestic credit sector, putting pressure on domestic
resources. The reversal of capital flows, which took place as a part of the global deleveraging
process, has put pressure on the forex markets. Together, the global credit crunch and
deleveraging were reflected at the domestic level in the sharp fluctuation of overnight money
market rates in October 2008 and the depreciation of the rupee (Subbarao, 2009a). To avert
and reduce such costs and effects of crisis, the prediction of distress/crisis situations has
come to the fore for maintaining financial stability in a country as well as in the international
financial system.

There are theoretical models of financial crises (currency or banking crises) to examine crisis
and bank failure. The macro origin of the financial crisis model mainly relies on three-
generation models, viz, first-generation, second-generation, and third-generation models.
According to the first-generation models, weak economic fundamentals are more vulnerable
to speculative attacks, while the second-generation model does not reject the role of weak
fundamentals, but suggests that self-fulfilling expectations appear to be the main cause of
crises. These two-generation models are commonly known as currency crisis models. On the

' The author is a Research Officer in the Department of Statistics and Information Management (DSIM),

Reserve Bank of India. The views expressed in this paper are those of the author and not of the institution to
which he belongs.

IFC Bulletin No 34 185



other hand, the third-generation models combine weaknesses in the economic fundamentals
of early-generation models with weaknesses in the banking sectors in the analysis of
financial crises. For this reason, the third-generation models are also known as twin crisis,
i.e., banking and currency crisis, models, while according to the micro origin, financial crisis
may be categorized by different groups of bank failure models, such as random withdrawal
models, asymmetric information models, adverse shock/credit channel models and moral
hazard models.

As an aftermath of the East Asian crisis in the 1990s, central banks across the globe pursue
financial stability as one of their goals. India too pursues it as one of its monetary policy
objectives. In India, the financial system is dominated by the banking sector, and commercial
banks of the Indian banking system account for more than 90 per cent of the banking
system’s assets (RBI, 2007). A significant aspect of the banking trend in India is that so far it
has never witnessed a banking crisis. However, the continuous liberalization and its greater
integration with the global economy have opened up fresh challenges for the Indian banking
sector. According to Arestis and Glickman (2002), the primary impact of openness in an
emerging economy is to import the drive towards financial innovation, as foreign investors
seek out investment opportunities and local households, firms and banks begin to look
abroad for finance. Sooner or later, the economy falls into a state of international financial
fragility. It then becomes prone to crisis that is domestic in origin, but that has an impact on
its external situation, or to crisis that is external in origin, but that has an impact on the
domestic situation, and combining the two identifies the crisis (Anastasia, 2007).

In recent years, India’s integration with the global economy is being withessed distinctly by
the growth of its merchandise exports plus imports as a proportion of GDP, growing from
21.2 per cent in 1997-98, the year of the Asian crisis, to 34.7 per cent in 2007-08.
Meanwhile, India’s financial integration with the world, measured in terms of the ratio of total
external transactions (gross current account flows plus gross capital flows) to GDP, has more
than doubled from 46.8 per cent in 1997-98 to 117.4 per cent in 2007-08 (Subbarao, 2009b).
With such a degree of gradual openness and integration, India needs to keep watch to
capture the developments in international markets and apprehend the implications for the
domestic economic and financial systems. In this emerging scenario of India’s integration
with the global economy, and in the light of the current global financial crisis, a need is being
felt for developing an early warning model, incorporating global and domestic
macroeconomic indicators, which may effectively signal future banking vulnerability in India
and enable the authorities to take preemptive policy measures and avoid a banking disaster.

An early warning system (EWS) aims at anticipating whether and when an individual country
may be affected by a financial crisis by developing a framework that allows a financial crisis
to be predicted in a relatively open economy. There are basically three approaches to the
development of predicting financial crisis, particularly a banking crisis, viz, the bottom-up
approach, the aggregate approach and the macroeconomic approach.? In the bottom-up
approach, the probability of insolvency is estimated for each individual bank and concern for
systemic instability is warranted when the probability of insolvency becomes significant for a
large proportion of the country’s banking assets (i.e., for the sum of all banks in the country),
while in the aggregate approach the model is applied to the aggregate bank data to
determine the probability of systemic insolvency. In the third approach, instead of looking at
bank balance sheet data for internal sources of unsoundness, it establishes systemic
relationships between economy-wide variables and indicators of bank soundness. A number
of macroeconomic variables are expected to affect the banking system or reflect its
condition. With the above background, an attempt has been made in this paper to develop a

2 See Lindgren, Garcia and Saal (1996).
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model EWS based on the ordered probit approach for monitoring and predicting banking
distress or crisis in India® using macroeconomic indicators.

The rest of the paper is organized as follows. Section 2 gives a brief description about
financial crises and their associated features. Section 3 provides a review of the literature on
the methodological development of the early warning system for predicting crisis.
Section 4 describes the method of constructing a monthly banking sector fragility index for
India. Section 5 deals with the identification of some potential macroeconomic indicators for
predicting crisis. In section 6, we give a brief description of the methodology developed for
predicting banking crisis in India. Section 7 describes the data and their sources used in
developing the EWS model. Section 8 presents the empirical results of the model, and the
paper concludes with a summary of observations in section 9.

2. Definition and Features of Financial Crisis

The term financial crisis is applied broadly to a variety of situations in which some financial
institutions or assets suddenly lose a large part of their value. In the 19th and early
20th centuries, many financial crises were associated with banking panics, and many
recessions coincided with these panics. Other situations that are often called financial crises
include stock market crashes and the bursting of financial bubbles, currency crises, and
sovereign defaults.* Financial crises directly result in a loss of paper wealth;> they do not
directly result in changes in the real economy. However, they may indirectly do so, notably if
a recession or depression follows. A financial crisis is a disturbance in financial markets that
disrupts the market's capacity to allocate capital — financial intermediation and hence
investments come to a halt (Richard Portes, 1998). Financial crisis may be accompanied by
some of the features highlighted below:®

I. A demand for reserve money so intense that the demand could not be satisfied for
all parties simultaneously in the short run.

. A liquidation of credit that has been built up in a boom.

iii. A condition in which borrowers who in other situations were able to borrow without
difficulty become unable to borrow on any terms — a credit crunch or credit market
collapse.

iv. A forced sale of assets because liability structures are out of line with
market-determined asset values, causing further decline in asset values - the
bursting of a price “bubble”.

V. A sharp reduction in the value of banks’ assets, resulting in the apparent or real
insolvency of many banks, accompanied by some bank collapses and possibly
some runs.

India has a well-diversified financial system which is still dominated by bank intermediation. Commercial banks
together with cooperative banks account for nearly 70 per cent of the total assets of Indian financial institutions
(RBI, 2009b).

See Laeven, Luc and Fabian Valencia (2008).

Paper wealth means wealth as measured by monetary value, as reflected in the price of assets — how much
money one’s assets could be sold for. Paper wealth is contrasted with real wealth, which refers to one’s actual
physical assets.

See Sundararajan and Balino (1998).
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All of the elements emphasized above could be present in a financial crisis and some may be
more important than others in a given situation of crisis.

3. Literature Review on Early Warning Systems for Financial Crisis

The first method used in the development of EWS is the signal approach to predict financial
crisis, in particular currency crisis; this was the effort of Kaminsky, Lizondo and Reinhart
(1998), who monitored the evolution of several indicators. If any of the macrofinancial
variables of a specific country tends to exceed a given threshold during the period preceding
a crisis, then this is interpreted as a warning signal indicating that a currency crisis in that
specific country may take place within the following months. The threshold is then adjusted to
balance type | errors (the model fails to predict crises when they actually take place) and
type Il errors (the model predicts crises which do not occur). Kaminsky (1999) and Goldstein
et al (2000) base their prediction of a crisis occurring in a specific country by monitoring the
evolution not only of a single macro-indicator, but also of a composite leading indicator which
aggregates different macrovariables, with weights given by the inverse of the signal-to-noise
ratio.

The alternative method in the EWS literature is to use limited dependent variable regression
models to estimate the probability of a currency crisis. The currency crisis indicator is
modeled as a zero-one variable, as in the signal approach, and the prediction of the model is
interpreted as the probability of a crisis. More specifically, in line with the probit regression
analysis put forward by Frenkel and Rose (1996), Berg et al (1999) use this model
specification with the explanatory variables measured in percentile terms. The study of Van
Rijckeghem and Weder (2003) uses probit regression to examine the role of a common
lender channel in triggering crisis events. They rely on disaggregated data on external debt
produced by the Bank for International Settlements (BIS) to construct measures of
competition for funds in order to explore the role played by a common lender channel.

Further, Fuertes and Kalotychou (2004) consider not only logit regression but also a
nonparametric method based upon K-means clustering to predict crisis events. They find that
combinations of forecasts from the different methods generally outperform both the individual
and naive forecasts. The empirical analysis reveals that the best combining scheme depends
on the decision-makers’ preferences regarding the desired trade-off between missed defaults
and false alarms.’

There are also some studies which have constructed composite leading indicators of
currency crisis events using diffusion indices rather than the weighting scheme suggested by
Kaminsky (1999) and by Goldstein et al (2000). The studies which rely upon the construction
of diffusion indices using principal component analysis were fitted to a large dataset. Mody
and Taylor (2003) use the Kalman filter estimation of state space models in order to extract a
measure of regional vulnerability in a number of emerging market countries, and to produce
in-sample prediction of the currency market turbulence. Another diffusion index is the one
constructed by Chauvet and Dong (2004), who develop a factor model with Markov regime-
switching dynamics in order to produce in-sample and out-of-sample prediction of nominal
exchange rates in a number of East Asian countries.

" See also the study of Bussiere and Fratzscher (2002), on the issue of designing the features of their EWS

model according to the preferences and the degree of risk aversion of policymakers.
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4. Monthly Banking Sector Fragility Index for India

For predicting financial crisis, the period of the crisis needs to be identified and dated. There
are two commonly used approaches for identifying the period of banking crisis, viz, the
event-based method and the index method. The event-based method of crisis identification
recognizes a systemic banking crisis only after the occurrence of certain events such as
bank runs, closures, mergers, recapitalization and huge nonperforming assets (NPAS)
(Demirguc Kunt and Detragiache, 1998; Kaminsky and Reinhart, 1999; Caprio and Klingibiel,
2003; and IMF, 1998). This method, however, has several limitations. Identification of the
crisis when it has become severe enough to trigger certain events can lead to delayed
recognition of a crisis (Hagen and Ho, 2003a). Moreover, there is also a certain amount of
randomness inherent in the definitions. This method thus does not identify the different
degrees of crisis severity. Further, the event-based method does not clearly identify the
beginning and end of a crisis. Finally, an event-based study, which usually uses annual data,
labels an entire year as one of crisis even though the crisis may have occurred in just a few
months of that year. However, the index method used for identification of banking crises,
which is built on the lines of the Exchange Market Pressure (EMP) index for dating currency
crises, has several advantages over the event-based approach. The index method requires
no prior knowledge of events to identify a banking crisis and there is thus a lower probability
of recognizing a crisis too late. The most attractive feature of the index method is that it is
based on monthly time series, which implies more specific crisis timings. Recently, some
economists have developed their own index approach to date banking crises (Hawkins and
Klau, 2000; Kibritciouglu, 2002; Hagen and Ho, 2003a, 2003b).

Thus, in order to identify and date the experiences of different states of distress or crisis in
the Indian banking sector,® we adopt the index method developed in Kibritciouglu (2002).
According to Kibritciouglu (2002), a bank is potentially exposed to various types of economic
risks, such as liquidity risk, credit risk and exchange rate risk, due to changes in the value of
its assets and/or liabilities in the financial markets. Therefore, a bank’s net worth,? and hence
a bank failure, can be associated with excessive risk-taking by the bank managers. A slightly
modified version of Kibritciouglu (2002) has been considered in this study in order to
recognize the dates during which the banking system in India has experienced a
distress/crisis situation. The monthly banking sector fragility index of India was constructed
by considering the risk-taking behaviour of commercial banks in terms of its liquidity risk,
credit risk and interest rate risk.'® The variables considered in the construction of this index
are aggregate time deposits, nonfood credit, investment in other approved and non-Statutory
Liquidity Ratio (non-SLR) securities, foreign currency assets and liabilities and the net
reserves of commercial banks™ in India. The banking fragility index is constructed by taking
the weighted average of annual growth in real time deposits (Dep), real nonfood credits
(Cred), real investments in approved and non-SLR securities (Inv), real foreign currency

In this paper, “the banking sector” means the banking sector of a country, excluding the central bank.

The difference between the assets and liabilities of a bank equal its net worth, which in fact shows the bank’s
remaining value or equity capital after it has met all of its liabilities. The bank’s net worth includes the capital
contributed by the bank’s shareholders and accumulated profits from doing business as an intermediary in
financial markets.

10 Liquidity risk is the current and prospective risk to earnings or capital arising from a bank’s inability to meet its

obligations when they come due without incurring unacceptable losses. Credit risk is defined as the possibility
of losses associated with diminution in the credit quality of borrowers or counterparties due to the inability of
customers or counterparties to meet their obligations, while interest rate risk is the risk in which changes in the
market interest rate might adversely affect the bank’s financial condition.

1 According to Kibritciouglu (2002), “bank failure” refers to a situation in which the excessively rising liquidity,

credit, interest rate or exchange rate risk pushes the bank to suspend the internal convertibility of its liability.
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assets (FCA) and liabilities (FCL) and the real net reserves (Resv) of commercial banks, and
weights are the inverse of their standard deviation. The constructed BSF index for India is
defined as follows:

B 1 - (Dept'” Dep) +(Credt'”Cred) +('“"t'ﬂlnv) +(Fcﬁ‘ﬂFCA) +(':CLt‘ﬂFCL) +(Res’t'ﬂResv) 5

“Dep %Cred v °FCA SFCL Resv

B2 - (Credt ~ticyeq) +('”"t ) +(Fcﬁ ~#ca) +( FCL—#Fqy ) +(Resvt ~FiResy) .

SCred Slnv SFCA SFCL SResv

where Dep,, Cred,, Inv,, FCA, FCL and Resy, are the annual growth rate of real deposits,

real credit, real investment, real foreign currency assets and liabilities and real reserves of
commercial banks.*? The BSF-2 index has also been constructed to imply and conclude that
if the time path of both the indices moves in a similar pattern, then the domestic bank run has
not played any prominent role during the fragile period of the banking sector in India.

The dates of the crisis period are identified based on a threshold level. When the value of the
BSF indices is greater than 0, it is a no-crisis zone. However, when the value is below 0, it
represents a fragile situation. Based on the threshold value ¢, which is taken to be the

standard deviation®® of the BSF index, medium- and high-fragility episodes are distinguished
as follows:

Medium Fragility (MF): —p < BSF <0
High Fragility (HF): BSF <—¢

In this paper, continuously alternating phases of medium and high fragility before full
recovery from the distress situation is considered as a systemic banking crisis. Isolated
phases of MF not associated with HF do not constitute a systemic banking crisis. A banking
system is considered to have fully recovered from crisis when the value of the BSF index is
equal to zero.

The constructed BSF indices for India are presented in Figure 1 with identified dates of high
fragility shown by the shaded region. From the figure, it is observed that the movement
patterns of both the indices (BSF-1 and BSF-2) are similar. Hence, we may say that the bank
run does not contribute much to the experience of distress conditions in the banking sector of
India. This might have been due to coverage of deposit insurance.** The threshold values
considered for the BSF-1 and BSF-2 indices in identifying the dates of distress/crisis in India
are 0.43 and 0.39, respectively.

2 The real time series of deposits, credit, investment, foreign currency assets and liabilities and reserves are

obtained by deflating the corresponding time series with the wholesale price index (base: 1993-94). The
annual growth rate (same month-month a year ago) has been taken to remove any seasonality variation and
also to indicate that the difficulties in the banking sector are signaled by longer-term variations in the indicators
and not by short-term fluctuations.

B n Kibritciouglu (2002), the threshold value is taken to be 0.5 for classifying medium- and high-fragility periods.

% The deposit insurance provided by the Deposit Insurance and Credit Guarantee Corporation (DICGC)

provides a safety net for the depositors. Deposit insurance in India is mandatory for all banks
(commercial/cooperative/RRBs/LABS) and covers all deposits (up to a limit of rupees one lakh), except those
of foreign governments, central/state governments, interbank deposits, deposits received abroad and those
specifically exempted by DICGC with the prior approval of the Reserve Bank (RBI, 2010).
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Figure 1
Banking Sector Fragility (BSF) Index for India (Mar-00 to Nov-09)
(The high-fragility period is indicated by the shaded region.)
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Table 1. Medium- and High-Fragility Periodsin the Indian Banking
Sector
BSF-1 BSF-2
Medium High Medium High
------- Mar 00 - Jul 00
------- Mar 00 - Oct 00 Aug 00 Sep 00
Oct00 | = --—-----
Dec 01 - Jan 02 Feb 02
DecOl-Apr02|  ---—---- Mar 02- Apr02 | o
Jun02 | - Jun02 | -
Aug 02 - Apr 03 May 03
Sep 02 - Apr 03 | May 03 - Feb 04 0 03 003 - Feb 04
Mar 04 - Apr 04 | May 04 - Sep 04 | Mar 04 - Apr 04 | May 04 - Jul 04
Oct04-Dec04 | W ------- Aug 04 Sep 04
Mar05-May 05| - | = - [ e
Jan06-Feb06 | = ------- Jan06-Feb06 | = -------
Oct06 |  ---—---- Oct06 |  -------
-------------- Dec 06
-------------- Apr 07
MarO8 | = ------- MarO8 | = -------
Jun 08 July 08 - Oct 08 Jun 08 Jul 08 - Oct 08
NovO8 | = ------- NovO8 | = ----—---
-------------- Jan 09
-------------- Sep 09
NovO9 | = ------- NovO9 | = -------

Source: Author’s computation.
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The constructed BSF index reveals that the banking sector in India experienced 19 phases of
medium fragility and 8 phases of high fragility (including the recent global crisis period)
during the study period. The dates of medium- and high-fragility situations experienced by
the banking sector of India are presented in Table 1. Based on the dates of the fragile period,
we may classify the periods March-October 2000, December 2001-June 2002,
August 2002-September 2004 and June-November 2008 as systemic banking crises.

5. Some Potential Macroeconomic Indicators for Predicting Banking
Crisis in India

In the early 1990s, the banking system in India was saddled with huge NPAs, largely due to
the socially directed credit programs pursued by the government. Several measures were
initiated and asset qualities were largely improved in due course. Based on the available
literature and empirical evidence on the financial crisis, some of the potential indicators for
predicting financial crisis are described as follows.

Based on the EWS framework of Kaminsky (1999), the first procedure for selecting useful
indicators applied in the EWS is to identify economic symptoms which usually come to the
surface prior to financial crises. Past experiences in some of the crisis-hit economies show
that both banking and currency crises are linked to overborrowing cycles. In some cases, the
substantial credit growth could be fueled by financial liberalization and elimination of capital
and financial account restrictions, which, however, are not quantifiable. The mirroring
indicators include the M3 multiplier.

Banking and currency crises can be preceded by bank runs. As depositors massively
withdraw their deposits, the likelihood of bank default increases. The phenomenon has a
destabilizing effect, and the mirroring indicator is bank deposits, which correspondingly
exhibit dramatic negative movements during a bank panic. But as indicated earlier, bank runs
do not contribute much to the banking distress/crisis in India.

Current account problems are considered as one of the symptoms of financial crisis. Those
problems could be reflected in the performances of external trade, the terms of trade and the
real exchange rate. Real exchange rate overvaluation and a weak external sector are
potential factors for currency crisis. A loss of competitiveness and weak external markets
could lead to recession, business failure, and deterioration in loan quality.

Capital account problems become more severe in the context of enlarging foreign debt and
increasing capital flight, which raise concern about debt unsustainability. The vulnerability of
a country to external shocks is more likely to increase if foreign debt is predominantly
concentrated in short maturities. The selected indicators in this area include foreign
exchange reserves and the ratio of M3 to foreign exchange reserves.

Reflecting the external positions of the banking sector, the ratio of foreign currency assets to
foreign currency liabilities could be applied in an EWS to highlight the risk of currency
mismatch in view of international exposure.

While considering the liquidity position of the banking sector, we may also consider the ratio
of bank credit to the commercial sector to aggregate deposits of residents, as it would depict
the growth prospects of the corporate sector in the economy.

A severe slowdown in economic growth or recession, as well as the bursting of asset price
bubbles, could precede financial crises. Kaminsky (1999) argues that high real interest rates
could be a sign of a liquidity crunch, which leads to an economic slowdown and banking
fragility. The mirroring indicators include output, real domestic interest rates, and stock
prices.
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Banking crises may be preceded by a wide range of economic problems. To design an
effective EWS and identify future banking crises, a broad variety of macroeconomic
indicators representing different sectors of the economy may be chosen.

6. Description of Methodology

Based on the proxy series for crisis (BSF index), which identifies different phases of banking
sector distress in India, we use an ordered probit model, which is a limited dependent
variable model, to predict these different phases of banking distress. In limited dependent
variable models, the dependent variable is categorized as 0, 1 and 2, corresponding to
banking distress/crisis situations of no distress, medium fragility and high fragility,
respectively, in the Indian banking sector. The explanatory variables are not transformed into
dummy variables but are included in a linear fashion. The probability that crisis will occur is
assumed to be a function of the vector of explanatory variables. The model is based on the

latent regression utility function y* =X [ +¢&, where ¢ follows a normal distribution and utility
function Y is unobserved, but what is observed is their classified category y. The observed
y is determined by using y* , Which is provided as follows:

0, ify<yp
y=41 if 7/1<y*g;/2
2, if y >y,

where y,and y, are the classifying threshold values.

The ordered probit equation takes the form y=Xf+¢, with probabilities of classifying
different categories given as

Pr(y=0[x,8) = F((r.—Xp))
Pr(y=11x ) = F((r,=X8)) - F (., =X p)
Pr(y=2[x,8) =1-F(y,— X /)

where Yy is the crisis dummy series, Xis a set of explanatory variables, S is a vector of free

parameters to be estimated andF is the normal cumulative distribution function which
ensures that the predicted outcome of the model always lies between 0 and 1. The
z-statistics reveal the significance of the estimated individual coefficients in the model by

testing the null hypothesisH,, : =0, that is, £, the estimated coefficient of the ith variable,
is zero. If H,, is rejected as a result of the z-statistic, we conclude that the variable affects the
crisis dummy significantly.

The direction of the effect of a change inXx; depends on the sign of theﬂ,j coefficient. The

coefficients estimated by these models cannot be interpreted as the marginal effect of the
independent variable on the dependent variable, as ﬂ_j is weighted by the factor f , i.e., the
normal density function, which depends on all the regressors. However, a fair amount of
interpretation can be readily provided to assess the effect of explanatory variables on the

probability of getting the specified state of crisis by considering the marginal effect, which is
defined as
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OPr(y=0/XpB)/ox=-pf (y,—XB)

OPr(y=1/Xp)[ox=—p[f(r,~XB)~ f (r,—X )]

oPr(y=2/Xp)/ox=Bf(y,—Xp)

Thus, the sign ofﬁj shows the direction of change in the probability of falling in the lowest
endpoint ranking, i.e., Pr(y=0), when X, changes. Pr(y=0)changes in the opposite

direction of the sign of 5;, while Pr(y=2)changes in the same direction as the sign of 5, .

Hence, a positive coefficient in the model may be interpreted as meaning that the
corresponding variable has the potential to raise the predictive probability of high fragility,
ie.,, Pr(y=2).

There are several diagnostic tests for ordered probit models; one of the measures of
goodness of fit for nonlinear estimators is the pseudo- R? statistic, which is defined as
_ logL

logL,

pseudo- R* =1

where logL is the average of the log-likelihood (LL) function without any restriction and
log L, represents the maximized value of the LL function under the restricted case that all the

slope coefficients except the intercept are restricted to 0. The value of pseudo- R* always lies
between 0 and 1.

The likelihood ratio (LR) statistic is used to test the joint null hypothesis that all the
coefficients except the intercept are 0, i.e., H,: =5, =---=f =0

LR=-2(logL,—logL)

This statistic used is to test the overall significance of the model. Under the null hypothesis,
the LR statistic is asymptotically distributed as a y°variable with a degree of freedom equal
to the number of restrictions under test.

7. Description of Data and Sources

Since the Indian financial system is dominated by the banking sector and commercial banks
account for more than 90 per cent of the banking system’s assets, we have constructed the
BSF index to date the experience of distress/crisis in the banking sector using the monthly
data related to commercial banks in India. The variables considered for constructing the BSF
index are time deposits of residents, nonfood credit, investments of banks in approved and
non-SLR securities, foreign currency assets and liabilities (which include nonresident foreign
currency repatriable fixed deposits and overseas foreign currency borrowings), and net bank
reserves (which include balances with the RBI, cash in hand, and loans and advances from
the bank) of commercial banks. These variables are deflated by the WPI index (base year
1993-94). The indicators used for predicting the banking sector distress/crisis in India
covered the real sector, the financial and banking sector, and the external sector of India.
The variables considered are the yield on 91-day treasury bills, the weighted average call
money rate, the stock price index, aggregate deposits of residents, bank credit to the
commercial sector, the M3 money supply, reserve money, foreign exchange reserves,
exports, imports, the real effective exchange rate, inflation and output (measured by the
Index of Industrial Production, base year 1993-94). The indicators used in this study were
based on the availability of their data during the period from March 1999 to November 2009
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at a monthly frequency. All these data are taken from the "Handbook of Statistics on the
Indian Economy” and various issues of Reserve Bank of India, Monthly Bulletin (i.e., the
September 2009, October 2009, November 2009, December 2009, January 2010 and
February 2010 issues).

8. Empirical Results

The indicators are transformed so that they are stationary and free from seasonal effects.
Except for interest rates and the deviation of the real effective exchange rate (REER) from
the trend,™ all other variables in a given month were defined as the percentage change in the
level of the variable with respect to its value a year earlier. The probabilities estimated by the
ordered probit model can give a fair idea about the possible onset of different phases of a
distress situation (including the phases of both high- and medium-fragility conditions) in the
banking system. An increasing trend in the estimated probabilities of each category/state of
the distress condition signals the possibility of distress/crisis in the banking sector.

The time horizon within which the indicator is expected to give a signal anticipating a banking
sector distress or crisis situation is called the "signaling horizon” and is taken a priori as
6 months in this study, considering the policy prospect of the 6 months ahead forecast.

Based on the available data at a monthly frequency, an ordered probit model is being
developed to predict the different phases of banking sector distress/crisis in India within a
time horizon of 6 months. The optimum model is obtained after an exploration through the
model goodness-of-fit criteria, viz, the Akaike information Criterion (AIC)'® and the

pseudo- R? statistic, where the optimum model is chosen with the minimum AIC and
maximum pseudo- R? statistic. The optimum model with significant coefficients at a 5 per cent

level of significance is obtained at AIC and pseudo- R*values of 0.64 and 0.87, respectively.
The estimated ordered probit model of the leading indicators with their lags is presented in
Table 2. All the indicators except the REER deviation are found to be significant at a
5 per cent level of significance. From the model, it is seen that an increase in the ratio of
foreign currency assets to foreign currency liabilities (FCA-FCL ratio), imports, the
M3 multiplier, the call money rate, the real interest rate (91-day treasury bills), the stock price
index and inflation increase the probability of high fragility in the banking sector, while a
decrease in the ratio of the money supply (M3) to forex reserves, output, exports, forex and
the ratio between credit to the commercial sector and domestic deposits also increase the
probability of high fragility in the banking sector.

It is observed that the model predicted about 104 data points of different categories of
banking crisis out of the total 111 data point series. The model could correctly predict about
97 per cent of no-distress situations, 90 per cent of medium-fragility situations, and about
89 per cent of the high-fragility conditions of the Indian banking sector. The overall predictive
power of the model in classifying the different states of the crisis, viz, no distress, medium
fragility and high fragility in India, is about 94 per cent. The predictive performance of the
model in classifying different phases of the crisis is presented in Table 3.

* The deviation of the REER from its trend was estimated using the Hodrick-Prescott filter.

AlC = -217 4 2K
' The AIC is given by % A where Iis the log-likelihood function with k parameters
estimated using T observations.
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Table 2: Estimated Ordered Probit Model for Predicting Banking Crisis in India
(6-Month Signal Window)*’

Variable Coefficient Std. Error Z-Statistic Prob.
FOREX RESERVES -2.22 0.98 -2.26 0.0237
FOREX RESERVES (-5) 3.47 1.55 2.24 0.0249
FCA/FCL RATIO (-6) 57.31 25.78 2.22 0.0262
EXPORT (-2) -0.47 0.22 -2.08 0.0373
EXPORT (-4) -0.27 0.11 -2.39 0.0170
IMPORT (-4) 0.15 0.07 2.30 0.0213
M3/FOREX RESERVE RATIO -32.00 14.34 -2.23 0.0256
M3 MULTIPLIER 62.83 29.09 2.16 0.0307
M3 MULTIPLIER (-1) 15.36 7.26 2.12 0.0344
CREDIT/DEPOSIT RATIO™ -1404.54 617.70 -2.27 0.0230
CREDIT/DEPOSIT RATIO (-2) 711.55 312.14 2.28 0.0226
OUTPUT (-2) -4.10 1.71 -2.40 0.0164
CALL MONEY RATE 10.23 4,58 2.23 0.0255
CALL MONEY RATE (-1) 2.58 1.31 1.97 0.0484
REAL YIELD 91TB (-1) 14.73 6.71 2.20 0.0280
STOCK PRICE INDEX 0.38 0.17 2.16 0.0306
STOCK PRICE INDEX (-1) 0.20 0.09 2.22 0.0263
INFLATION 11.91 5.35 2.23 0.0260
INFLATION (-5) -5.51 2.38 -2.31 0.0207
Limit Points

LIMIT-1(7,) -139.73

LIMIT-2(7,) -104.73

Pseudo R-squared 0.87

Akaike Info. Criterion 0.64

LR statistic 190.25

Prob. (LR statistic) 0.0000

Source: Author’'s computation.

Table 3: Prediction Performance of the Ordered Probit Model

Dep. %
Value Obs. Correct Incorrect % Correct Incorrect
0 61 59 2 96.72 3.28
1 31 28 3 90.32 9.68
2 19 17 2 89.47 10.53

Total 111 104 7 93.69 6.31

Source: Author’'s computation.

17

hence it is not included in the estimated model.

18

residents in India.
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The deviation of the REER from its trend is found to be insignificant at a 5 per cent level of significance and

“Credit” and “deposits” are, respectively, credit to the commercial sector by banks and aggregate deposits of
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One of the significant aspects of the proposed model is that it could also predict the recent
global financial crisis prior to 6 months quite accurately. The probabilities of the 6 months
ahead in-sample prediction of different phases of the banking sector crisis by the model is
presented in Figure 2. From the figures, it can be observed that the model has been able to
forecast the probability of various phases of the banking crisis quite accurately. It is also
seen that during the period of medium and high fragility in the banking sector, the probability
of no distress during the period forecasted by the model is very low. Similarly, during the

nonfragile period, the forecasted probabilities of a fragile state are found to be reasonably
quite low.

Figure 2

The in-sample forecast of different states of banking crisis in India

Crisis State

Probability of Crisis

O d dd N AN NOMOMO TSI T HWLW O© O© ONNMNNMNOWWO®®O®WOO O
RRYIRPPRQRIYIQRIFIIRFQIQYIQIOIQQQIQYIQILQQQ
QO c >0 C >0 CcCcC >0C >0C >0C >0C >2a0Cc >0¢cCc >0
0688 0688 0ad8 0ad 8 088 0€d 8 0ad 8 0ad S oad 8 0
NOP"ZNDZSZNDDZSZNDDSND"SND"SINDZND"SZOND=SN

= Crisis state = Prob. of no distress = Prob. of medium fragility = Prob. of high fragility

Source: Author’s computation.

However, a good forecasting performance of a model within the sample does not guarantee
that the model will do well in forecasting out of sample too. So, to evaluate the forecasting
performance of the model, an out-of-sample forecast test of the model was performed. The
model was estimated utilizing the data from the beginning of the sample (March 2000) to
March 2007, and then this model was used to forecast the post-model-building period. All the
coefficients of the variables estimated in the model for the period from March 2000 to March
2007 were also found to be significant at a 5 per cent level of significance. Thus, the
out-of-sample performance of the constructed model is judged through the predicted
probabilities of different phases of crisis generated in the post-model-building period. The
in-sample and out-of-sample forecast probabilities for periods of medium and high fragility in
the banking sector are presented in Figures 3 and 4, respectively. From the figure, it could be
seen that most of the fragile period (both medium and high) was predicted with high
probability by the model, except for the period from November 2008 to January 2009 and
November 2009, in the case of medium fragility, and August 2008 for high fragility. However,
it is seen in Figure 4 that November 2008, which the model fails to classify as a
medium-fragility period, has been classified by the model as a period of high fragility. Thus,
the model could provide useful information about the possible onset of distress in the
banking sector.
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Figure 3

In-sample and out-of-sample probabilities of medium fragility
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Figure 4

In-sample and out-of-sample probabilities of high fragility
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9. Conclusions

In the face of the recent global financial crisis, monitoring and predicting such an event using
the early warning system have become essential, as it causes huge losses at both the
national and international levels. The early warning system (EWS) aims at anticipating
whether and when an individual country may be affected by a financial crisis by developing a
framework that allows a financial crisis to be predicted in a relatively open economy.

In order to identify and date the different states of distress situations in the banking sector of
India, a banking sector fragility (BSF) index has been developed. Based on the BSF index,
we have identified and dated 19 medium- and 8 high-fragility situations in the Indian banking
sector. These phases of distress in the banking sector are identified based on some chosen
threshold level and are categorized into three states as no distress, medium fragility and high
fragility. The ordered probit model is being developed and used to predict these different
phases of banking crisis in India. The signaling window for predicting the crisis is taken to be
6 months in this study. This model would help the policymaker to take corrective action to
avert the onset of a potential distress/crisis situation by generating signals about an
impending distress/crisis situation. The model indicates that increases in the ratio of foreign
currency assets to foreign currency liabilities (FCA-FCL ratio), imports, the M3 multiplier, the
call money rate and the real interest rate (91-day treasury bills), a rise in the stock price
index and high inflation raise the probability of high fragility in the banking sector, while
decreases in the M3 forex reserve ratio, output, exports, forex and the ratio between credit to
the commercial sector and domestic deposits also increase the probability of high fragility
occurring in the banking sector.

The model could predict about 104 data points of different categories of banking crisis out of
the total 111 data point series. The model could correctly predict about 97 per cent of
no-distress situations, 90 per cent of medium-fragility and about 89 per cent of high-fragility
conditions in the Indian banking sector. Thus, the model could classify about 94 per cent of
different phases of the fragile periods. The model developed in this study also captured the
felt effect of the recent global financial crisis in India. The proposed model could be used to
monitor developments in the banking sector of India, as indicators used in this model are
available with lags of about two months. While calibrating the model, it is also observed that
the ordered probit model could generate reliable out-of-sample probabilities for different
phases of fragile conditions in India.

In this paper, banking crisis prediction is based on the BSF index. However, newer crises
may emerge from newer characteristics. Thus, the proposed early warning model has to be
updated continuously, as the global and domestic macroeconomic conditions are dynamic
and keep changing. The EWS devised in this paper to forecast different phases of banking
distress/crisis in India is just a preliminary step in the direction of exploring alternative
methods of predicting banking crises.
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Price discovery on traded inflation expectations:
does the financial crisis matter?

Alexander Schulz and Jelena Stapf*

1. Introduction

For a central bank to fulfil its price stability mandate, the accurate assessment of inflation
expectations is of crucial importance. Market participants gauging long-term investments
have similar concerns about inflation. Traditionally, inflation expectations have been derived
from models or through surveys of market participants’ opinions. In the mid to late 1990s
financial markets started to trade claims on inflation actively. Analyzing this source of
information has become standard by now. However, there are two main categories in which
inflation claims are traded: inflation-linked bonds and inflation swaps. Which market can
process information about inflation more quickly and with more impact on long-run
equilibrium prices? Is it the size of the respective market that drives the lead in processing
inflation information via BEIR? Has the financial crisis changed the price discovery process
and biased it more towards one instrument? These are the key questions posed by this

paper.
A huge body of literature exists on how to extract inflation expectations from financial market

data. However, as far as we know, price discovery for BEIR has not previously been
analysed on an intraday basis. This paper fills the gap.

Information shares of BEIR are large for central government bonds especially with longer
maturities. The larger size of the inflation-indexed bond market in the United States
compared to the euro area bias the price discovery process even more towards the bond
market. Whereas, in times of financial crisis, heightened risk aversion generally obstructs
trades on financial markets, contributions to price formation have concentrated more on
government bonds, presumably the safest financial instrument.

We make use of the approximate arbitrage relationship that exists between bond BEIR and
swap BEIR. Graph 1 shows that these instruments do indeed react on news concerning
actual and future inflation rates and serves as a first illustration of the close relationship
between them. Whereas in practice inflation swaps and nominal and real government bonds
are different instruments and therefore differ in prices, the inflation information embedded in
these instruments is the same. By means of arbitrage this restricts large price deviations
between both instruments. The classical price discovery measures as developed by
Hasbrouck (1995) and Gonzalo and Granger (1995) have been applied to the same
instrument, eg a share trading in different local markets. We follow the approach used by
Blanco, Brennan and Marsh (2005) and explore price discovery of the same cash flows, in
our case BEIR, traded with different instruments on different markets.

1 Authors: Alexander Schulz, Deutsche Bundesbank, email: alexander.schulz@bundesbank.de and Jelena

Stapf, Deutsche Bundesbank, email: jelena.stapf@bundesbank.de. We thank Christoph Fischer, Joachim
Grammig, Joseph Haubrich, Thomas Laubach, Franziska Peter, Stefan Reitz as well as seminar participants
at the Annual Congress of the EEA in Barcelona 2009, the International Conference on Macroeconomic
Analysis and International Finance in Crete 2009 and Deutsche Bundesbank for helpful comments. All
remaining errors are ours. The opinions expressed in this paper do not necessarily reflect the opinions of the
Deutsche Bundesbank or its staff.
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Graph 1

Yield of inflation-indexed bond with maturity 2012
and four-year inflation swap rate on 5 June 2008
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President Trichet's remarks in the ECB press conference starting at 2.30 pm were widely regarded as the turn
in the euro interest rate cycle.

We measure the contribution of each market’s price innovation to a common efficient price.
We use a high-frequency dataset of the respective bonds and swaps at one-minute intervals.
Our sample periods range from May to December 2008. The considered period contains
both rising and declining inflation expectations, a turning point of monetary policy and the
spread of a severe financial crisis.

The euro area index-linked bond market is rather partitioned, with different credit ratings of
issuers and two relevant inflation indices. Thus liquidity is dispersed. Against this backdrop,
the euro inflation swap market developed very well recently (Hurd and Relleen (2006),
Deacon, Derry, and Mirfendereski (2004)). On the other side of the Atlantic, the United
States maintains a well established issuance programme for Treasury Inflation Protected
Securities (TIPS) and exhibits only a small inflation swap market. Therefore, we expect the
swap market to lead price discovery in the euro area and the bond market in the United
States. However, these priors do not stand fully up to empirical evidence. In the euro area for
shorter maturities up to five years, new information comes from both markets, whereas for
horizons of seven years and above the bond market increasingly leads the price discovery
process. In the United States, the bond market dominates the price discovery process for all
maturities. Only for the shortest time horizon, one third of price innovations comes from the
swap market. Especially with longer maturities central government bonds are the benchmark
for hedging inflation risk and for pricing inflation expectations in both currency areas.

The severe financial crisis that broke out in autumn 2008 drove a wedge between bond BEIR
and swap BEIR in both currencies. Price discovery ceased to take place on the swap market.
Disruptions coming from the short end of the market even separated price formation in both
segments for maturities of up to six years in the United States. Thus even though the swap
curve exhibits at times a smoother pattern than its bond derived equivalent it is not adequate
to exclude bonds from the inflation expectations analysis.

The remainder of the paper is organised as follows: the next section introduces the
respective markets where inflation expectations trade. It also shows how arbitrage
guarantees price proximity. Section 3 contains a description of our dataset. In Section 4 we
explain the econometric method used and Section 5 shows the results of our analysis of
price discovery for euro area and US data. The last section concludes.
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2. Two markets for trading inflation expectations

Inflation has become a standard commodity on financial markets or, to put it differently, a
well accepted index to which financial claims can be linked. In the following we briefly
describe the two most relevant markets for inflation-indexed claims: bonds and swaps.

2.1 The inflation-indexed bond market

The United Kingdom pioneered the use of inflation-protected bonds. Inflation-linked gilts (gilt-
edged securities) were first sold in 1981.7 But only the start of the US TIPS programme in
1997 led the way for several other countries. Today, the US market is the largest for inflation-
protected bonds. The amount outstanding is $516 billion, which is more than 9% of overall
Treasury notes, bonds and bills issuance.® TIPS are linked to the US city average all-items
consumer price index for all urban consumers (CPI-U). Within the euro area, France,
Greece, Italy and Germany have indexed bonds outstanding. France is by far the most active
issuer here, sponsoring two programmes linked to the national CPI (ex-tobacco, first issue in
1998) and the euro area harmonised index of consumer prices (HICP, again ex-tobacco —
HICPXT, first issue in 2001), respectively. The combined amount outstanding is €137 billion.
Germany issued linkers in 2006 and has built up a volume outstanding of €22 billion. While
German and French bonds enjoy a AAA rating, Italian government paper (€81 billion
outstanding, start in 2003) and Greek government bonds (€15 billion outstanding, 2003) are
lower-rated. They trade at a spread to German and French bonds.

We infer inflation compensation by subtracting real yields derived from inflation-linked bonds
from nominal bond vyields using the Fisher equation.* Yet bond yields not only incorporate
inflation and real yields or growth expectations. Investors require in addition compensation
for unexpected future inflation rate changes in nominal bonds and for illiquidity, default risk
and other risk in nominal and inflation-protected bonds. Hence, the BEIR comprises
everything that is not uniformly priced or not compensated on both nominal and inflation-
linked bond markets (see Figure 1). To begin with, the BEIR contains inflation expectations
among financial market participants. Secondly, an inflation risk premium reflects the
compensation that nominal bond holders require for unexpected inflation rate changes
whereas the inflation-indexed bond holder is not exposed to that risk. Liquidity might be
different on the two markets. Nominal bond markets are larger in volume and might therefore
be more liquid. To get exposure to a BEIR one can either go long a nhominal bond and short
an inflation-linked bond or vice versa. The cost of carry for both bonds is different and
therefore has implications for the level of the BEIR. Repo specialness, delivery options for
futures and other institutional features might drive bond yields on both markets further apart.”
Since we use pairwise government bonds from the same issuer, default risk is not an issue
here.

See Campbell and Shiller (1996) for an overview of early linkers, including issues from emerging markets.

As of January 2009. Relative to its outstanding marketable debt the UK is still the largest issuer, with a share
of 28%.

See Section 4 for a more formal representation.

A repo or repurchase transaction is a standard technique for funding purchases of financial instruments, which
are themselves used as collateral. See Buraschi and Menini (2002) for a discussion of specialness.
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Figure 1
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The BEIR derived from nominal and real bonds contains inflation
expectations as well as the inflation risk premium and the difference
of the respective bonds’ liquidity premia.

2.2 The inflation swap market

Markets for inflation-linked derivatives have grown quickly in recent years. Their development
has been complementary to those of inflation-indexed bonds. The most important segment of
the inflation derivatives market are inflation swaps. These are traded in the over-the-counter
market (OTC) by financial institutions, fund managers and corporate treasurers. The inflation
swap is a bilateral contract which requires one party to the contract (the inflation receiver) to
make predetermined fixed-rate payments in exchange for floating-rate payments linked to
inflation from a second party (the inflation payer). The basic building block of inflation swap
structures is the zero coupon inflation swap, where payments are exchanged only on
maturity. Typical maturities range from one year to more than 30 years.

Euro zero coupon swaps are in general linked to the same index as most bonds in the
associated market. They pay the initially published non-seasonally adjusted euro zone
HICPXT; possible later revisions have no effect. The inflation index is subject to a lag of three
months. This ensures that both swap parties know the reference price level at the start of the
contract. Unlike inflatio