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What is an outlier? 
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• An outlier is an observation which is significantly distant from the other 

considered observations. 
 

• Often outliers are identified by assuming the true 
distribution of each variable separately to be a 
known one. 

 
• Alternatively, distributional methods are used 
but they do not suggest the true values of the  
Observation. 

 
• It is very important that outliers are not automatically considered as errors since 

extreme cases can still be justified. 
 

• The aim of this analysis is to rank observations that  
need to be assessed by their likelihood of being errors. 
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The iBACH dataset 
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• Balance sheet and profit and loss data of firms collected by the European 
Committee of Central Balance Sheet Data Offices (ECCBSO) within its WG on 
Bank for the Accounts of Companies Harmonized  (BACH). 
 

• Aggregate database available since several years but firm level data (iBACH) 
available to participating countries since February 2018. 
 

• 66 numeric variables taken into consideration in the analysis I carry out 
 
 
 
 

https://www.eccbso.org/wba/default.asp
https://www.eccbso.org/wba/pubblica/wgdetails.asp?id=2
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Estimation: XGBoost, Gridsearch 
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• The estimation technique used is extreme gradient boosting (Chen 2016, in the 
python package xgboost) 
 
 
 
 
 
 
 
 
 
 
 

• The hyperparameters are set using a Gridsearch algorithm (M. Claesen, B. De 
Moor 2015, in the python package Gridsearch) which iterates over a tuple of 
values and choses the optimal set for the following hyperparameters of 
xgboost: max depth, eta, subsample, number of estimators 

 

https://xgboost.readthedocs.io/en/latest/
http://scikit-learn.org/stable/modules/grid_search.html
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Detection: Distance measures and importance 
averaging 
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• Outlier flagging methods using estimation residuals: 
 

• K-nearest neighbour on absolute and relative distance from true value 
 

• Distribution based on both absolute and relative distance from true value 
 

 
• Importance averaging: 

 
• While causality is confirmed, it might not be clear where the error comes from 
 

A=B-(C*D) is false 
Which variable among A, B, C and D is wrong? 

 
• For each firm/year I sum the contribution of each variable to the model of detected 

outliers and create a ranking of “most-likely-to be wrong”. 
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Results 
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Importance Variable
Total liabilities
Shareholders funds
Number of employees
Total fixed assets
Total current assets
Financial fixed assets
Capital, reserves, ernings and other equity instruments
Intangible fixed assets
Deferred assets
Tangible fixed assets

Importance Variable
Labour costs
Nace rev2 4 digit
Intangible fixed assets
Value added
Trade receivables
Tangible fixed assets
Other receivables
Financial fixed assets
Total assets
Costs of good sold

The algorithm allows to accurately estimate all variables analysed.  

The outliers detected re sent to the NCBs to be investigated, ranked by likelihood of being errors.  
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Imputation 
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Importance Variable
Value added
Nace rev2 4 digits
Intangible fixed assets
Trade receivables
EBITDA
Tangible fixed assets
Depreciation and amortization
Costs of good sold
Total assets
Cash and bank

The same methodology can be used to estimate the missing values in the 
dataset. As an exercise, when estimating employment, forcing out the labour 
costs variable, the estimation still over-performs the methodology used previously 
internally. 
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Conclusions 
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• This paper presents an application of a combination of supervised and 
unsupervised machine learning with a final feature-additive ranking technique 
in order to spot mistakes in outlying datapoints.  

• The methodology described seems to be useful also for additional steps of data 
quality improvement such as data imputation. 

• This technique also provides guidance for the construction of new data quality 
checks that could prevent the submissions of mistakes.  
 

Further improvements:  
 
• The increase in the sample size.  
• The inclusion of lagged variables would allow for using long-term-short-term 

memory frameworks.  
• The comparison of the results with neural networks and multi-target 

regressions. 
• Inclusion of the confirmation on whether a spotted potential mistake is actually 

an error or not to transform the distance measure into a classification problem.  
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