SWIFT gpi data indicate drivers of fast cross-border payments

Key takeaways

- The speed of cross-border payments on SWIFT® global payment innovation (gpi) is generally high with a median processing time of less than two hours. However, payment speeds vary markedly across end-to-end payment routes from a median of less than five minutes on the fastest routes to more than two days on several of the slowest routes.

- Prolonged processing times are largely driven by time spent at the beneficiary bank from when it receives the payment instruction until it credits the end customer’s account. Longer processing times tend to occur in low and lower-middle income countries, which can be partly attributed to capital controls and related compliance processes, weak competition as measured by the number of banks as well as limited operating hours of and the use of batch processing by beneficiary banks.

- Cross-border payments on SWIFT involve, on average, just over one intermediary between the originator and beneficiary banks. Each additional intermediary prolongs payment time to a limited extent, while the size of time zone differences between banks has no discernible effect on speed.

Initiatives such as SWIFT gpi are improving the speed of cross-border payments, but obstacles remain to shortening their processing time to the levels observed for domestic payments. The challenges facing cross-border payments vary considerably between market segments and payment arrangements. For international payments via correspondent banking, SWIFT has developed gpi as a set of business rules and digital tools to improve their speed and transparency. Although cross-border payments on SWIFT gpi are fast, their speed varies significantly across end-to-end payment routes. Using a novel data set, this paper analyses how country-level and bank-level factors such as capital controls, bank offline hours and the number of intermediaries help explain these differences in payment speed.
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2 A cross-border payment “on SWIFT” is an international funds transfer facilitated by the SWIFT messaging network and settled via correspondent banking. Specifically, we analyse payments facilitated by MT 103 messages, see the SWIFT website for details.

3 Cross-border payments are crucial for the global economy but are generally perceived to be slower, more expensive, less transparent, and less accessible to some end users than domestic payments. In 2020, the Financial Stability Board (FSB) and the CPMI collaborated on identifying (i) frictions underlying cross-border payment arrangements (FSB (2020a)); (ii) “building blocks” required to improve current arrangements (CPMI (2020)); and (iii) a roadmap laying out steps to implement these building blocks (FSB (2020b)). In October 2020, the G20 endorsed the roadmap to be taken forward by the FSB, CPMI, World Bank, International Monetary Fund (IMF) and Financial Action Task Force (FATF).

4 SWIFT gpi revolves around four core principles: (i) settling a payment within the same business day, (ii) monitoring payment status in real time, (iii) providing transparency of fees all along the payment chain, and (iv) passing on unaltered remittance information to identify the underlying reason for the payment. SWIFT gpi was launched in 2017 and has since been adopted by more than 4,200 banks and 60 market infrastructures. See SWIFT (2020) and the gpi website for additional information.
New data from SWIFT gpi allow us to measure payment processing time at a granular level. Every payment on SWIFT gpi has a unique end-to-end transaction identifier (UETR) which allows us to measure the time from when the originating bank forwards the payment instruction until the beneficiary bank credits the end customer’s account. Our analysis is based on all payments with credit confirmations from September and October 2020 which cross jurisdictional borders and involve more than one financial group. We exclude euro-denominated payments between euro area countries. The data consist of approximately 20 million transactions covering 141 countries and dependent territories around the world. The data represent 48% by volume and 56% by value of all cross-border payments on SWIFT. As the data exclude cross-border payments through arrangements other than SWIFT gpi (for example, payments via card networks or money transfer operators), our results should be viewed in the context of SWIFT gpi only.

The processing time of payments on SWIFT gpi is generally short but differs significantly between end-to-end payment routes. The average payment processing time is eight hours and 36 minutes, while the median is only one hour and 38 minutes. Of the more than 57,000 potential, unique, end-to-end payment routes that exist on SWIFT, the top 20 routes (ranked by volume) account for 15% of total payments volume and 24% of total payments value. Many of these top routes are well-established links between high-income countries, in which most payments settle within minutes or even seconds. However, on less busy routes, some payments take hours or even days to settle. At first glance, regional characteristics play a large role. For example, the median processing time is less than 15 minutes for payments sent to Northern America and parts of Europe, whereas it is more than 22 hours for payments sent to Northern Africa and Southern and Central Asia (graph 1). This variation warrants a closer look at the determinants of processing time.

The timeline of a payment on SWIFT gpi can be split into three legs: the originator, in-flight and beneficiary leg (graph 2). We only observe in-flight and beneficiary time: in-flight time begins when the originating bank initiates the payment on SWIFT gpi, and it ends when the (last) intermediary bank or financial market infrastructure (FMI) forwards the instruction to the beneficiary bank. If there are no intermediary banks or FMIs, in-flight time is zero. Beneficiary time begins when the beneficiary bank receives the instruction, and it ends when the beneficiary bank credits the end customer’s account. For the beneficiary leg, we use processing time, which excludes banks’ offline hours such as weekends and holidays, and for the in-flight leg, we use elapsed time (see the Technical appendix for details).
Payments spend noticeably more time at the beneficiary leg than at the in-flight leg. Intermediary banks (if any) process 78% of payments in less than five minutes. Beneficiary banks only process 33% of payments in that time, thus reducing the share of payments with an end-to-end time under five minutes to just 25% (graph 3a). Generally, payments with end-to-end processing times that exceed hours or even days tend to spend more time at the beneficiary leg. For example, in the slower beneficiary regions such as Northern Africa and Southern and Central Asia, the beneficiary leg is by far the most time-consuming part of the average payment route (Technical appendix, Graph A2).

Most of the observable payment processing time is spent at the beneficiary leg...
Multiple factors affect time spent at the beneficiary, but the individual effect of any single factor is unclear. To investigate beneficiary time, we supplement the data from SWIFT gpi with country-level statistics such as the GNI per capita as well as indicators of capital controls and bank offline hours. While several country-level variables are associated with either shorter or longer beneficiary times, these variables are highly correlated, which clouds the estimation of their individual effects on processing time (see the Technical appendix for details). However, we find that certain key country-level variables explain much of the variance in processing time and possess additional explanatory power over all other available variables in the data set (graph 3b). Variables correlated with shorter processing times include the GNI per capita, number of banks, financial sector exports, number of internet servers per capita and Euler-Hermes credit risk rating, which measures the risk of non-payment by companies in each country. Variables correlated with longer processing times include capital controls and bank offline hours.

Countries with substantial capital controls tend to have higher payment processing times at the beneficiary leg (graph 4, left-hand panel). For beneficiary countries, we average the controls indicator for inflows across payments pertaining to ten different asset classes. The indicator takes values between zero and one, with one indicating restrictions on all asset classes. Capital controls remain an integral part of a country’s policy toolkit to limit the spread of international economic disturbances. However, such restrictions typically involve burdensome compliance processes and other manual interventions due to documentation requests and balance of payments reporting, which in turn increase processing time at the beneficiary bank before funds can be released to the end customer’s account.

The payment processing time\(^1\) at the beneficiary leg is longer in countries...

### Graph 4

- **... with stronger capital controls on inflows across asset classes**
- **... with beneficiary banks that are offline for a greater part of the day**
- **... with lower levels of income per capita**


Longer offline hours at beneficiary banks tend to increase payment processing time (graph 4, centre panel). We measure the offline hours of a beneficiary bank by counting the number of consecutive hours in which the bank does not confirm transactions during a regular business day and averaging over our sample period. More offline hours not only limit the time during which banks process...
payments but are also correlated with the use of batch processing, that is, the extent to which banks execute payments in batches at specific times during the day rather than on a transaction-by-transaction basis. Both effects cause delays and increase time spent at the beneficiary leg.

**Payments to banks located in high and upper-middle income countries are generally faster (graph 4, right-hand panel).** GNI per capita is the strongest predictor of beneficiary processing time as it is strongly correlated with, and thus acts as a proxy for, a long list of variables which could affect payment speed. In addition to capital controls and bank offline hours, these include the Euler-Hermes risk rating, which is likely associated with more stringent know-your-customer (KYC) due diligence checks, and the exports of the financial and insurance sectors relative to overall GDP and other import-export oriented metrics. This indicates that open economies with large financial sectors are likely to attract global banks and investment in financial market infrastructure to support faster processing of cross-border payments.

**Additional intermediaries on the payment route extend time spent at the in-flight leg, but this extension is limited compared to time spent at the beneficiary leg.** When more intermediary banks are involved, a payment undergoes further processing, possibly including manual interventions such as compliance checks, and may have to pass through additional market infrastructures (for example, domestic RTGS systems). As a result, average elapsed time increases, and so does the variance of the time distribution (graph 5, left-hand panel). However, the minimum and lower quartiles of time remain close to zero regardless of the number of intermediaries. In most cases, especially when only one or two intermediaries are involved, the intermediaries are global correspondent banks that have streamlined and automated their processes to add little to no time to the in-flight leg. Payments with three or more intermediaries are slower, but the average time increase per added intermediary is still lower than the almost eight hours spent on average at the beneficiary leg. Notably, cross-border payments on SWIFT involve just over one intermediary on average, and payments with three or more intermediaries represent less than one per cent of total payment volume. These results indicate that the SWIFT gpi service level agreement, requiring participating banks to facilitate same-day use of funds, increases payment speed.

### Elapsed time in flight is affected by...

#### Graph 5

<table>
<thead>
<tr>
<th>Number of Intermediaries</th>
<th>Less than 1%</th>
<th>1</th>
<th>2</th>
<th>3 or more</th>
</tr>
</thead>
<tbody>
<tr>
<td>84%</td>
<td></td>
<td>14%</td>
<td>14%</td>
<td>6%</td>
</tr>
</tbody>
</table>

Range:  
- Min–25th perc  
- 25th perc–median  
- Median–75th perc  
- 75th perc–max  
- Average

The share of total payment volume is shown below the x-axes (excluding payments with zero intermediaries in graph 5a) and the maximum elapsed time is always 10 days.  

1 The time zone difference of a payment travelling from Hong Kong (UTC+8) to Stockholm (UTC+1) is -7. Any absolute difference above 12 is converted to the corresponding difference in the opposite direction around the world, for example, a difference from Hong Kong (UTC+8) to New York (UTC-5) at -13 is converted to +11. “[x, y)” means from x to but excluding y, whereas “[x, y]” means from x to and including y.

Sources: SWIFT Observer Analytics.
The size of the time zone difference between the originator and beneficiary banks has no measurable effect on payment speed. However, the direction matters: payments sent “with the sun”, that is, from east to west, tend to be faster than payments sent in the opposite direction. Time zone differences have the potential to reduce the number of overlapping operating hours among banks and market infrastructures on the payment route. When a payment arrives at a bank or payment system during offline hours, it must wait for the relevant institution to open to be processed, and its elapsed time in flight increases. Payments sent from east to west are less likely to arrive during overnight offline hours, which could explain why they are nearly 30 minutes faster on average than those sent from west to east (graph 5, right-hand panel). However, the average elapsed time neither strictly increases nor decreases with the absolute size of the time zone difference. This could reflect how global correspondent banks with close to 24/7 operations drive down the average elapsed time on the busiest payment routes. For example, the slower Korea to China route dominates the time zone difference bracket between -4 and 0 hours, while the faster United Kingdom to United States route dominates the bracket between -8 and -4 hours.

The volume of payments to the beneficiary country, the payment amount and whether it involves a currency conversion hardly affect processing time. The level of correspondent banking activity on a specific payment route is a poor predictor of speed; other factors likely cloud any efficiency gains by banks serving busy payment routes. The payment amount is also uncorrelated with speed, which is less surprising given that all payments on SWIFT gpi must adhere to the same business rules, use similar arrangements and settle through identical infrastructure regardless of their amount. With SWIFT gpi data, we can only observe currency conversions by intermediary banks, not by beneficiary banks, and this currency conversion has no clear association with shorter or longer end-to-end processing times.

Regular collection of data over time from a given range of market participants could provide a basis for better estimates of the individual effects of capital controls and other country-level variables on processing time. Once SWIFT gpi has been operational for a longer period, over which countries loosened or tightened their capital controls and data on payment speed have been consistently compiled, it would be possible to quantify the effects of capital controls, offline hours, and other variables of interest more accurately. In addition, case studies of particularly relevant payment routes could provide a better understanding of the specific compliance processes that cause delays. As additional banks adopt SWIFT gpi, and SWIFT can then track the processing time of more cross-border payments, future analyses of payment speed could cover a larger share of cross-border payments via correspondent banking.
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7 This also apparent from graphs 4a-c, which show no clear relationship between volume (bubble size) and payment speed.
Technical appendix

Analysis based on routes rather than corridors

Our data set is not only novel in that it contains granular information on payment speed; it also applies a general modification at SWIFT Business Intelligence (BI) from corridor-based to route-based analysis of transaction flows. SWIFT BI differentiates between two types of flows:

- **Commercial flows**, also called routes, refer to the payment instruction sent by the bank of a client A, typically a corporate client, to the bank of a client B for the import of goods or services. Commercial flows of funds thus mirror the trade flows of goods and services.
- **Financial flows**, also called corridors, refer to the individual payments along the route needed to settle the payment obligation of client A to client B.

As an illustrative example, consider nine payment obligations from clients in Argentina, Brazil, and Colombia via correspondent banks in the United States to clients in Australia, Bhutan, and China (Graph A1). Each route represents one obligation, while each corridor only represents a part of an obligation, and the number of unique routes is higher than the number of unique corridors.

This has implications for an analysis of payment speed, as calculating end-to-end processing time requires route-based data, and for further analysis of, for example, the apparent decline in correspondent banking relationships.

---

The difference between processing time and elapsed time

In our analysis we use two different measures of payment time:

- **Processing time** is the time it takes each bank to process a payment, from when a bank receives the payment instruction until it either forwards the instruction (in the case of the originating and intermediary banks) or credits the end customer (in the case of the beneficiary bank). Processing time corrects for a bank’s offline hours by excluding overnight hours between business days as well as weekends and public holidays in the bank’s country location.
- **Elapsed time** is the time it takes for a payment to be credited to the end customer, from when the payment is initiated on SWIFT gpi by the originating bank to when the beneficiary bank...
credits the end customer’s account, including all types of offline hours. Elapsed time is strictly greater than or equal to processing time.

Processing time, on the one hand, favours banks with shorter operating hours that may be considered more efficient at processing payments relative to banks with longer operating hours. We use processing time for our analysis of time spent at the beneficiary leg to control for the effects of weekends and public holidays and focus on factors that increase the active time spent by the beneficiary banks on compliance processes and other manual interventions.

Elapsed time, on the other hand, considers other factors influencing payment speed such as how the number of intermediaries and time zone differences may add additional waiting time between banks’ processing windows if their operating hours do not overlap. Hence, we use elapsed time for analysing the in-flight leg.

Notably, our conclusions regarding both in-flight and beneficiary time are unaffected by whether we base the analysis on processing time or elapsed time.

The split between in-flight and beneficiary time by region

Across all beneficiary regions, more than half of processing time is spent at the beneficiary leg on average (Graph A2). The regions with higher median processing times (Graph 1) tend to spend a higher proportion of time at the beneficiary leg relative to the in-flight leg. For example, in the slower beneficiary regions such as Northern Africa and Southern and Central Asia, accounting for more than 95% of processing time, the beneficiary leg is by far the more time-consuming part of the average gpi payment route.

Methodology for analysing beneficiary time

We observe that processing time at the beneficiary leg is highly country-specific, so to identify variables that potentially affect beneficiary time, we augment the SWIFT gpi transaction data with country-level statistics from the World Bank and CIA World Factbook.

However, the data for several of the small countries and dependent territories contain missing values. Rather than excluding those countries, we impute the missing values using an iterative regression
tree approach. To increase the accuracy of our imputation method, we regress each country-level variable on a data set which is further enriched with additional variables that do not significantly correlate with beneficiary time. The data set for our analysis contains 75 country-level variables (Table A1). Including imputed values in our dataset does not materially affect the results of our model for two reasons:

1. The imputation accuracy is high for almost all variables, with only 4 out of 75 variables exceeding a range-normalised root mean square error (RMSE) of 0.3.

2. The countries for which data are missing tend to have lower payment volumes, so the enriched payments data set contains actual (i.e., non-imputed) country-level statistics for most data points. All the 75 variables use actual data for more than 80% of payments volume, while 27 of them use actual data for more than 99.9% of payments volume.

<table>
<thead>
<tr>
<th>Source</th>
<th>Number of variables</th>
<th>Dimensions covered</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWIFT</td>
<td>3</td>
<td>Banking sector statistics</td>
</tr>
<tr>
<td>Euler Hermes</td>
<td>1</td>
<td>Country medium-term risk rating</td>
</tr>
<tr>
<td>ITU</td>
<td>1</td>
<td>Global cybersecurity index</td>
</tr>
<tr>
<td>CLS</td>
<td>2</td>
<td>CLS participant countries and eligible currencies</td>
</tr>
<tr>
<td>Fernández et al (2016)</td>
<td>1</td>
<td>Capital control indicator on inflows, averaged across all ten asset classes</td>
</tr>
<tr>
<td>World Bank</td>
<td>38</td>
<td>Statistics covering demography, income, wealth, sectorial activities, health and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>welfare, technological development, financial sector activity, travel and tourism,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>international trade and payments</td>
</tr>
<tr>
<td>World Bank GFD</td>
<td>8</td>
<td>Additional statistics on the banking sector and payments (credit cards, number of</td>
</tr>
<tr>
<td></td>
<td></td>
<td>banks, etc)</td>
</tr>
<tr>
<td>CIA World Factbook</td>
<td>21</td>
<td>Additional statistics on telecommunications, income, wealth and demographics</td>
</tr>
</tbody>
</table>

The variables in our data set that likely affect beneficiary time are strongly correlated and interact in nonlinear ways in their effect on beneficiary time. As our data set is cross-sectional, we do not observe how the processing time at beneficiary banks in any specific country develops over time. Given the multicollinearity of country-level variables, we are unable to identify the causal effect of any individual predictor, such as the capital controls indicator, using log-linear regression or regression trees.

We use Partial Least Squares Regression (PLSR), which is a so-called “supervised” method: when constructing the principal components, PSLR only considers the components that have direct explanatory power over the outcome variable (i.e., beneficiary time in our analysis).9

Like any regression method, PSLR will not be able to accurately estimate regression coefficients in a data set with multicollinearity. However, model fit and variance explained (usually expressed in terms of $R^2$) can be accurately estimated, and the calculation method is numerically stable. This implies that, unlike the size of a coefficient which depends on how many times another correlated variable is included, the sign of the coefficient can be accurately estimated. PSLR thus allows us to estimate the directional effects of the variables of interest, indicating whether they tend to increase or decrease processing time at the beneficiary leg.

To determine the directional effect of a variable, we calculate a factor which resembles the eta-squared ($\eta^2$) used in ANOVA modelling. First, we estimate the $R^2$ of every variable in isolation and subtract that from the combined explanatory power of all possible variable pairs. Second, we perform this calculation on 65 subsamples of the dataset, resulting in an estimate of the additional variance that each

8 RMSE is a measure of the average prediction error of the model.

9 See Garthwaite (1994) for an overview of the PSLR method.
variable can explain that cannot be explained by any other variable. Third, we use the minimum additional explanatory power across all variable pairs and subsamples to report the most conservative estimate. For 51 of the country-level variables, we identify an additional explanatory power of zero. This implies that, for each of these variables, at least one other variable can predict beneficiary time as accurately.

Only a few variables in our data set can predict beneficiary time with significant additional explanatory power. They include GNI per capita, number of banks, financial sector exports, capital control indicator, bank offline hours, Euler-Hermes risk rating and number of web servers per capita (Table A2).

### Country-level variables of particular importance to beneficiary time

<table>
<thead>
<tr>
<th>Variable of interest</th>
<th>$R^2$ of the variable in isolation</th>
<th>$R^2$ increase from adding the variable</th>
<th>Most closely related variable</th>
<th>Sign of coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNI per capita</td>
<td>22.28</td>
<td>2.96</td>
<td>Scientific publications per capita</td>
<td>-</td>
</tr>
<tr>
<td>Number of banks</td>
<td>14.97</td>
<td>2.09</td>
<td>Health expenditure per capita</td>
<td>-</td>
</tr>
<tr>
<td>Financial sector exports</td>
<td>17.57</td>
<td>1.68</td>
<td>GNI per capita</td>
<td>-</td>
</tr>
<tr>
<td>Capital control indicator</td>
<td>20.27</td>
<td>1.41</td>
<td>GNI per capita</td>
<td>+</td>
</tr>
<tr>
<td>Bank offline hours</td>
<td>7.65</td>
<td>1.25</td>
<td>Health expenditure per capita</td>
<td>-</td>
</tr>
<tr>
<td>Euler-Hermes risk rating</td>
<td>17.80</td>
<td>1.02</td>
<td>GNI per capita</td>
<td>-</td>
</tr>
<tr>
<td>Financial sector exports</td>
<td>18.91</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Regions and constituent countries

For the purposes of this analysis, we defined 15 regions based on geographical norms as well as similarities in payment speed within each region (Table A3).

### Constituent countries and dependent territories by region

The use of this regional categorisation does not constitute, and should not be construed as constituting, an expression of a position by the BIS regarding the legal status of, or sovereignty of any territory or its authorities, to the delimitation of international frontiers and boundaries and/or to the name and designation of any territory, city or area.