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Towards a sectoral application of the countercyclical capital buffer: A literature review

The aim of this paper is to review the existing literature on the (sectoral) countercyclical capital buffer. Since the literature directly addressing this topic is relatively scarce, we also include relevant papers that are only indirectly related. We draw insights from the theoretical and empirical literature and use these to shed light on whether the countercyclical capital buffer (CCyB) setting in the Basel III framework could be extended towards a sectoral application of the CCyB. Rather than aiming at providing an exhaustive overview of the literature reviewed, the aim is to draw focused messages that could serve as sufficiently grounded arguments in the debate.

The main messages drawn from the literature review are the following:

(i) The literature reviewed suggests that sectoral risks, in sub-segments of both the household sector and the corporate sector, have the potential to adversely affect bank stability as well as the broader economy, and therefore, may give rise to systemic risk. While the impact of both the Basel III CCyB and the sectoral application of the CCyB to a large extent remains an empirical question, the literature reviewed provides reasons to believe that in the presence of sectoral risks to financial stability, especially in combination with low overall growth prospects, a sectoral application of the CCyB may have a more direct impact on the area of concern, stronger signalling power and smaller effects on the wider economy than the Basel III CCyB.

(ii) A sectoral CCyB could aim to increase resilience against risks in particular sectors in order to maintain credit provision to these and other sectors in a downturn, and to lean against the cycle in the targeted sectors. As a sectoral CCyB would change the relative capital charge for different credit segments, the instrument might be more successful in leaning against sectoral imbalances than the CCyB. The literature suggests that there is potential for a sectoral CCyB in raising banks’ resilience to sectoral risk at low overall cost of foregone credit. However, the instruments’ ability to support credit by releasing the buffer in downturns remains largely untested. The evidence also shows that sectoral capital requirements may limit loan growth in targeted sectors, but effective leaning requires adequate calibration and sufficiently early activation. Overall, the appropriate level of a sectoral CCyB and its timing of activation throughout the credit cycle would depend on the targeted objective.

(iii) Generally, macroprudential instruments that operate through different channels are likely to complement each other. The literature reviewed indicates that a sectoral CCyB could indeed be a useful complement to alternative sectoral macroprudential measures, including borrower-based measures such as LTV, LTI and D(S)TI limits. To the extent that a sectoral CCyB is more effective in increasing banks’ resilience and borrower-based measures more successful in leaning against the sectoral credit cycle, both objectives could be attained more effectively and efficiently by combining the two types of instruments. Furthermore, there is some evidence that suggests that a sectoral CCyB could have important signalling effects and may therefore act as a substitute for borrower-based measures.

(iv) Spillover effects to untargeted sectors or other jurisdictions, either positive or negative, after the activation of a sectoral CCyB should be monitored and assessed against the state of the credit cycle in these sectors or jurisdictions. The literature reviewed provides scarce and somewhat mixed evidence on such potential spillovers to untargeted sectors. In this context, also the need for reciprocity arrangements when applying a sectoral CCyB is to be considered. Following the application of broad-based capital measures, leakages to foreign bank branches have been observed for both lending to non-financial firms and mortgage lending.
We also identified a number of gaps in the literature and areas for future research that need to be filled and pursued in order to gain a better understanding of the transmission of the macroprudential policy instruments under consideration:

(v) Macroprudential policymakers should take a system-wide perspective with a focus on those sectors that may entail risks to the stability of the broader financial system and the real economy. This requires further research on the implications of sectoral credit cycles for systemic risk. In addition, analyses on the intertemporal relationships between different credit cycles as well as the causality of these relationships would be important for the further development of the policy framework describing the interaction of the broad-based and a potentially more targeted application of the CCyB. This policy and research agenda may entail filling data gaps, as sufficiently granular data on sectoral credit segments may not be available for sufficiently long time periods in all countries.

(vi) To date, there is very little empirical analysis of the effects of the actual activation of the Basel III CCyB. More generally, there is a particular scarcity of papers focusing on the impact of a release of capital requirements, which are crucial to assessing countercyclical buffers’ ability to support credit in downturns. The effects of the future release of activated buffers should be carefully monitored in order to gain insights in the ability of countercyclical buffers to achieve this objective. In this context, interactions with other prudential instruments, such as the leverage ratio and liquidity requirements, should be considered as well.

Overall, the literature review shows that there is a justified need for sectoral macroprudential tools, and that a sectoral CCyB may be a useful complement to both the Basel III CCyB and existing targeted instruments in the macroprudential toolkit. Yet, countercyclical capital buffers, both broad-based and sectoral, remain largely untested and more empirical work is needed to assess their ability to achieve the different objectives that may be attributed to them. Furthermore, a sectoral application of the CCyB entails several operational challenges, such as defining modalities on when to activate a sectoral CCyB and on its interactions with the Basel III CCyB as well as with other (targeted) instruments. It would also add an additional layer of complexity to the macroprudential capital buffer framework. While they are crucial for the further development of the policy framework on a sectoral CCyB, such operational issues are beyond the scope of this paper.
1. Introduction

The global financial crisis has been a painful reminder that microprudential regulation is necessary but not sufficient to maintain financial stability. The regulatory reforms after the crisis contained an intensified focus on macroprudential policy. In contrast to microprudential regulation, macroprudential policy takes a system-wide view and accounts for endogenous factors that give rise to systemic risk. This view can aid microprudential regulation in addressing a number of market failures that occur when agents do not internalise the negative externalities that their decisions can have on the rest of the financial system. This may lead to collective behaviour resulting in increased risk-taking and excessive leverage in the financial system and in the real economy during boom periods and fire sale and credit crunch externalities in downturns.

By building up an additional capital buffer against total risk-weighted assets in periods of excessive credit developments, the countercyclical capital buffer (CCyB) is one of the key macroprudential instruments in the Basel III reforms for dealing with such market failures and the associated externalities. However, because of its application to total risk-weighted assets, it has been argued that the CCyB may be a blunt tool. In the presence of sectoral risks to financial stability, especially in combination with low overall growth prospects, a sectoral application of the CCyB may have a more direct impact on the area of concern, stronger signalling power and smaller effects on the wider economy than the CCyB.

The aim of this paper is to draw relevant insights from the existing literature and use these to shed light on whether the CCyB setting in the Basel III framework could fruitfully be extended towards a sectoral application of the CCyB. Rather than aiming at providing an exhaustive overview of the relevant literature reviewed, the aim is to draw focused messages that could serve as sufficiently grounded arguments in the debate. Furthermore, we also attempt to identify gaps in the literature and areas for future research that need to be filled and pursued in order to gain a better understanding of the transmission of the macroprudential policy instruments under consideration.

While we aim at drawing focused messages, it should be kept in mind that each of the reviewed studies and their findings are subject to caveats and should be interpreted with caution. The BCBS (2016) highlights a number of issues with the literature that may all apply to a more or lesser extent to the studies discussed in this literature review as well. In brief, while theoretical studies rely on a range of simplifying assumptions and often face difficulties in the calibration to real world data, the outcome of empirical studies assessing the impact of policy measures crucially depends on a number of factors, such as the specific scope, design and calibration of the measure, the general macroeconomic and financial conditions at the time of the implementation of the measure, and the data and methodology used in the empirical assessment of the impact of the measure. Therefore, results on the impact of past macroprudential measures are not necessarily representative for the impact of future policy actions.

The remainder of this review is organised as follows. Section 2 provides a provisional assessment of the (potential) transmission of the CCyB that serves as a background for setting objectives and assessing the potential effectiveness of a sectoral CCyB. In Section 3, we show the importance of sectoral developments for systemic risks. Against this background, Section 4 assesses the potential scope for a sectoral CCyB in dealing with sectoral risks. In particular, we show that the literature provides reasons to believe that the Basel III CCyB may be an inefficient tool and can even be counterproductive in some economic circumstances. Furthermore, some preliminary lessons are drawn from the scarce literature

---

1 See De Nicolo et al (2012) and Borchgrevinck et al (2014) for an in-depth discussion.

2 It should be noted that the “countercyclical” capital requirement as such is procyclical, as capital buffers are built-up in the upswing. The term “countercyclical” refers to the fact that the capital requirement or buffer acts against the cycle.
focusing on the impact of sectoral capital requirements. Finally, we provide arguments for why a sectoral CCyB may be a useful complement to other already existing sectoral instruments.

2. Provisional assessment of the CCyB

2.1 Objectives of the CCyB

After the global financial crisis, the Basel III reforms strengthened the global capital framework by requiring banks to hold more and higher-quality capital (BCBS (2010a)). Indeed, better capitalised banks are less vulnerable to shocks. This reduces the probability and expected costs of future banking crises and therefore, contributes to the stability of the financial system. A comprehensive survey of the literature assessing these (net) benefits of higher capital requirements can be found in BCBS (2016).

In this context, the Basel III package also introduced the CCyB. The CCyB became part of the international macroprudential toolkit in 2016. The purpose of this buffer is to protect the banking sector from periods of excess aggregate credit growth, with the aim of ensuring that the banking sector in aggregate has the capital on hand to help maintain the flow of credit in the economy without its solvency being questioned, when the broader financial system experiences stress after a period of excess credit growth (BCBS (2010b)). The BCBS (2010b) also notes that in addressing the aim of protecting the banking sector from the credit cycle, the CCyB regime may also help to lean against the build-up phase of the cycle. It is emphasised, however, that this potential moderating effect on the build-up phase of the credit cycle should be viewed as a positive side benefit, rather than the primary aim of the CCyB regime. Furthermore, it is also explicitly stated that the CCyB is not meant to be used as an instrument to manage economic cycles or asset prices.

Several papers provide theoretical foundations for introducing countercyclical capital requirements. For instance, Repullo and Suarez (2013) use a dynamic equilibrium model of relationship lending calibrated on data for the United States prior to the global financial crisis to show that capital requirements should be higher than those under Basel II when the social cost of bank failure is high. At the same time, capital requirements should be less procyclical, in order to avoid increased credit rationing in recessions. The findings rely on the assumption that in downturns, some banks are unable to raise equity and some borrowers are unable to avoid credit rationing by switching to other sources of finance. Jokivuolle et al (2014) provide an alternative motivation for countercyclical capital requirements. Instead of assuming a constrained supply of bank capital in recessions, they develop a theoretical model in which asymmetric information between banks and firms leads to adverse selection and therefore a suboptimal allocation of bank loans between high- and low-risk projects. It is shown that risk-based capital requirements can eliminate the market failure and that when success probabilities of projects decline in times of recession, optimal capital requirements will have to be lower because market failure related to inefficient project allocation will be lower. Gersbach and Rochet (2017) develop a simple model with a complete market setting in which banks lend too much in high productivity states and too little in bad states. Imposing a stricter capital requirement in good states corrects capital misallocation, increases expected output and social welfare.

From an empirical perspective, the literature shows the destabilising effects of the build-up of leverage during periods of excessive credit growth (eg Jiménez and Saurina (2006), Schularik and Taylor (2012), Jordá et al (2013, 2014), Aikman et al (2015)), as well as the impact of procyclical risk-based capital regulation on bank lending (eg Behn et al (2016a), see also Athanasoglou et al (2014) and references therein for a broader discussion on bank procyclicality), providing an argument for (countercyclical) macroprudential policies.
2.2 Effectiveness of the CCyB

As only a handful of countries have activated the CCyB, evidence on its effectiveness is scarce. In fact, to date, there is very little empirical analysis of the effects of the actual activation of the Basel III CCyB. The academic and policy literature nevertheless provides both theoretical and empirical arguments and results that allow an indirect and provisional evaluation of the effectiveness of the CCyB.

From a theoretical perspective, the CCyB tends to be effective in reducing credit and output volatility, thereby increasing welfare. However, the transmission mechanism of higher capital requirements as well as the conditions under which the finding of positive effects of the CCyB hold are highly dependent on the model setup and its underlying assumptions. For instance, many models assume that banks can only increase capital adequacy by retaining earnings and/or reducing assets, which may overestimate the impact of capital requirements on credit.

A large literature using dynamic stochastic general equilibrium (DSGE) models calibrated on various countries shows the welfare improving effects of the CCyB (see Table 1). While often only approximately capturing the design of the CCyB, a number of these papers show that the gains of implementing a CCyB may be dependent on several factors, such as the type of shock hitting the economy. In particular, the CCyB tends to have stabilising effects after financial or housing demand shocks, but not after productivity or technology shocks and international macro shocks (eg Angelini et al (2014), Benes et al (2014), Arango and Valencia (2015), Benes and Kumhof (2015), Carvalho and Castro (2015b), Lozej et al (2017)). Also other elements may affect the net benefits of the CCyB: Clerc et al (2015) find that the CCyB reduces output volatility and increases welfare only when minimum capital requirements are sufficiently high, whereas Angelini et al (2014) show that the impact of the CCyB may depend on whether there is cooperation between monetary and macroprudential policy.

<table>
<thead>
<tr>
<th>Welfare improving effects of the CCyB</th>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>Country</td>
</tr>
<tr>
<td>Caicedo Soler et al (2012)</td>
<td>Colombia</td>
</tr>
<tr>
<td>Alpanda et al (2014)</td>
<td>Canada</td>
</tr>
<tr>
<td>Angelini et al (2014)</td>
<td>N/A</td>
</tr>
<tr>
<td>Benes et al (2014)</td>
<td>N/A</td>
</tr>
<tr>
<td>Author(s) and Year</td>
<td>Country/Region</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Hollander (2014)</td>
<td>United States</td>
</tr>
<tr>
<td>Arango and Valencia (2015)</td>
<td>United States, European data</td>
</tr>
<tr>
<td>Benes and Kumhof (2015)</td>
<td>United States</td>
</tr>
<tr>
<td>Carvalho and Castro (2015b)</td>
<td>Brazil</td>
</tr>
<tr>
<td>Clerc et al (2015)</td>
<td>N/A</td>
</tr>
<tr>
<td>Ferreira and Nakane (2015)</td>
<td>Brazil</td>
</tr>
<tr>
<td>Mendicino et al (2015)</td>
<td>Euro area</td>
</tr>
<tr>
<td>Clancy and Merola (2016)</td>
<td>Ireland</td>
</tr>
<tr>
<td>Karmakar (2016)</td>
<td>United States</td>
</tr>
<tr>
<td>Lewis and Villa (2016)</td>
<td>N/A</td>
</tr>
<tr>
<td>Mendicino et al (2016)</td>
<td>Euro area</td>
</tr>
</tbody>
</table>
Some other theoretical papers evaluate the potential effects of the CCyB based on (calibrated) models. For instance, Galaasen and Johansen (2016) present a dynamic banking model with an optimising bank that lends to both households and the corporate sector. The assumption is that banks can increase their capital ratio by retaining net profits or selling loans. Based on a calibration of the model using balance sheet and income statement data from seven of the largest Norwegian banking groups, they show that a cyclical capital regulation reduces the volatility of lending over the cycle considerably compared to a fixed capital requirement. While focusing on microprudential capital requirements, De Nicolo et al (2014) show on the basis of a behavioural model of banking that the (voluntary) build-up of capital buffers in the upswing reduces the risk of costly loan liquidations and contributes to strengthening banks’ liquidity positions in a downturn. Horváth and Wagner (2017) argue that the welfare implications of a CCyB are ambiguous and warn against a potential unintended side effect of the CCyB. They develop a model in which welfare maximising capital requirements are countercyclical. However, when the correlation of risks is endogenous, the welfare implications of a CCyB are ambiguous: while countercyclical capital requirements reduce the impact of shocks on the economy ex-post, they also provide banks with incentives to become more correlated ex-ante, thereby increasing systemic risk.

Like any other capital requirement or buffer, the CCyB aims at fostering resilience by increasing the amount of capital available for absorbing bank losses. What is specific to the aspect of resilience in the context of the CCyB is its objective of supporting credit by releasing the buffer in downturns. Effectiveness of the CCyB in increasing resilience should therefore be assessed against this objective. As mentioned, the theoretical studies reviewed often only approximately capture the design of the CCyB and only very few include the option of bank default (eg Clerc et al (2015), Mendicino et al (2015, 2016) and Lewis and Villa (2016), see also Benes and Kumhof (2015)). Yet, a number of papers do have an explicit role for the resilience aspect (in addition to the impact of leaning against the cycle in the upswing) of the CCyB. For instance, in Benes et al (2014) and Benes and Kumhof (2015) banks respond to losses by increasing spreads and cutting credit. More capital in good times will reduce the need to cut lending in bad times. A similar effect is present in the model by Clancy and Merola (2016). They also compare a quick

<table>
<thead>
<tr>
<th>Pool (2016)</th>
<th>Euro area</th>
<th>Deviation of credit to GDP from steady state, deviation of aggregate bank leverage from steady state</th>
<th>Lower volatility, strongest effect with aggregate bank leverage</th>
<th>Trade-off between cycle amplitude and cycle persistence</th>
<th>Makes recovery more sluggish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rubio and Carrasco-Gallego (2016)</td>
<td>N/A</td>
<td>Deviation of credit from steady state</td>
<td>Lower volatility</td>
<td>Potentially positive welfare effect</td>
<td>Reduced monetary policy transmission</td>
</tr>
<tr>
<td>Bluwstein (2017)</td>
<td>Euro area</td>
<td>Credit to GDP ratio</td>
<td>Lower volatility. Small impact in upswing, potentially large impact in downturn</td>
<td>Considerable welfare improvement</td>
<td>N/A</td>
</tr>
<tr>
<td>Lozeij et al (2017)</td>
<td>Ireland</td>
<td>Credit to GDP gap, deviation of house price from long-run value</td>
<td>Lower volatility after housing demand shocks</td>
<td>N/A</td>
<td>Negative effect after export demand or supply shock</td>
</tr>
</tbody>
</table>
release and gradual release of the CCyB and find that the more aggressive policy stance during the release phase prevents the economy from entering a recessionary period. The results of Clerc et al (2015) suggest that introducing a countercyclical adjustment mitigates the reduction in the supply of credit to the economy, but does so at the cost of an increase in bank default and, thus, a higher overall cost of funds for banks (see also Mendicino et al (2015, 2016)). They conclude that relaxing capital standards only works well when the starting capital requirement position is strong (ie when bank default risk is already very low). Mendicino et al (2015) conclude in this context that the gains from an aggressive countercyclical adjustment in capital requirements are unwarranted. These findings suggest that macroprudential regulators need to account for the impact of buffer release on bank failure risk when pursuing the objective of supporting credit in a downturn.

From an empirical perspective, the literature provides some evidence pointing towards the potential of a buffer release for maintaining credit growth in downturns. Chen et al (2017) use the experience in Slovenia of the release in the fourth quarter of 2008 of a prudential filter that was in place since the third quarter of 2006. Based on bank panel data regressions they find that banks with a higher capital ratio prior to the release of the capital buffer had a higher probability of maintaining credit growth after the release of capital buffer. Jiménez et al (2017) find a substantial positive impact on bank lending from a release of the capital buffer in Spain. However, they note that the ability of banks to keep up lending in the wake of the financial crisis was highly dependent on how much capital they had put aside under the dynamic provisioning programme, implying that capital buffers should be sufficiently large in order to be able to support credit in downturns. Bahaj et al (2016) estimate for the United Kingdom that when credit growth is weak, a 25 basis point increase in the requirement can cause lending to fall by an extra 4%. Also using data for the United Kingdom, Bridges et al (2015) also find that the reaction of lending is stronger when the output gap is negative. To the extent that the impact of a reduction in capital requirements is symmetric to that of an increase, this would imply that the CCyB may be effective in supporting lending in downturns. However, Bridges et al (2015) find that when capital requirements are reduced, the increase in lending to the CRE sector and secured household lending is lower than the decrease following an increase in capital requirements. Finally, Kraft and Galac (2011) consider changes in Croatian macroprudential policy before 2008 to look at the effect of policy changes on bank variables based on empirical investigations and panel data regressions. They find that stricter regulation in the first part of the 2000’s improved the capital and liquidity position of Croatian banks, but the impact on bank lending seems to have been small. Croatia handled the financial crisis in 2008‒09 without any bank failures, but the real economy was still heavily affected. Yet, the authors argue that things would have been worse without tight regulation before the crisis.

Regarding the ability of the CCyB to lean against the cycle, the literature on the economic costs of capital requirements, while representing a range of approaches and views, suggests that higher capital requirements may, in the short term, reduce lending and economic activity (BCBS (2016)). This suggests that the activation of the CCyB could indeed help to lean against the build-up phase of the cycle. However, there is very little evidence on the impact of actual countercyclical capital requirements on lending. From the literature reviewed, the results of empirical studies with a more specific focus on countercyclical capital requirements tend to be mixed regarding the ability to slow down credit growth (see Table 2).

In support of the CCyB’s effectiveness in the upswing, Drehmann and Gambacorta (2012) simulate the effect of the CCyB on bank lending using Spanish data and conclude that the CCyB can reduce procyclicality in addition to the beneficial effects of higher resilience to shocks. Based on dynamic multi-equation macroeconometric model for Norway, Akram (2014) simulates that an increase in capital requirements in line with what is suggested in Basel III (consisting in a 2.5% CCyB on top of a 2.5% capital conservation buffer) should have a significant impact on credit and house prices through the effect on lending rates. Fraisse et al (2017) establish that an increase in capital requirement reduces bank lending

---

3 In line with the objectives of the CCyB as set out by the BCBS (2010a), the short-term economic cost in terms of reduced lending may be considered to be a positive side benefit in the context of the CCyB.
through both the decision of granting a loan in the first place (extensive margin) and, to a lesser extent, through size of loans if a loan is granted (intensive margin). The assessment of the former, however, hinges on an assumption of which bank is a potential lender to a given firm and on the capital requirement that would apply to this loan. Noss and Toffano (2016) find that an increase in the (non-risk weighted) capital ratio by 15 basis points can give median reduction in bank lending of 1.4% after 16 quarters. Finally, the cross-country evidence in Akinci and Olmstead-Rumsey (2015) suggests that countercyclical capital measures have a significant negative impact on total credit growth but no significant effect on housing prices.

### Effectiveness of the CCyB in slowing down credit growth

<table>
<thead>
<tr>
<th>Studies in support of the CCyB’s effectiveness in the upswing</th>
<th>Studies raising doubt on the CCyB’s ability to slow down credit growth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paper</strong></td>
<td><strong>Methodology</strong></td>
</tr>
<tr>
<td>Drehmann and Gambacorta (2012)</td>
<td>Counterfactual simulation based on estimated lending equation</td>
</tr>
<tr>
<td>Akram (2014)</td>
<td>Simulation based on calibrated theoretical model</td>
</tr>
<tr>
<td>Akinci and Omstead-Rumsey (2015)</td>
<td>Country-level panel data regressions</td>
</tr>
<tr>
<td>Fraisse et al (2015)</td>
<td>Loan-level panel data regressions</td>
</tr>
<tr>
<td>Noss and Toffano (2016)</td>
<td>VAR model with sign restrictions</td>
</tr>
</tbody>
</table>

Other empirical papers raise doubts on the CCyB’s ability to slow down credit growth. For instance, Claessens et al (2014) analyse how changes in balance sheets of some 2,800 banks in 48 countries respond to specific macro-prudential policies and find that capital buffers may not be very effective through the cycle. Havemann (2014) analyses the effects of a variant of the CCyB used in South Africa in the 2003–07 period to manage a credit boom that the central bank judged to be potentially dangerous for financial stability. A 1 percentage point shock to the capital adequacy ratio is estimated to increase the bank lending rate by 0.4 percentage points, which is an effect similar to that of an interest-rate shock of between 0.3 and 0.4 percentage points. On the basis of this finding, the author concludes that capital adequacy increases may need to be quite large to have any meaningful impact on credit extension or on economic activity. Also the result of counterfactual simulations for the United Kingdom in Francis and Osborne (2012) and Meeks (2017) raises doubts about the ability of the CCyB to slow credit activity. Relying on the experience of the implementation of dynamic provisioning in Spain, Jiménez et al (2017) find that there is little effect on total lending of imposing stricter requirements: during a boom period, firms are
able to avoid credit rationing by switching to banks less affected by the policy. They also show that there is an important negative effect when the new requirements increased during crisis times. Similarly, Bahaj et al (2016) provide a theoretical model that predicts that lending is less sensitive to a change in capital requirements when lending prospects are good and legacy assets are healthy. They empirically show that in times of credit expansion (proxying good lending prospects and healthy legacy assets) an increase in capital requirements indeed has a minimal impact on lending. Using a simple derivation, Fraisse et al (2017) similarly show that risk weights only matter when equity is scarce: when equity is costless to raise, risk-weights do not play a role in determining a bank’s portfolio.

The differences in results of the above papers may occur for many reasons, including the nature, timing and strength of the capital measures under investigation. Nevertheless, part of the potential lack of effectiveness of the CCyB in leaning against the cycle could stem from the possibility that credit provision may shift to intermediaries that are not subject to the CCyB requirement. In particular, credit substitution from non-banks may reduce the instrument’s effectiveness in slowing down credit growth.\footnote{Such credit substitution should not be detrimental in all circumstances. For instance, Cizel et al (2016) argue that there is a trade-off between market-based finance offering a “spare tire” in the supply of credit in times of systemic banking crises and market-based finance itself entailing (new) systemic risks by further fuelling non-financial private sector leverage and interconnections to the traditional banking sector.}

The empirical evidence of shifts from bank credit to non-bank credit after an increase in capital requirements is mixed. In a cross-country setting, Cizel et al (2016) find no evidence for credit substitution to non-bank credit after the introduction of price based measures (capital requirements): substitution effects to non-bank credit hold mainly for quantity based measures (including borrower-based measures such as caps on loan to value (LTV) ratios) and are stronger in advanced economies. Confirming the finding by Aiyar et al (2014a, b), De Marco and Wieladek (2015) and Uluc and Wieladek (2017) do not find evidence of substantial credit substitution by non-bank finance companies and capital markets in the United Kingdom. In contrast, Fraisse et al (2017) observe for French firms that the impact of capital requirements on firm investment is lower than the impact on bank lending, as firms partly replace bank debt by supplier debt. Similarly, based on a model for the banking system in the United Kingdom, de-Ramon et al (2012) estimate that the impact of increased capital requirements on corporate investment is lower than on bank loans to corporates. This suggests that firms can access alternative sources of finance.\footnote{Credit substitution may also occur by competing banks not affected by the capital requirement. However, reciprocity arrangements in the context of the CCyB imply that the countercyclical buffer requirement applies to all banks. See also Section 4.3.2.}

Finally, it should be noted that the effectiveness of the CCyB, both in the upswing and the downturn, may depend on the degree other prudential instruments constrain banks’ actions. For instance, to the extent that a bank’s assets on average attract a low risk weight, it may be that an unweighted leverage ratio requirement is in fact the more binding capital requirement. In such a case, the impact of the CCyB on credit growth is likely to be muted. Similarly, a release of the CCyB can only be effective in supporting credit in the downturn to the extent that no other prudential requirements, such as a leverage ratio requirement or liquidity requirements, put a binding constraint on banks’ portfolio management. In this context, the Bank of England (2015) and the ESRB (2015) advocate a countercyclical leverage ratio buffer to be operated in tandem with the CCyB. The BCBS (2016) states that it would be natural to introduce in the leverage ratio constraint the same flexibility as is now present in the risk-based capital ratio in Basel III. In the context of interactions between capital and liquidity requirements, the BCBS (2016) discusses some evidence that suggests that adding liquidity requirements on top of capital requirements has a negative impact on credit. On the other hand, the contraction of bank credit would be less pronounced in the event that a shock materialises if liquidity requirements are in place.

To conclude, while the literature reviewed provides support regarding the potential benefits of the CCyB, the effectiveness of the CCyB remains an empirical question. Capital requirements might have
substantial and intended effects, but this depends on how banks choose to adjust their capital ratios and on the extent to which borrowers are able to obtain funding from other sources. The latter should be accounted for when evaluating the effectiveness of the CCyB, as the impact on bank credit provision may overestimate the true effect on total lending. To date, there is very little empirical analysis of the effects of the actual activation of the Basel III CCyB. More generally, there is a particular scarcity of papers focusing on the impact of a release of capital requirements, which are crucial to assessing the CCyB’s effectiveness in achieving its primary objective, namely supporting credit in downturns.

3. Sectoral risks to financial stability

3.1 Sector-specific credit developments

As discussed in Section 2.1, the CCyB is specifically designed to protect the banking sector from risks stemming from the credit cycle. In this context, the BCBS (2010b) has proposed the credit to GDP gap as common reference guide for the activation of the CCyB. The usefulness of this indicator has received broad empirical support in BIS research (e.g. Borio and Lowe (2002), Borio and Drehmann (2009) and Drehmann et al (2010, 2011)) and other papers in the early warning literature (e.g. Detken et al (2014) and references therein). While the focus of the reference guide is on broad credit to capture all sources of debt funds for the private sector, vulnerabilities leading to potential systemic risk may not always be broad-based but instead build up at the sectoral level.

Indeed, several strands of literature suggest that it would be useful to analyse different components of total credit in a disaggregated manner. First, the literature on credit cycle synchronisation suggests that while credit market integration and business cycle co-movements lead to stronger credit cycle synchronisation, there is evidence that in many European countries non-financial corporations credit cycles and household mortgage credit cycles are not always very well synchronised. For instance, De Backer et al (2016) conclude that the lack of synchronicity between credit developments to households and non-financial corporations calls for capital-based macroprudential policy instruments that can be applied at the sectoral level. Samarina et al (2017) find that within countries, credit cycles for mortgages and business credit diverge more with more trade openness, higher GDP growth and lower interest rates. They conclude that there is a need for designing macroprudential policies that would address national specifics of credit cycles and systemic risk in the financial system. In an analysis of macro-financial linkages for the United States, Gerba (2016) shows that correlations between different credit segments with output vary over time as well as across credit segments. For instance, whereas consumer credit on average is slightly more correlated with output than household mortgage credit over the period 1953–2011, the latter’s correlation with the business cycle was much larger over the period 2000–11. In contrast, the co-movement of total loans to firms and output is lower on average but far more stable over time. It should be noted that these papers only look at contemporaneous synchronisation. As discussed below, the choice of the relevant policy instrument (broad-based or targeted) requires knowledge on whether sectoral cycles are

---

6 In response to an increase in capital requirements, banks can choose to reduce their voluntary management buffer above the minimum requirement, increase the level of capital (by reducing dividends or issuing new equity) and/or reduce the size of risk-weighted assets (by reducing lending or shifting lending to assets with lower risk weights). With respect to the last two cases, Behn et al (2016b) refer to expansionary deleveraging and contractionary deleveraging.

7 Assessment of the effectiveness of the Basel III CCyB could also shed light on the importance for the transmission channel of the one-year period that banks are given to build up the buffer. To the extent that announcement effects dominate implementation effects, one would expect the implementation lag not to matter. The BCBS (2016) makes reference to the issue of “excessive market discipline”, according to which, as sometimes claimed by banks, “markets do not care about transitional paths towards new capital standards and immediately request fully-loaded capital levels”. In the context of the Swiss CCyB, Auer and Ongena (2016) find that the announcement effects are actually stronger than the implementation effects.
synchronised at short time lags. If this is the case, this would imply that sectoral imbalances tend to result in the build-up of broad-based vulnerabilities within a reasonable time span. In addition, in many of the above papers, the synchronisation of sectoral credit cycles is assessed at a relatively aggregate level: further disaggregation of sectoral credit cycles into different types of credit to households (eg mortgage credit vs. consumer credit) and credit to different corporate sectors could provide further useful insights on the required level of granularity in cyclical systemic risk assessment as well as the relevant credit segments to be targeted.

Also the literature on early warning models for banking crises corroborates the suggestion of considering sectoral credit cycles in isolation. For instance, Büyükkarabacak and Valev (2010) find for a sample of annual data for 37 developed and developing countries over the period 1990–2006 that household credit is statistically significant and economically important in affecting the likelihood of a banking crisis. Business credit is also found to matter, but the effect is weaker and less robust. The authors conclude that a differential policy of targeting household credit may reduce the likelihood of crises without limiting the growth enhancing effects of enterprise credit. Based on a sample of 17 advanced OECD countries going back to 1870, Jordá et al (2014) find that over the long run, both mortgage and non-mortgage credit help predict financial crises in an independent manner, especially in the post-WWII era. They conclude that financial fragility seems to have a variety of sources. Using data over the period 1975–2014, Anundsen et al (2016) estimate multivariate logit models to predict 33 banking crises in 20 OECD countries. They find that both the credit-to-GDP gap for credit to households and the one for credit to NFCs have a significantly positive and economically relevant effect on the likelihood of a financial crisis. Pseudo-$R^2$ and AUROC increase relative to a model where credit is not split up, leading the authors to conclude that there are gains from studying the different components of total credit in a disaggregated manner. They further find that while the impact of household credit to GDP gap is amplified when there is a house price bubble, this is not the case for business credit.

Finally, there is a strand of literature calling for a sectoral dimension in systemic risk assessment and management systems with the aim at capturing the impact of interactions across sectors. One of the findings of this literature is that credit risk developments can differ across economic sectors. For instance, Jiménez and Mencía (2007) and Fiori et al (2009) model historical default rates grouped by sectors of economic activities. In these models, macroeconomic variables represent the systematic risk component while sector-specific variables represent the idiosyncratic risk component. Both studies identify agriculture, manufacturing, construction, and trade as “cyclical” sectors, while mining and quarrying and utilities are “idiosyncratic” ones. Saldías (2013) addresses the importance of heterogeneity across corporate sectors in the euro area in terms of risk determinants and transmission, by taking into account both the cross-section dimension and the time series dimension of risk. On the basis of a contingent claims analysis for 12 sectors in the euro area over the period 2001–09, the paper shows that neglecting this heterogeneity by focusing only on the macro-financial determinants of risk would be misleading in terms of overall credit risk management, financial stability analysis and policy decisions. Accornero et al (2017) show significant dispersion across stock market return correlations for Italian corporate sector indices.

3.2 Systemic relevance of credit segments

As macroprudential policy takes a system-wide perspective, the focus of cyclical systemic risk assessments should be on those sectors that may entail risks to the stability of the broader financial system that are not covered by microprudential regulations. Therefore, in addition to the presence of sector-specific components in credit developments, also the systemic relevance of credit segments matters for determining the appropriate level of granularity at which to analyse sectoral credit cycles. The theoretical and empirical literature reviewed shows that evolutions in sub-segments of both the household sector and the corporate sector have the potential to adversely affect bank stability as well as the broader economy, and therefore, may give rise to systemic risk.
Regarding the household sector, an area of particular concern is mortgage credit and the housing market. As documented by Jordà et al (2014) for a sample of 17 advanced OECD countries, the share of mortgage loans (including both residential and commercial real estate) in banks' lending portfolios has roughly doubled over the course of the past century and virtually the entire increase of bank lending to GDP ratios has been driven by the rapid rise in mortgage lending relative to output since the 1970s. Furthermore, they show that mortgage credit has important implications for financial fragility in advanced economies and has increasingly left its mark on business cycle dynamics. Forlati and Lambertini (2011) introduce endogenous default on mortgages in a DSGE model with housing and show that an unanticipated increase in mortgage risk produces a credit crunch where delinquencies and mortgage interest rates increase, lending is curtailed, and aggregate demand for non-durable goods falls. Using a DSGE model of the US economy that explicitly models the price and the quantity side of the housing market, Iacoviello and Neri (2010) find that collateral effects on household borrowing amplify the response of non-housing consumption to given changes in fundamentals and show that average spillovers from the housing market to the rest of the economy have become more important over time. Gelain et al (2013) introduce excess volatility in a DSGE model by allowing a fraction of households to employ simple moving-average forecast rules (ie adaptive expectations). This results in excess volatility and persistence of house prices and household debt, making the economy more vulnerable to negative shocks. Finally, a number of studies show the empirical relationship between real estate developments and bank instability or bank stock returns. For instance, Koetter and Poghosyan (2010) test two competing views of the relation between real estate markets and bank stability: the collateral value and the deviation hypotheses. The former suggests that higher prices increase the value of collateral and net wealth of borrowers and thus reduce the likelihood of credit defaults. In contrast, the latter theory argues persistent deviations from fundamentals may foster the adverse selection of increasingly risky creditors by banks seeking to expand their loan portfolios, which increases bank distress probabilities. Testing the hypotheses for 78 regional real estate markets in Germany over the period 1995–2004, they find that house price deviations from fundamentals contribute to bank instability, providing support for the deviation hypothesis. Nominal house price developments do not affect bank instability, implying that the collateral value hypothesis does not hold in the sample used by Koetter and Poghosyan (2010). Using a threshold model for the United States over the period 1990–2010, Pan and Wang (2013) find support for both the collateral value hypothesis and the deviation hypothesis: house price growth negatively affects bank instability, especially in recessions where income growth is below a particular threshold, whereas house price deviations from fundamentals contribute to bank instability, but only in recessions where income growth is below a particular threshold. It is also noteworthy that both Koetter and Poghosyan (2010) and Pan and Wang (2013) emphasise regional heterogeneity in housing markets in Germany and the United States, respectively. Finally, taking a cross-country perspective, Martins and Serra (2012) assess if bank stock returns are systematically affected by the real estate market conditions. By looking at the sensitivities of banking industry indices of 15 EU countries, the empirical results show the existence of a positive and statistically significant relationship between bank stock returns and real estate market returns. The results further show an increasing influence of real estate market movements in bank stock returns after the subprime crisis in Ireland, Spain and the United Kingdom.

Also idiosyncratic and sectoral developments in the corporate sector may give rise to systemic risk, for instance due to co-movements and spillovers within and across sectors. These sectoral aspects are not accounted for in microprudential capital requirements, which assume that a single risk factor is driving correlations across borrowers (Gordy (2003)). Using both theory and empirical evidence for the United States, Gabaix (2011) shows that idiosyncratic firm-level shocks can explain an important part of aggregate business cycle fluctuations and provide a microfoundation for aggregate shocks. More specifically, idiosyncratic shocks to large firms or, more generally, to large subunits such as sectors in the economy, affect aggregate outcomes. Lucas (1995) shows that sectoral or geographical factors may influence the default risk of otherwise unrelated firms. Acemoglu et al (2012) argue that, in the presence of sectoral input-output interlinkages, microeconomic idiosyncratic shocks might lead to aggregate fluctuations. The
rate at which idiosyncratic shocks propagate depends on the structure of the sectoral network: if there is a high degree of asymmetry in terms of the roles that different sectors play as direct or indirect suppliers to others, the interplay of sectoral shocks and network effects leads to sizable aggregate fluctuations. Interconnections might therefore give rise to cascade effects, whereby productivity shocks to a sector propagate not only to its direct customers, but also to the rest of the economy. The importance of cross-dynamics of risks across sectors in addition to the systemic impact generated by macroeconomic variables is also highlighted by a number of other papers, including Alves (2005), Jiménez and Mencía (2007), Fiori et al (2009), and Castren and Kavonius (2009). Finally, Accornero et al (2017) outline a framework for measuring credit risk in banks’ exposures to non-financial firms which accounts for the role played by sectoral risk factors. Their measure can help to identify the economic sectors which might play a relevant role for the stability of the banking system in economic downturns, contributing more than others to potential losses.

To conclude, the literature reviewed suggests that sectoral risks may be important drivers of bank stability and real economic developments. Evidence shows that this may particularly be the case for mortgage credit, but also sub-segments of banks’ business portfolios may be the source of system-wide risk. However, more work is needed to identify the required level of granularity in cyclical systemic risk assessment as well as the relevant credit segments to be targeted by macroprudential policymakers. In particular, a system-wide perspective with a focus on those sectors that may entail risks to the stability of the broader financial system and the real economy should be taken. This requires further research on the implications of sectoral credit cycles for systemic risk. In addition, analyses on the intertemporal relationships between different credit cycles as well as the causality of these relationships would be important for the further development of the policy framework describing the interaction of the broad-based and a potentially more targeted application of the CCyB (see Section 4.2). This policy and research agenda may entail filling data gaps, as sufficiently granular data on sectoral credit segments may not be available for sufficiently long time periods in all countries.

4. Potential scope for a sectoral CCyB

4.1 Sectoral risks and the CCyB

The use of a broad-based non-targeted CCyB has both advantages and disadvantages. For instance, Elliott (2011) argues that the CCyB is suited for targeting a general problem and is harder for the industry to work around. However, in cases where, as discussed above, systemic risks are building up in specific credit segments, a non-targeted approach may be inefficient or even counterproductive. In a policy document that summarises the main lessons from the IMF’s 2011 Article IV consultations with European countries, the IMF (2011) states that the CCyB is a blunt tool and that the set of instruments emerging from the international consensus (ie Basel III capital requirements and borrower-based measures) appears too focused on taming broad-based credit booms and real estate bubbles, and not sufficiently aware of other specific channels and sources of risks. In particular, it is argued that when the build-up of imbalances is concentrated in particular sectors this could lead to a crisis well before the CCyB is triggered by aggregate developments. Finally, Tarullo (2014) argues that the CCyB is quite blunt and that it could in some circumstances have the unintended effect of encouraging banks to do more lending in the booming areas of concern, at the expense of lending in more stable areas.

Indeed, when facing a change in capital requirements, banks will make trade-offs between different assets and between different options of how to move to a higher capital ratio. There is evidence in both theoretical and empirical studies that capital requirements may change the composition of banks’ lending portfolios, with an increase in capital requirements often having a stronger negative impact on high risk weight portfolios. Calibrated theoretical models that generate such findings are found in, for instance, Akram (2014), Carvalho et al (2014), Galaasen and Johansen (2016) and Mendicino et al (2015, 2016). Empirically, a number of studies confirm such portfolio composition adjustments in response to
higher capital requirements using data for the United Kingdom. Francis and Osborne (2012) find that rather than adjusting the volume of loans or assets, United Kingdom banks focus on increasing capital and adjusting the composition of the portfolios towards lower risk-weighted assets. de-Ramon et al (2012) simulate that a one percentage point increase in target capital ratios reduces risk-weighted assets to a greater extent than it does total assets and loans. They argue that one might expect banks to shrink their portfolios of corporate loans, which generally attract a higher risk weight, more than their portfolios of domestic mortgages. Their results show that banks tend to increase lending margins to corporate borrowers more than to households (19 basis points vs 6.7 basis points). De-Ramon et al (2012) further state that the greater demand elasticity on the part of corporate borrowers helps banks reduce their risk-weighted assets most efficiently (see also Carvalho and Castro (2015a)). Similarly, while not being the focus of the discussion of their paper, the results of Bahaj et al (2016) show that the impact of regulatory capital requirements on cumulative flow of new lending is stronger for corporate lending than for lending to households. Bridges et al (2015) show that the impact on lending is heterogeneous across sectors: loan growth falls most to the CRE sector, followed by other corporate lending and household secured lending. Finally, the international evidence in Akinci and Olmstead-Rumsey (2015) shows that capital requirements that are not specifically targeted on the housing market can lead to higher housing related credit growth even if total credit growth falls.

4.2 Potential scope for and objectives of a sectoral CCyB

The above discussion suggests that in the presence of sectoral risks to financial stability, targeted instruments, such as a sectoral application of the CCyB, may both be more effective and efficient than the Basel III CCyB. According to Elliott (2011), the arguments for changes in capital requirements at the sectoral level are their direct impact on the area of concern, stronger signalling power and smaller effects on the wider economy. The latter may be particularly important when overall growth prospects are low and monetary policy is expansive. Increasing capital requirements in a downturn may work against the positive effect of monetary policy on bank lending. For instance, Beyer et al (2017) discuss the interactions between monetary and macroprudential policies, and use models developed by Clerc et al (2015) and Darracq Pariès et al (2015, 2016) to simulate the magnitudes of such interactions and examine the different channels through which these arise. They show that, while having substantial benefits for output in the longer term, an increase in capital-based prudential instruments dampens the transmission of expansionary monetary policy. The authors also suggest that more targeted tools likely have a lower impact on monetary policy transmission as they only affect a specific proportion of borrowers.8

The IMF (2011) urges EU countries to extend their macroprudential toolkit beyond the existing set and consider including additional instruments targeting, among others, time varying exposures to specific sectors. It is argued that time and sectoral contingent risk weights would usefully complement the CCyB as they would allow targeting more specifically the sectors where systemic risk is developing, thus allowing a cross-sectional differentiation of risks. For similar reasons, the ESRB (2016) states that a more targeted application of the CCyB could be considered.

The main arguments of some of the theoretical models that provide a motivation for countercyclical capital requirements may also be extended to motivate the use of a sectoral CCyB. For

8 Aiyar et al (2016) discuss the theoretical literature on interactions between monetary and macroprudential policies in affecting credit supply and conclude that several channels through which they could interact have different implications in terms of sign and magnitude of the interaction between the two instruments. Empirically, Aiyar et al (2016) do not find interaction effects between changes in monetary policy and bank capital requirements on credit supply in the United Kingdom (see also De Marco and Wieladek (2015)). In contrast, using data on Pillar 2 capital requirements for Belgian banks, De Jonghe et al (2016) find that there may be a trade-off between prudential policy and monetary policy: monetary policy has a weaker impact on credit supply for banks with higher capital requirements, or alternatively, that increasing capital requirements during expansionary monetary policy periods is more detrimental for credit supply compared to a similar increase during monetary tightening.
instance, on the basis of the argument in Jokivuolle et al (2014) one could argue that optimal risk-based capital requirements will have to be higher for sectors in which asymmetric information between banks and firms on the potential risk of projects is larger. Similarly, the reasoning of the theoretical model by Horváth and Wagner (2017) may extend to the usefulness of a sectoral CCyB, as it incentivises banks to become less correlated by charging higher capital requirements for correlated banks. In doing so, it also makes the system less procyclical as more heterogeneous institutions will respond less strongly to aggregate shocks.

Given that the (expected) transmission mechanisms of the Basel III CCyB and the sectoral CCyB overlap in important dimensions (e.g., CGFS (2012) and ESRB (2014)), the objectives of a sectoral CCyB could be similar to those of the CCyB. In particular, a sectoral CCyB could aim to increase resilience against risks in particular sectors in order to maintain credit provision to these and other sectors in downturns, and to lean against the cycle in the targeted sectors. Which of these objectives should prevail and when a sectoral application of the CCyB should be chosen over a broad-based activation depends on a number of factors, such as on how risks build up and materialise. In particular, to the extent that the materialisation of sectoral risks is (initially) limited to losses on exposures to these specific sectors, a sectoral CCyB could build resilience to these sectoral losses and avoid a spillover of losses to other credit segments. In case of (immediate) broad-based losses, the Basel III CCyB would be more appropriate. In the context of leaning, the Basel III CCyB would also be more appropriate in case sectoral credit cycles tend to exhibit positive intertemporal relationships without any causal link. If, in contrast, excessive credit developments in one segment cause a risk build-up in other segments, there may be scope for a sectoral CCyB to lean against excessive developments in the first segment in order to avoid sectoral imbalances becoming widespread.

In fact, as a sectoral CCyB would change the relative capital charge for different credit segments, the instrument might be more effective in leaning against sectoral imbalances than the CCyB. For instance, Crowe et al (2013) argue in the context of real estate booms that capital requirements or risk weights linked to real estate price dynamics could help limit the consequences of boom-bust cycles. In particular, by forcing banks to hold more capital against real estate loans during booms, these measures could build a buffer against the losses during busts. Furthermore, they state that, by increasing the cost of credit, such measures might reduce demand and contain real estate prices themselves. However, the focus should not be on fine-tuning idiosyncratic industry- or segment-specific credit and price developments. As mentioned above, a systemic perspective should be taken, with the aim of macroprudential policy instruments being to reduce systemic risk.

4.3 Potential effectiveness of a sectoral CCyB

4.3.1 Intended effects

The literature reviewed shows that sectoral capital requirements have been applied so far to a range of sectors, including exposures to residential and commercial real estate (see, e.g., ESRB (2017) for an overview of residential real estate instruments active in Europe), consumer loans and foreign currency loans. They have also been targeted in a more granular way at specific sub-segments of sectoral loan portfolios, such as high loan to value exposures or loans with maturities exceeding a certain threshold. The purpose of such measures was either to enhance bank resilience or to restrain lending growth within a given sector. Like for the CCyB, however, only a small number of papers perform explicit impact assessments of sectoral capital requirements in general and sectoral CCyB specifically. Therefore, the effectiveness and efficiency of sectoral capital requirements remain largely untested. Yet, theoretical (DSGE) research provides some, albeit partial, insights on the transmission of sectoral capital requirements and suggests that there may be a role for this instrument in macroprudential policy. For instance, Crowe et al (2011) use a DSGE model for quantitative evaluation of different policy options for dealing with real estate booms. Their results suggest that tools that are narrower in scope (e.g., macroprudential tools) perform better. However, the representation of financial intermediaries in their model is overly simplified, with no room for important bank variables such as bank capital or capital adequacy ratios. As a consequence, the representation of
the macroprudential instrument is generic and can be anything that impacts interest rate spreads. Using a DSGE model for Brazil Carvalho et al (2014) and Carvalho and Castro (2015a) show that increases in sectoral risk weights primarily affect lending rates of the targeted segments. Carvalho and Castro (2015b) find that there is a role for sectoral risk weights that are allowed to respond to the sectoral credit gap in the optimal policy combination. Finally, Chen and Columba (2016) calibrate an open economy DSGE model for Sweden and show that welfare improves when mortgage risk weights increase, as stronger capital buffers have greater ability to preserve funding intermediation function during periods of stress, thereby reducing macroeconomic volatility. They make no attempt to assess the effect of time-varying mortgage risk weights, however.

The empirical literature on the impact of sectoral capital requirements is equally scarce (see Table 3). In fact, only the case of Switzerland considers the activation of an actual sectoral CCyB. The sectoral CCyB of 1% targeting the residential mortgage market in Switzerland was introduced in February 2013 to protect the banking sector from the consequences of excessive credit growth by increasing its resilience. Furthermore, as a secondary objective the instrument should lean against the build-up of excesses. The buffer’s level was further increased to 2% as of January 2014. Basten and Koch (2017) examine the impact of the activation in February 2013 of this sectoral CCyB in Switzerland. They find that while the sectoral CCyB did not affect banks’ rejection rates, both capital-constrained and mortgage-specialised banks exhibited higher offered mortgage rates after the introduction of the measure. Furthermore, mortgage-specialised banks reduced year on year mortgage loan growth by 0.19 percentage points after the activation. They do not find evidence that the sectoral CCyB induced banks to raise lending rates more for high LTV mortgages or to substitute low- for high-LTV customers. Basten and Koch (2017) conclude that the overall size of the identified effects is relatively small.

<table>
<thead>
<tr>
<th>Impact of sectoral capital requirements on lending</th>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>Country (Time period)</td>
</tr>
<tr>
<td>Mohan and Kapur (2009), Sinha (2011)</td>
<td>India (2005–07)</td>
</tr>
<tr>
<td>Central Bank of Ireland (2010)</td>
<td>Ireland (2006, 2008)</td>
</tr>
<tr>
<td>Pereira da Silva and Harris (2012)</td>
<td>Brazil (2010–11)</td>
</tr>
<tr>
<td>Crowe et al (2013)</td>
<td>Bulgaria, Croatia, Estonia, Poland and Ukraine</td>
</tr>
</tbody>
</table>
A few papers also provide an evaluation of the increase in sectoral capital requirements other than a sectoral CCyB as such. Ferrari et al (2017) estimate the effect of the introduction in December 2013 of a 5 percentage point add-on to IRB risk weights for mortgage loans in Belgium on IRB banks’ mortgage lending. The primary aim of the measure was to increase IRB banks’ resilience against potential losses stemming from less buoyant conditions on the residential real estate market. At the sectoral level, the add-on resulted in a total additional capital requirement for all IRB banks in the sample of €820 million, representing in aggregate about 1.8% of these banks’ outstanding Tier 1 capital. Ferrari et al (2017) find that the sectoral capital requirement on average did not affect IRB banks’ mortgage rates and mortgage loan growth. Banks may have reacted heterogeneously to the introduction of the risk weight add-on, however, with IRB banks having a larger share of affected mortgage loans in their balance sheet and facing a relatively larger additional capital requirement due to the risk weight add-on reducing mortgage lending growth relatively more. In addition, banks with a larger voluntary management capital buffer exhibit stronger mortgage loan growth after the introduction of the measure. Also, a temporary stronger increase in mortgage rates is estimated for banks with a larger share of mortgage loans to Belgian households in their balance sheet. Ferrari et al (2017) conclude that the overall effect on the mortgage rates and mortgage loan growth of individual banks in the sample remains limited in terms of both statistical and economic significance.

Using data from the Brazilian Public Credit Register and the accounting database of Brazilian financial institutions, Martins and Schechtman (2014) analyse the effectiveness of a within-sector bank regulation that was implemented in Brazil in December 2010 in response to increasing risk in the auto loan market in the context of rapid household credit growth. Representing 13% (25%) of outstanding (household) loans at the time of introducing the measure, auto loans represent a significant share of assets of the Brazilian banking system. Regulatory risk weights were raised for targeted auto loans (high LTVs and long maturities) from 75% to 150%, whereas other auto loans were not affected by the measure. They find that lending spreads charged on targeted loans increased by at least 2.19 percentage points more than on untargeted loans. This amounts to 15% of lending spreads, leading the authors to conclude that the effect was material. Martins and Schechtman (2014) also observe a (temporary) decline in lending volumes of targeted loans relative to a moderate increase pattern in untargeted loans. Afanasieff et al (2015) further document that the origination of targeted loans with high LTVs and long maturities fell from 74% of all auto loans in November 2010 to 60% in December 2011. Their estimates confirm the decrease
in loan volumes in the risky segment after the introduction of the measure. They also show a decrease in non-performing loans for new auto loans after the introduction of the measure. Overall, both Martins and Schechtman (2014) and Afanasieff et al (2015) conclude that the measure was effective in reducing credit in the targeted segment.

The above discussion reveals mixed conclusions regarding the impact of increased sectoral capital requirements on lending, both in quantity and price effects. This result is further corroborated by a number of other papers providing more anecdotal evidence related to sectoral capital requirements. Crowe et al (2013) state that the empirical evidence on the impact of increased capital requirements and/or risk weights on particular groups of real estate loans is mixed: while some attempts (such as the cases of Bulgaria, Croatia, Estonia, and Ukraine) failed to stop the boom, others (such as the case of Poland) were at least a partial success. Mohan and Kapur (2009) and Sinha (2011) document changes in sectoral risk weights and provisioning requirements across a range of sectors in India between 2005 and 2007 to protect banks’ balance sheets against risks from high asset price and credit growth. They show that a stepwise increase in risk weights on commercial real estate exposures from 100% to 150% was followed by a sustained reduction in the growth of credit to the targeted sector. However, Sinha (2011) conjectures that the provisioning measures might have been more effective than the changes in risk weights, as Indian banks operated at capital levels well above minimum requirements. The Central Bank of Ireland (2010) provides an assessment of a risk weight increase from 50% to 60% on high LTV mortgages in Ireland in 2006 and an increase in risk weights on speculative commercial real estate lending to 150% in 2007. Both measures had only a small impact in terms of Tier 1 capital requirements (0.4% and 2%, respectively) and were deemed to have been rather modest in their likely impact. Andersen et al (2012) state that a risk weight increase on loans with exchange rate risk in Croatia in 2005 was not effective in curbing growth in foreign currency loans. Pereira da Silva and Harris (2012) discuss the Brazilian central bank’s risk weight policies on segments of the consumer loan market other than auto loans. For instance, risk weights on payroll-guaranteed consumer loans with maturities above 60 months were increased from 75% to 150% in December 2010. As the effects on lending in the targeted segments were modest, risk weights were increased again in November 2011, from 150% to 300%, while at the same time risk weights on shorter-term consumer loans in the segment were decreased from 100% to 75%. Furthermore, in order to prevent leakages to other types of longer maturity consumer loans, risk weights on long-term non-guaranteed consumer loans were raised to 300% as well. These changes were followed by a sharp reduction of the share of new long-term payroll guaranteed loans relative to short-term payroll guaranteed loans. The Bank of England (2014) reports that a rise in risk weights from 50% to 100% on mortgage loans with less than the required documentation and checking of income and serviceability, absence of mortgage insurance and LTV above 60% in 2004 in Australia appears to have reduced the growth of the targeted loan segment. The IMF (2014) estimates that the capital measures targeting mortgage loans in Israel over the period 2010–13 have contributed to foster resilience of the financial system, they have been less successful in leaning against mortgage and housing market activity. Kara (2016) and the IMF (2017) state that the measures taken to contain the cyclical build-up of consumer credit risks in 2011 (an increase in risk weights for consumer loans) and 2013 (higher risk weights on credit cards) contributed, together with a package of other macroprudential measures targeting consumer loans and tighter monetary policy, to the subsequent slowdown of consumer loan growth. Gómez et al (2017) identify the effect of macroprudential regulations in Colombia over the period 2006–09. The tools applied include reserve requirements and dynamic provisioning on commercial loans. The latter has similarities to a sectoral capital buffer and is shown to have had a negative impact on credit growth and contributed to stabilise the credit cycle in Colombia before the financial crisis in 2008–09.

This evidence shows that the effectiveness of sectoral capital requirements likely depends on inter alia country- and segment-specificities. For instance, Andersen et al (2012) discuss how the impact of changes in banks’ risk weights may differ depending on loan segment characteristics, such as product homogeneity and competition. Another important explanation for the differences in effectiveness is
undoubtedly the level of calibration. A clear relationship between impact and calibration can be observed. In particular, in Brazil, where the sectoral measure on auto loans had an economically significant impact on loan pricing, the risk weight increase from 75% to 150% translated to an additional capital charge of 8.25%, which would be equivalent to a sectoral buffer of 11%. Effective leaning was also observed in Turkey, where the increase in risk weights for consumer loans in 2011 was substantial (from 100% to 150 or 200%, depending on loan maturity (IMF (2012)), and in Australia (risk weights from 50% to 100%). In contrast, the Swiss sectoral CCyB was calibrated to 1%, whereas the Belgian risk weight add-on of 5 percentage points would be equivalent to a 5% sectoral buffer on average. Also the Irish measure was assessed as too little, and the Brazilian measure targeting payroll guaranteed consumer loans was only effective in reducing credit to the targeted segment after an increase in the calibration of the initial measure. Hence, the experience gained so far suggests that sectoral capital requirements can limit loan growth of targeted sectors, at least if calibration is sufficiently stringent.9 This point is also put forward by the Bank of England (2014), which, based on the experiences in Ireland and Australia, also highlights the importance of early intervention. As will be discussed in more detail in Section 4.4.2, Fahr and Fell (2017) also emphasise the need to activate instruments aimed at leaning sufficiently early in the cycle (see also Andersen et al (2012)).

From the perspective of resilience, the lack of impact in terms leaning implies, according to Ferrari et al (2017), that banks’ resilience to sectoral risk could be raised at low overall cost of foregone credit. Basten and Koch (2017) indeed show that banks specialising in mortgages reacted to the introduction of the sectoral CCyB by strengthening their capital base through drawing on retained earnings. The objective of resilience is also investigated by Smith et al (2014), who perform a counterfactual simulation on the basis of historical data for the United States. They use a dynamic stress test of mortgage assets, resulting in capital requirements for mortgage loans being linked to swings in housing prices. Their results show that if the rule had been followed, Fannie Mae would in 2008 have held capital sufficient to cover losses during the following housing crisis.

However, as mentioned, the effectiveness of countercyclical instruments in increasing resilience should be evaluated against the objective of supporting credit by releasing the buffer in downturns. Like for the Basel III CCyB, it would be important to also consider interactions with other prudential instruments, such as the leverage ratio and liquidity requirements, in this assessment. To date, no assessments have been performed on the ability of a sectoral CCyB to support credit in downturns: the effects of the future release of activated buffers, for instance in Switzerland, should be carefully monitored in order to gain insights in the ability of a sectoral CCyB to achieve this objective. The evidence presented in Anguren et al (2017) suggests, however, that there may be the potential for a release in sectoral capital requirements in fostering credit growth. Using Spanish data, they investigate the impact of the introduction of an SME supporting factor at the end of 2013, which resulted in a capital reduction that was established to ensure an adequate flow of credit to SMEs. They find that the capital release that took place after the application of the SME supporting factor led to an increase in bank lending to SMEs. In contrast, Sinha (2011) discusses the relaxation of prudential standards to targeted sectors in India during the period 2008–09 and concludes from the deceleration of credit growth during the crisis that the leaning against the wind has been more effective in dampening the lending exuberance in the boom phase than in ensuring a stable credit supply in the downturn. No counterfactual is available, however, on what credit growth would have been during the crisis in the absence of the relaxation of sectoral capital requirements. Finally, the Brazilian case may provide some useful insights regarding the potential signalling function of a sectoral CCyB, as approximately one year after the introduction, the higher capital charges were abolished for most of the auto loans. Martins and Schechtman (2014) find that the credit spread narrowed again, but by less than the increase in spreads after of the introduction of the original regulation. Furthermore, they document that there was no visible rebound of credit volumes. The latter is confirmed by Afanasieff et al (2015). This

9 It should be noted that a relatively high level of a sectoral CCyB rate does not necessarily imply a stringent calibration in terms of an “equivalent” Basel III CCyB rate, as the overall additional capital demand depends on the share of the banks’ balance sheets targeted by the sectoral CCyB.
leads the authors to suggest that macroprudential tools that target the quality of credit origination can have a powerful signalling effect: after the capital measure targeting auto loans with high LTVs and long maturities was enacted, banks revised their lending practices and corrected the lending excesses that had been taking place and they continued to do so even after the measure was relaxed.

### 4.3.2 Potential drawbacks

There may also be potential drawbacks of a sectoral CCyB. In addition to those that also hold for the CCyB (ie potential leakages to non-bank credit), Meeks (2017) argues that the CCyB is not prone to leakages that the sectoral CCyB would suffer from, namely the fact that targeted requirements may drive lending activity out of one sector and into another. Indeed, Andersen et al (2012) argue that if risk weights for one asset class are increased sharply, investments in other markets may be relatively more profitable, inducing banks to increase investment in or lending to these markets. On the other hand, they also raise the possibility that if banks have weak capital adequacy and inadequate access to new capital, higher risk weights for a low-weighted asset class may induce banks to engage in the type of portfolio composition adjustments discussed in Section 4.1 and reduce lending to segments that attract higher risk weights. The ESRB (2014) refers to this as “unintended crowding-out effects”. The extent to which sectoral capital requirements generate undesirable spillovers to non-targeted sectors, (either positive or negative) and therefore should be considered as a drawback, depends on the state of credit cycles in different segments.

The literature reviewed provides scarce and somewhat mixed evidence on sectoral capital requirements’ potential spillovers to untargeted sectors. In particular, Auer and Ongena (2016) explore whether the activation of the sectoral CCyB in Switzerland affected lending to corporates, where most of corporate loans are not residential mortgages and hence not subject to the higher capital requirement. They use panel data on reported corporate loans from 20 banks seven months before to eleven months after the activation of the measure in February 2013. Banks report loans either if they extend new loans or if they change conditions of existing loans (eg maturity, interest rates or ratings). They assume that banks with a higher share of residential mortgage risk weighted assets to total assets are affected by the sectoral CCyB, irrespective of their capital level. They find that these banks report corporate loans more often and increase interest rates and commissions for them. They interpret this finding as evidence of a targeted macroprudential policy to squeeze lending in one sector leading to an expansion of lending in another sector. In contrast, the results by Martins and Schechtman (2014) on the Brazilian risk weight increase for auto loans show that while the increased capital charges significantly increased the spread of the targeted loans, the effect on untargeted loans becomes insignificant after introducing controls. This suggests that the spillover effects from the higher costs of targeted loans on untargeted loans are limited. Sonoda and Sudo (2016), in the context of direct limits on sectoral credit rather than sectoral capital requirements, warn against negative spillovers of targeted instruments on lending volumes to other sectors and also on the real economy. They find that, by damaging the balance sheets of banks and non-financial firms, the application of limits on lending to the Japanese real estate industry and related activities (“Quantitative Restriction”) from the 1970s to the 1990s had, in addition to its impact on the real estate sector and land prices, aggregate impacts even though its regulatory scope was limited.

Finally, spillovers may not only occur across sectors within the same jurisdiction: like changes in general capital requirements10, changes in sectoral capital requirements could also lead to a reallocation

---

10 See for instance Ongena et al (2013) and Buch and Goldberg (2017) for evidence on spillovers of higher home-country minimum capital requirements on lending abroad. Further evidence suggests that the need for reciprocity may be country- and instrument-specific. In a study of 64 countries over the period 2000–15, Kang et al (2017) find no evidence of credit leakage after applying capital-based instruments, and the evidence reported in Buch and Goldberg (2017) and references therein is rather weak. In contrast, Reinhardt and Sowerbutts (2016) find for an international sample of 37 countries over the period 2005–14 that a tightening in capital regulation is associated with an increase in lending growth of foreign banks to domestic non-banks. The authors suggest that this mainly is leakage through foreign branches. This finding is supported for Spain by Jiménez et al (2017) and for the United Kingdom by Aiyar et al (2014a,b), De Marco and Wieladek (2015) and Uluc and Wieladek (2017).
of lending across different jurisdictions. Indeed, Buch and Goldberg (2017), and country-specific references therein, report evidence of both inward and outward international policy spillovers after the application of sectoral capital buffers. This suggests that the potential for cross-border spillovers needs to be accounted for when assessing policy impact. In this context, it should be considered whether reciprocity arrangement applying to the Basel III CCyB should also be in place when applying a sectoral CCyB. The need for reciprocity may be both country- and sector-specific, as the amount of cross-border lending and lending through foreign branches may differ across jurisdictions and sectors. The literature on the impact of broad-based capital requirements and dynamic provisioning suggests that leakages to foreign bank branches are observed for both lending to non-financial firms (eg Aiyar et al (2014a,b), De Marco and Wieladek (2015) and Jiménez et al (2017)) and mortgage lending (eg Uluc and Wieladek (2017)). Hills et al (2017) emphasise the importance of using sectorally disaggregated data for analysing cross-border spillovers of macroprudential policies.

To conclude, the experience gained so far shows that sectoral capital requirements may limit loan growth in targeted sectors, but effective leaning requires adequate calibration and sufficiently early activation. Spillover effects to untargeted sectors or other jurisdictions, either positive or negative, should be monitored and assessed against the state of the credit cycle in these sectors or jurisdictions. The need for reciprocity arrangements when applying a sectoral CCyB is to be considered.

4.4 A sectoral CCyB relative to alternative sectoral macroprudential measures

4.4.1 Time-varying sectoral risk weights

In the previous sub-paragraph, we discussed evidence based on the implementation of macroprudential sectoral capital requirements, including both a sectoral CCyB and sectoral risk weights. From a theoretical point of view, these two ways of increasing sectoral capital requirements could be considered equivalent, as both a capital buffer and a risk weight increase narrow the gap between a bank’s actual and required capital ratio (eg Andersen et al (2012)). To the extent that banks maintain targeted buffers above regulatory thresholds (eg Francis and Osborne (2010)), the impact of both types of capital instruments on banks’ behaviour may be expected to be similar. Indeed, in, for instance, the DSGE model of Mendicino et al (2015), the impact of a higher risk weight on mortgages is qualitatively similar to that of higher capital requirements.

Yet, there are important differences in the design and transmission mechanism of both instruments. While the literature reviewed does not allow a direct comparison of the effectiveness of a sectoral CCyB and time-varying risk weights, it provides grounds for a number of theoretical arguments regarding the differences in these instruments’ transmission mechanisms. In particular, Andersen et al (2012) discuss the effects of changes in banks’ risk weights and raise a number of issues that may be important in this context: while higher risk weights may push up equity ratios, higher risk weights will not necessarily affect banks’ measured capital adequacy; banks’ incentives to improve risk management may be impaired if internal risk models are overridden; and effects will depend on how the authorities increase risk weights or the underlying risk parameters.

The first issue stems from the fact that a temporary increase in risk weights will lead to a deterioration of the banks’ disclosed capital situation. While banks’ efforts to restore their capital ratios following a risk weight increase will also increase the capital buffer in the system, this buffer will not be visible in banks’ disclosed capital ratios. This implies that the transparency between both instruments differs: a sectoral CCyB can be argued to be more transparent, as it sets requirements in terms of risk-weighted assets that come on top of all other capital requirements. If banks react to an activation of the sectoral CCyB with a build-up of capital, this will lead to an improvement of banks’ disclosed capital ratios, reflecting the additional capital buffers available in the banking system. Therefore, the market could perceive both instruments in a different manner, as they affect disclosed capital figures in a different manner. In particular, an increase in the risk weight might be perceived as an immediate deterioration in the capital position of an individual bank, while a sectoral CCyB might be interpreted as a signal of
increased sectoral risk. In the medium term, both instruments will lead to an increase of capital if banks aim at maintaining a fixed voluntary buffer above the minimum requirement. However, the market might perceive the disclosed capital figures as “restored” capital ratios under the temporary risk weight scheme vs “increased” capital ratios under the sectoral CCyB scheme.

It should be noted, though, that both policies entail equivalent dynamics in terms of the unweighted leverage ratio. Therefore, whether this difference between both instruments matters, depends on how well markets are able to read disclosed capital figures and the extent to which they focus on risk-based capital rather than on unweighted leverage ratios. The literature suggests that markets (also) internalise unweighted leverage ratios, and therefore, the above-mentioned difference in transmission channels may not be that important. For instance, Blundell-Wignall and Roulet (2013) find for a sample of 94 global banks over the period 2004–11 that the unweighted leverage ratio is a predictor for their estimated distance-to-default, while this was not the case for the Basel Tier 1 ratio. Demirguc-Kunt et al (2013) show that bank capitalisation for 381 banks in 12 economies during the period 2005–09 did not matter for banks’ stock return before the financial crisis, but a stronger capital position was associated with better stock market performance during the crisis. This relationship was stronger for the leverage ratio than for risk-based capital ratios.

Despite this finding, the transparency argument does seem to necessitate more elaborate communication by macroprudential authorities on the temporary nature and purpose of a sectoral risk weight increase compared to a sectoral CCyB. The build-up of temporary capital buffers that are to be released to support credit in a downturn is intrinsically embedded in the design and name of (sectoral) countercyclical buffers (BCBS (2010a, b)). As this is not the case for time-varying risk weights, macroprudential authorities will need to explain their actions and policy strategy even more, in order to manage banks’ and markets’ expectations as well as to ensure that freed-up capital is actually used to support credit when the sectoral risk weight is released. As pointed out by Born et al (2012), the ESRB (2014) and the CGFS (2016), communication on macroprudential policy is both important and challenging. Macroprudential policy communication, including on what macroprudential policies can and cannot achieve, should be guided by clarity, transparency and predictability in order to increase its effectiveness and ensure accountability. Using data on releases of central banks’ financial stability reports and speeches, Born et al (2012, 2014) further show that communication on financial stability may at times raise market volatility and uncertainty, in particular during crises. This underlines the importance of choosing carefully a communication strategy on macroprudential policy which is suited for a given market environment.

The second issue raised by Andersen et al (2012) relates to the potential of sectoral risk weight changes in affecting banks’ incentives in risk measurement and management. While the risk-sensitivity of IRB risk weights is being questioned (eg Turk-Aris (2017) and references therein) and banks have an incentive to understate their risk (eg Blum (2008), Mariathasan and Merrouche (2014), Begley et al (2017)), one motivation for the increased risk-sensitivity and greater reliance on banks’ internal systems as inputs to capital calculations of Basel II is to promote the adoption of stronger risk management practices by the banking industry (BCBS (2006)). Andersen et al (2012) argue that banks’ incentives to improve risk management may be (further) impaired if internal risk models are overridden. This effect is likely to be stronger when the macroprudential authority imposes a (temporary) minimum floor or fixed level of sectoral risk weights, as banks would no longer be able to achieve lower capital requirements by reducing risk. In such cases, banks may actually increase the level of riskiness of targeted exposures if their internal risk weights are below the (minimum) level imposed by the macroprudential authority. Hence, time-varying sectoral risk weights may have stronger unintended effects on banks’ risk measurement and management incentives than a sectoral CCyB.

The final issue relates to the inherent complexity of implementing countercyclical policies through (sectoral) risk weights rather than through (sectoral) buffers. First, the effects of a sectoral risk weight increase will depend on how the authorities increase risk weights or the underlying risk parameters. Andersen et al (2012) raise three options for increasing sectoral risk weights: a minimum floor, a fixed addi-
on to banks’ estimated risk weights, and a multiplier to banks’ estimated risk weights. Under the three options, different banks will be affected to a different extent. In particular, while a risk weight floor would affect banks with the lowest risk weights the most, banks with higher risk weights are more affected by an add-on or a multiplier. As one determinant of the choice of the appropriate choice among these options, Andersen et al (2012) put forward the extent to which the macroprudential authority believes heterogeneity in risk weights reflects heterogeneity in risk of the underlying exposures. While allowing for a more granular approach than a sectoral CCyB, these considerations complicate the macroprudential policymaker’s choice and calibration of the most appropriate instrument. In addition, the treatment of IRB banks and banks applying the standardised approach is likely to differ in this context. However, it may be challenging to explain why a system-wide risk to which the entire banking sector is exposed requires action for only a sub-set of the banking sector. Especially when macroprudential policy targets IRB banks to a larger extent than banks that use the standardised approach, doubts may be raised on the reliability of IRB banks’ internal models. The above-mentioned considerations, which are absent or at least less explicit in the application of a sectoral CCyB, would blur the communication on identified sectoral macroprudential risks. Finally, a further complicating factor in calibrating sectoral risk weights is that changes in risk weights, by changing a bank’s risk-weighted assets, also affects the impact of other micro- and macroprudential capital add-ons, including macroprudential capital buffers. That is, compared to the calibration of a sectoral CCyB, there is a larger degree of interaction between the calibration of the sectoral risk weight and that of other macroprudential buffers. For instance, the release of a macroprudential “buffer” that was built up by means of an increase in sectoral risk weights would, through its effects on risk-weighted assets, also imply a partial release of other macroprudential buffers.

To conclude, while time-varying sectoral risk weights may be used as a substitute for a sectoral CCyB and allow for a more granular approach, the literature provides a number of arguments for why a sectoral CCyB may be favoured. In particular, acting through risk weights is inherently more complex, less transparent and has a potentially larger adverse impact on banks’ incentives to conduct appropriate risk measurement and management. Moreover, compared to macroprudential measures affecting sectoral risk weights or risk parameters, a sectoral CCyB would interfere less with other micro- and macroprudential requirements.

4.4.2 Borrower-based measures

The above discussions consider the potential impact of (countercyclical) capital requirements on resilience and credit supply. However, macroprudential instruments can also target other parts of the credit process. The most important group of such instruments will be tools that target lending practices, such as limits to LTV ratios, loan to income (LTI) or debt (service) to income (D(S)TI) ratios. There exists a broad literature that reviews the effects of such borrower-based measures. Differences in the (expected) transmission mechanisms of capital requirements and borrower-based measures suggest that both types of instruments are likely to complement each other (eg CGFS (2012)). More generally, the model by Goodhart et al (2013) predicts that the more successful policy packages combine regulations that operate via fairly different channels.

When assessing to what extent a sectoral CCyB is a valuable complement to existing borrower-based measures, it is useful to take the main objectives of the instrument as the starting point. One objective of a sectoral CCyB could be to smooth the downturn of the credit cycle by increasing banks’ resilience to credit losses in downturns: the release of the buffer in bad times aims at freeing up capital in order to allow banks to absorb losses without their solvency being questioned and to maintaining the flow of credit in the economy. Borrower-based measures may contribute to this fostering of banks’ resilience by making borrowers more resilient and consequently reducing banks’ credit losses in downturns. For instance, Crowe et al (2013) argue that, in addition to raising recovery rates for lenders, LTV limits help
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11 Trade-offs are likely to become even more complex when, instead of through risk weights, macroprudential policy should act through the input parameters to risk weights, for instance by imposing LGD floors or add-ons to LGDs.
contain the build-up of leverage on the borrower side, thereby reducing the risks associated with declines in house prices. Similarly, D(S)TI limits increase borrowers’ resilience to a decline in their income or temporary unemployment. Empirical evidence indeed supports the relationship between credit standards and borrower default (e.g., Dietsch and Welter-Nicol (2014) and references therein and De Backer et al. (2015)).

However, if losses nevertheless did materialise in times of financial stress, a relaxation of borrower-based limits would not necessarily help supporting supply of credit. While there is some evidence on the relaxation of borrower-based measures smoothing the downturn (e.g., cross-country evidence in Claessens et al. (2014) and Bierut et al. (2015) on the relaxation of DTI caps in Poland), Jácome and Mitra (2015) state that there is little knowledge on when, by how much, and based on what information, countries should ease LTV/D(S)TI limits. They conclude that this might reduce the feasibility of their use in case of an actual credit downturn. Wong et al. (2016) find that the effectiveness of LTV and LTI standards depends on whether demand or supply factors drive credit growth. They argue that if a reversal of the credit cycle mainly reflects a sharp drop in the demand for properties, relaxing LTV caps is expected to produce only a limited stabilising effect on credit growth. Additionally, one could argue that if capital requirements become increasingly binding and put a drag on credit provision in the downturn, the relaxation of borrower-based measures would not be sufficient in supporting the supply of credit. Also in such a case, a sectoral CCyB that could be released in the downturn would be a necessary complement to achieve the objective of smoothing the downturn of the credit cycle. Indeed, Chen and Columba (2016) calibrate an open economy DSGE for Sweden (1996Q1–2014Q4) that compares different macroprudential instruments for reducing household indebtedness. Their results suggest that welfare improvements from stricter LTV requirements come from reductions in household indebtedness, thereby reducing the deleveraging process in response to adverse shocks, whereas an increase in mortgage risk weights improves welfare because stronger capital buffers have greater ability to preserve funding intermediation function during periods of stress, thereby reducing macroeconomic volatility. Thus, relying on a single tool to bolster the effect of a downturn on credit supply might be insufficient, as the effectiveness of different tools depends on the characteristics of the downturn, such as whether it is demand or supply driven.

Regarding the objective of leaning against credit growth in the upswing of the cycle, there is a consensus among empirical studies that borrower-based measures like limits on LTV and LTI ratios can effectively dampen credit growth in the mortgage market, whereas evidence concerning the build-up of property prices is more ambiguous. Cerutti et al. (2017), for instance, find that these measures significantly affect credit, but not house price growth, while Akinci et al. (2015) find significant effects on housing credit growth and house price inflation. In fact, in a number of studies, borrower-based measures are found to be more effective in dampening credit growth than capital requirements. For example, in its country assessment for Israel, the IMF (2014) finds that direct measures such as LTV and D(S)TI limits have been more effective than indirect measures such as capital surcharges for mortgages. Claessens et al. (2014) study a large panel data set of individual bank balance sheets and find that borrower-based tools are particularly useful in reducing asset growth, whereas buffer-based policies seem to have little impact.

However, CGFS (2012) argues that the impact of LTV or D(S)TI limits on the credit cycle may be moderated by the fact that (in contrast to capital requirements) these instruments do not directly affect the cost of borrowing but instead only affect marginal lending. The ultimate impact could be further limited if house prices continue to increase after the introduction of the LTV cap. Indeed, the evidence in the literature is not unambiguous, as other studies suggest that capital requirements are actually more effective than borrower-based measures. For example, while showing that LTV and D(S)TI caps reduce the growth in housing credit most effectively, Akinci and Olmstead-Rumsey (2015) find that capital requirements are actually the most effective tool in leaning against the wind when looking at bank credit growth in general. Thus, it may be sensible to have a broader toolbox available and use the instrument most suitable depending on the characteristics of the credit boom, rather than relying on a single...
instrument. Furthermore, similar to other instruments, the level of effectiveness of borrower-based measures seems to vary across countries, especially between advanced economies and emerging market economies (e.g., Claessens et al. (2014), Akinci and Olmstead-Rumsey (2015), Cizel et al. (2016), Cerutti et al. (2017)). Therefore, in those instances where the tightening of borrower-based measures would fail to slow down credit growth, a sectoral CCyB would be a useful complement to other policies aimed at leaning against the cycle.

Finally, especially when macroprudential policymakers aim at targeting both a particular level of resilience to sectoral risk as well as a certain amount of leaning against the build-up of such risks, there may be merit in combining a sectoral CCyB and borrower-based measures. On the basis of a simplified New-Keynesian model, Fahr and Fell (2017) provide a framework for assigning policy instruments to objectives. To the extent that a sectoral CCyB is more effective in increasing banks’ resilience and borrower-based measures more successful in leaning against the sectoral credit cycle, their framework would imply that both objectives could be attained more effectively and efficiently by combining the two types of instruments. Their analysis furthermore shows that emphasis on the two types of instruments should vary over the financial cycle, with borrower-based instruments being tightened earlier in the cycle and a sectoral CCyB being tightened later on in the cycle when the probability of a crisis is high.

5. Conclusions

The aim of this paper is to shed light on whether the CCyB setting in the Basel III framework could be fruitfully extended towards a sectoral application of the CCyB. The insights drawn from the literature result in number of focused messages that could serve as sufficiently grounded arguments in the debate:

(i) The literature reviewed suggests that sectoral risks, in sub-segments of both the household sector and the corporate sector, have the potential to adversely affect bank stability as well as the broader economy, and therefore, may give rise to systemic risk. While the impact of both the Basel III CCyB and the sectoral application of the CCyB to a large extent remains an empirical question, the literature reviewed provides reasons to believe that in the presence of sectoral risks to financial stability, especially in combination with low overall growth prospects, a sectoral application of the CCyB may have a more direct impact on the area of concern, stronger signalling power and smaller effects on the wider economy than the Basel III CCyB.

(ii) A sectoral CCyB could aim to increase resilience against risks in particular sectors in order to maintain credit provision to these and other sectors in a downturn, and to lean against the cycle in the targeted sectors. As a sectoral CCyB would change the relative capital charge for different credit segments, the instrument might be more successful in leaning against sectoral imbalances than the CCyB. The literature suggests that there is potential for a sectoral CCyB in raising banks’ resilience to sectoral risk at low overall cost of foregone credit. However, the instruments’ ability to support credit by releasing the buffer in downturns remains largely untested. The evidence also shows that sectoral capital requirements may limit loan growth in targeted sectors, but effective leaning requires adequate calibration and sufficiently early activation. Overall, the appropriate level of a sectoral CCyB and its timing of activation throughout the credit cycle would depend on the targeted objective.

(iii) Generally, macroprudential instruments that operate through different channels are likely to complement each other. The literature reviewed indicates that a sectoral CCyB could indeed be a useful complement to alternative sectoral macroprudential measures, including borrower-based measures such as LTV, LTI and D(S)TI limits. To the extent that a sectoral CCyB is more effective in increasing banks’ resilience and borrower-based measures are more successful in leaning against the sectoral credit cycle, both objectives could be attained more effectively and efficiently by combining the two types of instruments. Furthermore, there is some evidence that
suggests that a sectoral CCyB could have important signalling effects and may therefore act as a substitute for borrower-based measures.

(iv) Spillover effects to untargeted sectors or other jurisdictions, either positive or negative, after the activation of a sectoral CCyB should be monitored and assessed against the state of the credit cycle in these sectors or jurisdictions. The literature reviewed provides scarce and somewhat mixed evidence on such potential spillovers to untargeted sectors. In this context, also the need for reciprocity arrangements when applying a sectoral CCyB is to be considered. Following the application of broad-based capital measures, leakages to foreign bank branches have been observed for both lending to non-financial firms and mortgage lending.

We also identified a number of gaps in the literature and areas for future research that need to be filled and pursued in order to gain a better understanding of the transmission of the macroprudential policy instruments under consideration:

(v) Macroprudential policymakers should take a system-wide perspective with a focus on those sectors that may entail risks to the stability of the broader financial system and the real economy. This requires further research on the implications of sectoral credit cycles for systemic risk. In addition, analyses on the intertemporal relationships between different credit cycles as well as the causality of these relationships would be important for the further development of the policy framework describing the interaction of the broad-based and a potentially more targeted application of the CCyB. This policy and research agenda may entail filling data gaps, as sufficiently granular data on sectoral credit segments may not be available for sufficiently long time periods in all countries.

(vi) To date, there is very little empirical analysis of the effects of the actual activation of the Basel III CCyB. More generally, there is a particular scarcity of papers focusing on the impact of a release of capital requirements, which are crucial to assessing countercyclical buffers’ ability to support credit in downturns. The effects of the future release of activated buffers should be carefully monitored in order to gain insights in the ability of countercyclical buffers to achieve this objective. In this context, interactions with other prudential instruments, such as the leverage ratio and liquidity requirements, should be considered as well.

Overall, the literature review shows that there is a justified need for sectoral macroprudential tools, and that a sectoral CCyB may be a useful complement to both the Basel III CCyB and existing targeted instruments in the macroprudential toolkit. Yet, countercyclical capital buffers, both broad-based and sectoral, remain largely untested and more empirical work is needed to assess their ability to achieve the different objectives that may be attributed to them. Furthermore, a sectoral application of the CCyB entails several operational challenges, such as defining modalities on when to activate a sectoral CCyB and on its interactions with the Basel III CCyB as well as with other (targeted) instruments. It would also add an additional layer of complexity to the macroprudential capital buffer framework. While they are crucial for the further development of the policy framework on a sectoral CCyB, such operational issues are beyond the scope of this paper.
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