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Introduction: What is done?

Know: Defaults cluster over time. Observed aggregate default fractions
vary over time. A lot higher in ‘bad times’ than in ‘good times'.
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Introduction: What is done?

e We propose a novel econometric model for estimating and
forecasting cross sections of time-varying conditional default
probabilities. These can be used as inputs for one-year ahead
VaR-levels and stress-testing loan portfolios.

e The model combines the non-Gaussian panel data model of
Koopman and Lucas (2008) with the main features of Stock
and Watson's (2002, 2005) approximate dynamic factor
model.

e New feature: The model captures the systematic variation in
corporate default counts across industry, rating, and age
groups by using both unobserved components as well as
dynamic factors from a large panel of selected macroeconomic
and financial data.



Introduction |l: unobserved risk factors

Unobserved risk factors matter. A few observables are not
enough, cf. Das, Duffie, Kapadia, Saita (2007).

Econometric problem: No analytic expression for key
distributions, such as p(UC|default counts) and log-likelihood.

Simulation based techniques required. Duffie, Eckner,
Guillaume, Saita (2006) use Simulated EM with Gibbs
Sampling. Wendin and McNeil (2007) fully Bayesian.

We remain in ML framework. Use simulation methods based
on Importance Sampling derived for non-Gaussian models in
State Space Form, see Durbin and Koopman (1997, 2001,
2002).

Usually not many macros due to dependence on simulation
methods. Include MANY macros by extracting what they
have ‘in common'.



What does the combined model look like?
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Model specification with both £,“¢, F;

Estimation results

Parameter estimates

par val t-val par val t-val par val  tval
Ao 150 891 @ 085  10.80 'y{G 057 3.0
/\Lﬁn 039 284 :BO 063 381 ’leB 038 259
M tra 012 139 lgl,ﬁn 014 078 ’le 007 056
)\1'/3,' -0.67 3.98 ﬁl,fra 0.01 0.05 ’)/ICCC 024 330
)\l,ut/ 043 434 :BI,Iei 024 143

Al,hte -0.34 2.75 :Bl,ut/ 0.09 0.61 ’)/éG 036 218
Al,hea -0.55 3.28 IBl,hte 0.18 1.12 ’)/2BB 013 0.89
A2,0*3 -0.68 5.34 :Bl,hea 0.27 1.41 ’)/“23 0.40  4.28
A2,475 -0.38 2.94 ’)/2CCC 0.05  0.78
/\2,6—12 039 313 132,IG 014 055

/\3,/(5 6.40  24.80 132,BB 2001 0.02

/\3'33 421 19.88 ,323 0.00

/\ng 263 1472 132,CCC 042 294

LoglLik: -3017.75




Estimation results

Smoothed Signal/Default Intensity, Investment Grade, All Firms
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How well does the model forecast?
Out of sample forecasting, average 1997 - 2004.

Reduction Improvement over  Improvement over
in MAE, % "no factors"  "only observables"
only F; IG -1.8% -0.7%
SG -6.4% -4.6%
only fue IG -9.9% -8.9%
SG -14.4% -12.8%
Fiand 1€ 1G 11.1% -10.1%
SG -17.2% -15.6%
Ft and £ 1G -26.0% -25.1%
SG -26.8% -25.4%




How well does the model forecast?
Out of sample forecasting, year 2001.

Reduction Improvement over  Improvement over
in MAE, % "'no factors"  "only observables"
only F; IG -5.1% -2.8%
SG -6.0% -4.0%
only £¢ IG -14.9% -12.8%
SG -20.0% -18.3%
Fi and ¢ 1G -38.2% -36.7%
SG -27.1% -25.6%
Fi and fX¢ IG -68.0% -67.2%
SG -49.4% -48.3%




Conclusion: What to take home from this?

e Which macro variables are the right ones to model pd’'s? Take
very many and use what they have ‘in common’.

e The presence of serially correlated unobserved factors is ‘a
blessing’. Smoothed risk factors today contain information
about default conditions in the future.



Thanks! // Questions?



