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What is the IFC?

The Irving Fisher Committee (IFC) is a forum for dis-
cussion on statistical issues that are of interest to central
banks. The Committee, which derives its name from the
greatAmerican economist and statistician Irving Fisher,
is part of the International Statistical Institute (ISI).

Objectives

By providing a forum for discussion, the IFC aims at:
• participating in the discussion on adapting statistical
systems to changing requirements;

• promoting the adoption of international statistical
standards and methodologies;

• sharing experience on the development of new statis-
tics and the implementation of new methods of col-
lecting, compiling and disseminating statistical infor-
mation;

• exchanging views between central bankers and aca-
demics on statistical methods and techniques;

• facilitating personal contacts between central-bank
statisticians.

Strategy

To achieve its objectives, the IFC organizes confer-
ences, which take place both inside and outside the
framework of the ISI’s biennial Sessions. The first “out-
side” conference – on the challenges to central bank sta-
tistical activities – is scheduled for summer 2002 at the
Bank for International Settlements in Basle.
The conferences are supported by the publication of

the IFC Bulletin, which contains the conference papers
and other articles.
The IFC has a Web site (http://www.ifcommittee.

org), on which an electronic version of the IFC Bulletin
can be found.

What kind of topics are discussed?

Any kind of theoretical or practical statistical subject
that has a relationshipwith the activities of central banks
can be considered for discussion. The subjects will
mostly be in the area of monetary, financial and balance
of payments statistics.

Membership and Structure

In principle, the IFC has no personal members. Central
banks and other institutions interested in statistical sys-
tems and statistical techniques that have a bearing on the

collection, compilation and distribution of central-bank
statistics can become members by simple application.
So far, more than 60 central banks and a number of other
institutions have applied for membership. Members are
entitled to appoint delegates to participate in the IFC’s
activities and to contribute to its conferences by present-
ing papers.
The prime decision-taking body is the assembly of

members’ delegates at the “administrative meetings”
that are organized during the conferences. Here the
IFC’s strategy is determined. At these meetings an Ex-
ecutive Body is elected, which is charged with the com-
mittee’s day-to-day business andwith the preparation of
the “administrativemeetings”. Likewise, at the “admin-
istrative meetings” topics are proposed for future con-
ferences, and a Programme Committee is elected to
choose from these topics and to organize the confer-
ences.

A Short History

The Irving Fisher Committee (IFC) was established on
the initiative of a number of central banks statisticians
who were attending the ISI Corporate Members Meet-
ing at the 1995 ISI Session in Beijing.
In 1997, during the 51st ISI Sessions in Istanbul, the

IFC held its inaugural meeting. At the “administrative
meeting” held during that Session an Executive Body
was established and it was decided to start publishing
the IFC Bulletin devoted to the activities of the IFC.
Two years later, at the 52nd ISI Session in Helsinki, the
IFC’s presencewas further strengthened. In 2001, at the
53rd ISI Session in Seoul, the IFC presented a
programme comprising an invited papers meeting on
“Financial Stability Statistics” and several contributed
papers meetings.
In 2002, a conference on “Challenges to Central

Bank Statistical Activities” was organised in co-opera-
tion with the Bank for International Settlements, which
hosted it at its premises in Basle. 160 statisticians repre-
senting 73 countries participated. Some 50 papers were
presented.

IFC Bulletin

The IFC Bulletin is the official periodical of the Irving
Fisher Committee. The Bulletin contains articles and
the text of papers presented within the framework of the
ISI Conferences. It also sees as its task the recording of
interesting events concerning Fisher’s life. Institutions
and individuals active in the field of central-bank statis-
tics can subscribe to the Bulletin free of charge.



EVENTS

Between Basle and Berlin

Basle

From20 to 22August 2002, statisticians fromall over theworld gathered inBasle to attend the IFC
Conference “Challenges to Central Bank Statistical Activities”. The conference was organised in
co-operationwith theBank for International Settlements,which hosted it at its premises. The num-
ber of participants – more than 160 statisticians representing 73 countries as well as a few interna-
tional organizations – has exceeded the most optimistic expectations. Some fifty papers were pre-
sented in five plenary sessions and five parallel workshops organized by senior experts in the field
of collecting, compiling and disseminating statistical data. This was the first IFC conference orga-
nized outside the framework of the biennial Sessions of the ISI, to which the IFC is affiliated. It
may be assumed that this successful experiencewillmark the beginning of a new tradition inwhich
ourCommitteewill be able to schedule conferences on practical statistical issues in the years in be-
tween the ISI Sessions.

During the conference, an AdministrativeMeeting was held, at whichMarius van Nieuwkerk was
succeeded byAlmut Steger as chairperson, and stepswere taken to broaden the geographical com-
position of the Executive Body. Much attention was devoted to the IFC’s aspiration to become an
official Section of the ISI. An application to acquire this status is presently under consideration. A
short report of the Administrative Meeting can be found on page 8.

The Proceedings of the Basle conference are published in the IFCBulletin, and are also accessible
on the IFCWeb site (http://www.ifcommittee.org). In view of the great number of papers, the con-
ference documents will be spread over several issues of the Bulletin. In the present issue, docu-
ments relative to Sessions One and Two as well as the Keynote presentation are reprinted.

Berlin

Until recently, the Executive Body and the Programme Committee had to give prime attention to
the Basle conference, but meanwhile their focus has shifted to the 54th ISI Session to be held in
Berlin next year. The contribution of the IFC to this event will basically be structured along the
same lines as in Istanbul (1997), Helsinki (1999) and Seoul (2001), which means that a number of
meetings will be organized by persons representing our Committee. Some preliminary informa-
tion on these meetings is presented on the next page.

Since September, the web site of the ISI Session (http://www.isi-2003.de) contains practical infor-
mation and offers the possibility to register interest in participation or in presenting a paper.
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Any person, wanting to submit a paper at one of the contributed papers meetings organized on be-
half of the IFC are requested to observe not only the procedures and deadlines laid down by the ISI
on its web site, but also to heed the following recommendations, which should allow the IFC to
properly prepare themeetings and enable publication of the conference documents in the IFCBul-
letin and on the IFC Web site:

• Inform the IFC Secretary (rudi.acx@nbb.be) as soon as possible about your intention to present
a paper at a contributed papers meeting.

• Submit the final version of your invited or contributed paper as soon as possible, but not later

than 14 April 2003 to both the IFC Secretary (rudi.acx@nbb.be) and the Editor of the IFCBul-
letin (wucwo@wxs.nl).
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Meetings of the IFC at the 54th ISI Session,
Berlin, 13-20 August 2003

The IFC has been scheduled to organize two Invited Papers Meetings (IPMs) and three
Contributed Papers Meetings (CPMs).

• IPM52: “The Use of Hedonic Methods for Quality-adjusted Prices “,
organized by Bart Meganck

Papers:

(1) Mick Silver (Professor, Cardiff University, UK)

(2) David Fenwich (Head of price statistics, ONS, UK)

(3) Geoff Kenny (Principal economist, ECB)

(4) Brian Newson (Head of unit, Eurostat)

• IPM85: “Use of Statistics in Developing Monetary Policy”,
organized by Armida San José

Papers:

(1) The Role of Statistics in the Conduct of Monetary Policy in Albania
by Governor Shelquim Cam and Gramos Kolasi, Bank of Albania)

(2) Use of Statistics in the Monetary Policy of the Czech National Bank:
The Case of a Country in Transition
by Ivan Matalik (Czech National Bank) and Josef Arlt (Czech National Bank,
University of Economics, Prague)

(3) Labour Market Indicators and Macroeconomic Modeling in the UK
by Craig Lindsay (UK Office for National Statistics)

(4) The use of statistics in Monetary Policy in Cambodia
by Phousnith Khay (Central Bank of Cambodia)

(5) The new Interest Rate Survey in the Euro-zone: the case of Germany
by Stefan Brunken, (Deutsche Bundesbank)

Regarding the CPMs, the following topics have been accepted by the ISI:

“Trade in Services – a Challenge to Statisticians”,
to be organized by Almut Steger (Deutsche Bundesbank)

“The Sectoral and Geographical Allocation of Holdership of Negotiable Instruments”,

to be organized by Gunter Kleinjung (Deutsche Bundesbank)

“The Use of Surveys in Financial Statistics”,
organizer to be determined.



While, according to the ISI rules, papers should not exceed 4 pages (invited papers) or 2 pages
(contributed papers), the IFC encourages authors to submit a more comprehensive version of
their papers for publication in the IFCBulletin and on the IFCWeb site. Extended versions should
bemade available to theEditor of the IFCBulletin immediately after the conference at the latest.
Moreover, the IFC would be pleased to receive abstracts of papers – containing 150-300

words – at an early stage, but ultimately on 14 April 2003. These abstracts will be published in the
IFC Bulletin and on the IFC Web site before the conference.

To facilitate the reprinting in the IFCBulletin any documents should bemade available in theWord
for Windows format; use of colours, particularly in graphs, should be avoided.

EVENTS
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Short Report of the IFC Administrative Meeting,
Basle, 20 and 22 August 2002

Within the framework of the IFC Conference on “Challenges to Central Bank Statistical

Activities”, Administrative Meetings took place on 20 and 22 August 2002.

First part of the meeting

On 20 August, chairman Marius van Nieuwkerk opened the meeting at 6:00 pm. He specified a
number of issues, which had been addressed at the Administrative Meeting in Seoul (2001):
• the organization, in co-operation with the BIS, of the first independent IFC Conference;
• further globalization of IFC membership;
• the status of the IFC within the ISI;
• the contribution of the IFC to the ISI Session 2003 in Berlin.

The independent IFC Conference

With respect to the latter item, the chairman expressed his gratitude to all participants and contribu-
tors, who had helped to make the conference a success. He noted that the event would not have
been possiblewithout the substantial support of theBIS and the IFCSecretariat inBrussels. He felt
confident that this conferencewouldmark the beginning of a new tradition inwhich the IFCwould
be able to schedule an “independent” event in between the biennial ISI Sessions.

Further globalization of IFC membership

The chairman noted that it remained a major objective of the IFC Executive Body to diminish the
initial quantitative preponderance of European membership of the IFC. It would be useful if con-
ference participants from central banks that were not yet IFCmembers could checkwithin their in-
stitution whether there would be any interest in signing up to the Committee; membership is cur-
rently free and non-committal in terms of resources. The chairman added that the Executive Body
was keen to improve its own geographical composition and to broaden its basis by adopting the
concept of an Incoming and an Outgoing Chair. In order to facilitate the communication with the
organizers of the ISI Sessions, it was intended to link the selection of the persons filling the chair to
the central bank of the country hosting the respective ISI Session. As a first step to realize the new
structure, the chairman proposed the nomination of Almut Steger (Deutsche Bundesbank) as
chairperson until theBerlin ISI Session in 2003.According to this set-up, the chair should be occu-
pied by an Australian in 2003, by a Swiss in 2005 and by an American in 2007.
The chairman noted that he would welcome candidates from other countries wishing to be-

come members of the Executive Body in August 2003. He also invited candidates for the
ProgrammeCommittee. For both functions contact should be takenwithRudiAcx, IFC-Secretary.

Status of the IFC within the ISI

The IFChad recently applied to become an ISI Section alongside the current five Sections. TheDi-
rector of the ISI’s Permanent Office, Dr.Marcel van denBroecke, explained that an importantmo-
tive for an ISI committee to become a Section was the much greater influence it could exert on the
programme of ISI Sessions. He noted, however, that not all attempts of committees to transform to
an independent Section had been successful. The Executive Committee of the ISI, which decides
in the first instance on applications, wants to exclude any risk of fragmentation. Developments in
somenational statistical societies had demonstrated that the greater the number of sections, the less
these sections tended to care for their mother organization. Dr. Van denBroecke added that the Ex-
ecutiveCommittee had also reasons to fear that actions organized by the Sectionsmight have nega-
tive financial consequences for the ISI.
The chairman noted that the ISI ExecutiveCommitteewould discuss the IFC’s application on 2

September. He emphasized that becoming an official Section might bring changes to the IFC in
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terms of membership, structure and functioning. With respect to membership, he suggested that
the IFC – while restricting its official membership to central banks – would accept associate per-
sonal members from the academic world, national statistical institutes and the private sector. This
should, however, not mean that the IFC’s area of interest would change. Decision-making should
remain with the central banks as institutional members.
With respect to the structure and functioning, the following issues would have to be addressed:

statutes, membership fees, funding and accounts.
Finally, consideration should be given to the question whether the present name of the Com-

mittee was the most suitable to indicate its area of interest.

The contribution of the IFC to the ISI Session 2003 in Berlin

The 54th ISI Session would be held in Berlin from 13 to 20 August 2003. The IFC had been sched-
uled to organize two Invited Papers Meetings (IPMs) and three Contributed Papers Meetings
(CPMs). The organizers and some of the contributors had been found for the IPMs:

• IPM52: “The Use of Hedonic Methods for Quality-adjusted Prices “,
organized by Bart Meganck

• IPM85: “Use of Statistics in Developing Monetary Policy”,
organized by Armida San José

Regarding the CPMs, the following topics had been accepted by the ISI:

• “Trade in Services – a Challenge to Statisticians”.

• “The Sectoral and Geographical Allocation of Holdership of Negotiable Instruments”.

• “The Use of Surveys in Financial Statistics”.

The chairman invited participants to attend the continuation of the Administrative Meeting on 22
August to discuss the issues raised and to decide on the proposed occupation of the chair and the
composition of theExecutiveBody and the ProgrammeCommittee. Themeetingwas adjourned at
6:15 pm.

Second part of the meeting

On 22 August, the chairman reopened the meeting at 1:30 pm. He announced that meanwhile at
least three persons had shown interest in organizing the CPM on the Use of Surveys in Financial
Statistics. Almut Steger explained that the three subjects for the CPMs had been fixed by the ISI
and that no other subjects could be added at this stage. Dr Van den Broecke added that subjects not
fitting into these categories could be presented in other CPMs held at the ISI Session.

Decisions taken

The chairman noted that he had received several suggestions with respect to the broadening of the
composition of the Executive Body. These would be considered as well as suggestions to adopt a
structure for the chair identical to that of the ISI. BartMeganck noted that persons interested to be-
come a member of the Executive Body or the Programme Committee would not need to worry
about travel cost. Experience had shown that contacts could be adequately maintained by
teleconferences and e-mail.
Almut Steger expected that becoming a Section of ISI would necessitate a more formal ap-

proach of the dealings of the IFC. It seemed advisable to mandate the Executive Body to set up
some rules. Bart Meganck noted that first the decision of the ISI Executive Committee should be
awaited, as any rules depended on the question whether or not the IFC would become an official
Section. Dr Van den Broecke added that the Sections have a high degree of autonomy. The IFC
might consider to adopt the rules of the existing Sections. In particular, it seemed to be advisable to
adopt the custom to elect an incoming chair two years before he or she succeeded the actual chair-
person.

EVENTS
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Subsequently, Marius van Nieuwkerk proposed that, no other candidates being nominated, the
meeting should confirm Almut Steger’s nomination as chairperson for the period up to the ISI
Berlin Session in 2003 and he should be nominated in the newly created function of Outgoing
Chair as member of the Executive Body for the same period. Both proposals were carried by the
meeting. Marius van Nieuwkerk said he felt satisfied to be able to step down at such a fortunate
moment in theCommittee’s existence and he invitedAlmut Steger to assume the function of chair-
person.

Almut Steger thanked the outgoing chairman for the many important initiatives he had taken dur-
ing his term. She considered the function towhich she had been called not only an honour but also a
burden, the more so because many weighty decisions had to be taken in the coming period. She
mentioned in particular the questions of how to open-up the IFC to non-central banks and of how to
structure the Committee’s relations to the ISI and to other bodies with which it had mutual inter-
ests. In her view, serious attention should be given to drawing up statutes. However, much would
depend on the outcome of the Committee’s application for Section status in the ISI: Almut Steger
emphasised that she had to rely on the support of themembers of the IFC in general and on her col-
leagues in the Executive Body in particular.

The meeting was closed at 2:00 pm.
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PROCEEDINGS

Proceedings1

of the Conference on
“Challenges to Central Bank Statistical Activities”

Basle, 20-22 August 2002

Keynote presentation

Session 1:

Central bank statistics and monetary stability

Session 2:

Central bank statistics and financial stability

Workshop A:

Constraints on central bank statistical activities

Workshop B:

Co-operation with national statistical offices

Session 3:

Improving the use(fulness) of central bank statistics

Session 4:

Developments with respect to statistical analysis at central banks

Session 5:

Central bank co-operation on statistical issues

Workshop C:

Issues relating to balance of payments compiling

Workshop D:

Monetary and financial statistics and international accounting standards

Workshop E:

Deriving information from financial market data
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Searching for Price and Financial
Stability:

Challenges for central bank
statistical services

Keynote Address

William R White (BIS)1

1. Introduction

As theEconomicAdviser andHead of theMonetary andEconomicDepartment of theBank for In-
ternational Settlements, I would like to extend a very warmwelcome to participants at this confer-
ence organised by the Irving Fisher Committee. When Paul Van den Bergh and Marius van
Nieuwkerk approachedme about the possibility of theBIS contributing to such a conference, Iwas
very enthusiastic for at least three reasons.
The first of these is my respect for the work of Irving Fisher; in effect, friends of Irving Fisher

are friends of mine. Indeed, I have just been rereading his classic Econometrica article of 1933 en-
titled “The Debt Deflation theory of Great Depressions” and found it full of illuminating if some-
times disquieting insights. One of these, which might be thought less than amusing in light of the
recent Enron affair and other corporate governance scandals, has to do with the various phases
through which people are encouraged to take on heavy debt levels, which eventually become un-
sustainable as the deflationary process unfolds. The first phase starts with “the lure of big prospec-
tive dividends and gains in the remote future”, and the last one involves “the development of
downright fraud, imposing on a public which had grown credulous and gullible”. Does it not all
sound very familiar?
My second reason for wanting to welcome you here reflects the fact that I now have over 30

years of experience in this business of central banking. Over those years I have become steadily
more convinced of the need for good data and for good statistical analysis.Wemust, of course, be-
gin with some theoretical construct as to which hypotheses we wish to test. But the choice of the
particular data that might shed the greatest light on the validity of those hypotheses is also ex-
tremely important. In effect, as statisticians and economists, we should always ask ourselves
“What are these data for?” And by the same token, we should also be prepared to change the data
we collect in response to changing requirements. The simple logic of “rubbish in, rubbish out”
surely applies with respect to the empirical testing of hypotheses. Unfortunately this insight con-
tinues to be missed by many economists and econometricians. They often seem fearful of ques-
tioning their data, perhaps because it might throw doubts on the validity of their results and, of
course, the likelihood of publication.
My third reason for wanting to support this conference is that data issues are a major preoccu-

pation for many central banks. As an institution set up explicitly to support central bank coopera-
tion at the international level, the BIS has a natural interest in such endeavours. While we have in
fact already done a great deal in this area, a subject to which I will return at the end ofmy presenta-
tion, I feel strongly that we could do more. So again I welcome you all today and hope that I will
have the opportunity to do so again in the future.

In my presentation today, I will try to provide a broad overview of the challenges inherent in the
statistical activities of central banks. As I do so, I am conscious of howmuch I have forgotten since
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the eight years I spent during the 1980s on the National Income Advisory Committee to Statistics
Canada. In contrast, I hope that I have learned some new things at the BIS. The one constant we all
face in this area has been our ultimate objective. What we are interested in as central bankers,
whether statisticians or economists or policymakers, are better policies to support sustainable
growth and living standards over time.
What has changed almost continuously, however, has been our perception of the principal

threat to achieving this constant objective. In the 1960s, policymakers first became aware of the
dangers posed by inflation produced by excessive demand. In the 1970s, the problems of dealing
with inflation were exacerbated by supply side shocks, largely resulting from increases in oil
prices. In the 1980s, the debt crisis in the emerging market economies focused the attention of
policymakers on the extent to which creditor banks in the industrial countries could themselves be
hurt by debtor defaults. Since then, there have been successive financial crises affecting Mexico
(1994), EastAsia (1997), Russia (1998), LTCM(1998), theNasdaq (2000 onwards) andArgentina
(2001). Still more recently, there have been financial pressures in Brazil and other emerging mar-
ket economies and the ongoing collapse of stock prices around the world. Looking forward, there
seems to be a growing recognition that these crises may not have independent origins but may
rather be manifestations of some underlying global processes that might not yet be fully played
out.
In the time I have available, I will deal in turnwith the statistical challenges faced by those con-

cerned with price stability, those concerned with financial stability and then briefly with the nexus
between the two. I will finish with a “paid political contribution” about the actual and potential
contribution of the BIS in this area.

2. Challenges related to price stability

This area is what I would call “traditional” postwar macroeconomics. Even so, there have been
enormous changes in the way in which monetary policy in particular has been conducted over the
last 30 years. Most of these changes have had to do, not with the day-to-day implementation of
monetary policy, but rather with altered views about the framework conditioning those day-to-day
decisions. In my view, there are three essential elements to this framework: the institutional, the
philosophical and the empirical. Before getting to the third of these, likely to be of the greatest in-
terest to this audience, let me say just a few words about the other two.
The institutional framework comprises the mandate, powers and accountability of central

banks. In every respect, enormous changes have taken place in recent decades. As to the mandate,
there has been a growing preference to give central banks amandate to establish andmaintain price
stability. Sometimes this mandate has been very explicit, particularly in the case of countries with
poor track records in this regard, but in other cases an implicitmandate has been no less influential.
As to powers, more and more central banks have been given sole authority over the application of
the instruments of monetary control. Indeed, this is what most central banks now recognise to be
the essence of their so-called independence. Finally, most central banks are now behaving in a
much more transparent way so that their performance can be judged by both the political authori-
ties and the financialmarkets. A crucial requirement for this accountability is the provision of rele-
vant information, both statistical and of other sorts.
The philosophical framework refers to how policymakers approach the uncertainties and the

trade-offs inherent in the process of making policy decisions. While inflation targeting now has
greater importance as an objective, concerns about other aspects of economic performance must
continue to carry at least some weight; the level and volatility of output and unemployment, the
movement of the exchange rate and so on. The particular complication caused by concerns about
financial stability is one I will return to. Moreover, decisions have to be taken in the face of con-
flicting statistical and anecdotal evidence about underlying economic processes. Finally, there is
the issue of whether policymakers should be following a maximising strategy, to squeeze out all
the benefits possible from the economic system, or a minimaxing strategy of avoiding really bad
outcomes. Looking at the actual conduct ofmonetary policy in various jurisdictions, differences of
view can be observed as easily as changes in view over time.
Returning more directly to the interests of this audience, the conduct of monetary policy in the

pursuit of price stability also requires an empirical framework. That is, wemust have some idea of
the transmission mechanism that relates what central banks can control, the various aspects of the
central bank balance sheet, to the ultimate inflation objective. This was not always recognised.
Montagu Norman, Governor of the Bank of England for much of the prewar period, once told his
Economic Adviser “your job is not to tell me what to do but to explain to me why I have done it”.
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Today, whether the authorities use a one-equationmodel in the governor’s head, or a 500-equation
macromodel with satellites of various sorts, some idea of cause and effect is deemed necessary.
A schematic diagram for first year undergraduates might have the following form. Bank re-

serves set daily by the central banks affect interest rates, the exchange rate and other financial vari-
ables over some longer horizon. In turn, over some still longer period, these affect the level of
spending on domestically produced goods and services. In turn, this affects the “gap” between ag-
gregate demand and the productive potential (supply) of the economy. Finally, “gaps” affect the
rate of increase of wages and prices, which is what the policymaker is ultimately aiming at. At first
glance this all seems quite straightforward. This is true evenwhenwe pass on to the practical ques-
tion of how this process might be operationalised. We choose a target level for the inflation rate.
We rely on the National Income Accounts (NIA) and other sources for our data. We estimate
econometrically ourmacromodels and use them to forecast whether the current policy settings are
consistent with our objectives. And finally, we constantly update our forecasts and our policies in
the light of incoming information. So what is the problem?
In fact, the potential problemswere flagged as far back as the 1940s in a series of exchanges be-

tween Jan Tinbergen, the Dutch inventor of econometric modelling, and John Maynard Keynes
along with their respective disciples. These issues were subsequently highlighted in a book pub-
lished in 1968 entitled “OnKeynesian economics and the economics ofKeynes”. In his book,Axel
Leinhofvud asserts that Keynes agreed that the IS-LMmodel, devised by Sir John Hicks, did cap-
ture the interaction between the various functional forms referred to in Keynes’ General Theory.
This model subsequently became the basis for “Keynesian economics”. However, Keynes, or at
least many of his disciples at Cambridge, England, denied that these functional forms could ever
be estimated empirically. The fundamental problem with each, and also with the transmission
mechanism that relies on such estimates, is that expectations about the future are central to all eco-
nomic decisions. This is the essence of “the economics of Keynes”. These expectations are both
hard to measure and essentially ephemeral. This fundamental problem, along with a number of
others, continues to bedevil the application of the empirical framework today.
Letme bemore specific about some of the other statistical challenges facing those pursuing the

goal of price stability. Perhaps the first issue is that ofwhich index to target. In principle, we should
be trying to measure the costs associated with aggregate price movements, and should then try to
stabilise the indexwhich best represents those costs. In practice, this is never done. Indeed, inmost
jurisdictions it has simply been assumed that stabilising some variant of the CPI is appropriate.
This, of course, still leaves uswithmany choices, not least that of how the index is to be created (the
weights issue), the choice of caveats and exemptions (commonly food and energy prices) and the
distinction between first-round and subsequent effects of shocks (like tax increases) on measured
price movements. I note, in passing, that stabilising the CPI implicitly assumes that productivity
gains over timewill show up as increases in nominal wages. Going back to prewar days, there was
in fact a lively debate as to whether this was sensible or not.
Whenwe turn to the transmissionmechanism, perhaps themost important empirical questions

have to do with estimating the supply side potential of the economy. This in turn impinges on our
capacity to measure “gaps”. The recent experience of the United States is instructive in that mea-
sures of potential growth were first revised sharply upwards, but have more recently been revised
partially back down. In a sense, there is nothing new in this. Measures of potential based on factor
inputs into production functions have always revealed that the “unexplained residual” was by far
the biggest contributor to growth. In the same vein, statistical measures of potential based on
detrending have always been highly dependent on the precisemethodology used. But amore novel
element in the recent US experience is the role played by the choice of hedonic price indices to de-
flate nominal expenditures in the IT area. To some degree, this has affected the perceptions of pro-
ductivity growth differentials with Europe, where such indices are not in widespread use. The use
of hedonic indices also invites the question of how gains in measured productivity can increase
profits (and support stock markets) when the vehicle for this is lower prices. As an aside, it is also
worth noting that estimates of potential are crucial for distinguishing cyclical from secular changes
in the government’s fiscal balances. As governments increasingly worry about the medium term
sustainability of their fiscal stance, this issue gains in importance.
Closely related to this particular measurement problem is that of estimating the “natural rate”

of unemployment or the NAIRU. Not only are there questions about the conceptual basis for these
calculations, but there are also many practical difficulties. One approach is to back out these num-
bers from structural estimates of the equations determining wages and prices. I recall thinking
about this when Iwas Chief of the ResearchDepartment at the Bank of Canada and being horrified
by some of the underlying statistical assumptions. The dependent variable in the wage equation
was not contract data at a given moment in time, but changes in average earnings, the cumulative
effect of years of contract negotiations in the distant past. Among the explanatory variables were
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potential growth and inflationary expectations, both of which suffered from severe measurement
problems. Finally, an estimate of the actual level of unemploymentwas assumed to conditionwage
pressures, in spite of the fact that participation rates were also subject to very wide swings in re-
sponse tomarket conditions. Given these circumstances, which still exist today, it is not surprising
that estimates of the NAIRU are subject to wide margins of error.
A more general problem facing policymakers is that of structural change. In transition and

emerging market economies, this can be the product of deregulation and technological changes,
among other factors. Another issue is the so-called Lucas critique, which notes that a change in the
behaviour of policymakers will induce changes in private sector behaviour. A good example here
has to do with the reaction of exchange rates to domestic inflation. If the policymaker is not ex-
pected to resist the inflation, the exchange rate should weaken. Conversely, if the policymaker is
expected to tighten policy to resist inflation, the exchange rate might well strengthen. The bottom
line here is thatmeasures of tensionswill change over time, asmight the estimated effects (even the
signs) of those tensions. These possibilities do not make the policymakers’ use of the empirical
framework any easier.
Finally, the application of an empirical framework in the pursuit of price stability often suffers

from significant data revisions.As someone once said: “Whatwith the revisions to theNational In-
come Accounts, the past has now become as uncertain as the future”. Recent revisions in the
United States have revealed that the recession was three quarters rather than one quarter long.
More importantly, they have implied that productivity growth and NIA profits were in fact some-
what lower than earlier thought. Of course, one could question the importance of this revision
since, until very recently, no onewas looking at the NIA profits measures in the first place. Rather,
the measure receiving all the attention in the markets was the profits measure produced by Stan-
dard andPoor’s,which had the great attraction of continuing to risewhile othermeasureswere fall-
ing. Indeed, as a share of GDP, NIA profits have been falling since 1998. In sum, empirical mea-
sures can be revised. But revisions to how we freely choose to focus on the data may be more im-
portant still.
Faced with these kinds of empirical problems, which were as endemic in the 1970s as today,

policymakers have often turned to other indicators to guide their conduct of monetary policy. Fi-
nancial indicators such as exchange rate developments and growth rates for monetary and credit
aggregates have traditionally been popular. Unfortunately, they also pose empirical problems. A
monetary authority choosing a fixed exchange rate regime must still decide: fixed against which
currency? And if a basket of currencies is to be chosen, which ones should be in it and with what
weights? As formonetary and credit aggregates, choicesmust bemade between alternative aggre-
gates since they cannot all be controlled simultaneously given the limited range of central bank
control instruments.Moreover, the criteria formaking such choices are still not very clear. Finally,
with structural change in the financial system, the demand functions for such aggregates can swing
wildly and provide policymakers with all sorts of inappropriate signals for action. It was just such
developments that prompted Gerry Bouey, Governor of the Bank of Canada, to declare that “the
Bank did not abandon monetary targets, they abandoned us”.

I have made these comments to this particular audience to underline two points. First, a great deal
of work still needs to be done to better refine the data and themodels we use in the conduct ofmon-
etary policy. This applies even when we are pursuing such a traditional objective as price stability.
My second point relates to the first one.We need to bemodest about what we know and the limita-
tions of our metier. Overpromising and underachieving is the easiest way to lose credibility,
though it must be admitted that being unambitious in the pursuit of policy objectives can also lead
to the same outcome. Being transparent about the shortcomings in our data, and our capacity to
analyse the data, may incline the public to be generally more forgiving about perceived shortfalls
in our performance. It may also lead to a greater willingness to provide resources to improve both
our data and our analytical capacities. Both are sorely needed.
And as if this were not enough for statisticians to worry about, a number of challenges have

arisen in recent years as regards the pursuit of financial stability. Let me now turn to this issue.

3. Challenges related to financial stability

I will turn in a moment to the issue of what kinds of information we need to make assessments of
the expected costs (in the statistical sense) of financial crises. Clearly, we need some combination
of measures of the changing probabilities of financial crises and the costs of those crises should
they occur. But before turning to this issue, a few words seem warranted about the dynamic eco-
nomic processes which seem to give rise to financial instability. Note that none of this is in your
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standard IS-LMmodel or its many descendents. Rather, the analytic framework has more in com-
monwithmid-European analysis of business cycles prior toWorldWar I, abetted on the down side
of the cycle by the work of Irving Fisher to which I referred just a few moments ago.
The cycle begins in a wave of optimism, often associated with some innovation such as new

technology, the opening up of some new markets or desirable changes in economic policy. These
events provide the basis for expectations of profit growthwell above prevailing rates of interest on
fixed-term instruments. While initially based on sound foundations, this justified optimism turns
imperceptibly into unjustified optimism. Not uncommonly, this process unfolds with inflation
maintained at low levels, as heavy levels of investment ensure that supply potential increases pari
passu with demand. However, at a certain point, profits begin to decline, either in the light of over-
expansion (and an inability to raise prices) or because costs begin tomount. This is followed by an
investment “bust” which, in the limit, can lead to financial distress, subsequent headwinds affect-
ing the real economy and even deflation. The financial distress arises from the fact that the invest-
ment expansion is normally financedwith excessively cheap credit expansion, which rebounds on
the lender. The tendency to deflation arises from the fact that inflation was already low when the
bubble burst.
This characterisation of the financial cycle was first based on observations in Europe and the

western hemisphere in the period prior to World War I. However, more recent crises also seem to
have been rather similar in character. The Great Depression in the United States, the experience of
Japan in the 1990s and theEastAsian crisis all are reminiscent of this story.Recent experiencewith
the Nasdaq bubble in the United States, and the associated IT investment cycle, also seems similar
in some respects although the reliance onmarket-based rather than bank financing is amaterial dif-
ference from earlier episodes.

Identifying potential problems arising from financial instability has been rendered more difficult
in the current world by the major structural changes that have taken place in the world financial
system over the last three decades. Three major changes can be identified: securitisation,
globalisation and consolidation. Each has aspects that couldmake financial stabilitymore likely or
less likely. Securitisation refers to the growing tendency, most marked in the English-speaking
countries, for credit to be provided directly through market processes as opposed to indirectly
through financial intermediaries. On the one hand, this might help reduce financial instability
since exposures are much more widely spread. Moreover, since the banking system is less in-
volved, potential threats to the functioning of the payment system would also be reduced. On the
other hand, markets are much less interpersonal than is “relationship banking” and could be much
more volatile, particularlywhen under stress.Globalisation refers to the process throughwhich all
markets, both national and international, are becomingmuchmore tightly linked.On the one hand,
this might reduce financial instability since the impact of shocks can be much more widely dis-
persed. On the other hand, there might also be new dangers. The capacity to finance “excesses”
may now be greater, with an associated danger of sudden changes of view about debt
sustainability. An associated possibility is that individual countries may now be more subject to
“runs” if (and this is a big assumption) foreigners provemore skittish than local investors.Consoli-

dation refers to the growing degree of concentration in many financial markets. On the one hand,
financial instability may be reduced since bigger firms tend to be better diversified and might be
presumed to have better risk management capabilities. On the other hand, concentration could
have systemic implications should a big firm fail, and the possibility of herding in markets might
also be increased. The bottom line is that all of these structural changes make it harder to identify
where there might be emerging vulnerabilities in the operations of the financial system.
Given how hard it is to identify emerging problems in the financial system, there has been a

growing recognition of the need to approach this problem in a multifaceted way. For this reason,
internal governance of financial institutions, along with public sector oversight and market disci-
pline, are all expected to provide incentives to encourage prudent behaviour on the part of individ-

ual participants in the financial system.1 Note, however, that for each of these incentive systems to
function properly, there must be adequate information to allow judgments to be made about the
various risks being taken and the prices being charged for doing so. Note, moreover, that informa-
tion about the health and exposure of financial institutions must also be based on adequate infor-
mation about the health of those to whom they have lent.
All three of these incentive systems to encourage prudent financial behaviour require good

data both from non-financial corporations and from financial institutions. That is why the recent
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corporate accounting scandals are so worrisome. They threaten the integrity of all of the more ag-
gregated information systems which rely on such data as inputs. At the level of the financial insti-
tutions themselves,we also needmore accuratemeasures of risk exposure, in particular of problem
loans and non-performing loans.One shortcoming in themeasurement of credit risk in particular is
that credits extended during periods of rapid economic expansion are generally treated as “low
risk”. This is largely due to the fact that, in such periods, recorded loan losses are low and this re-
cent good performance tends to be simply extrapolated into the future. In reality, given that the
business cycle has not (andwill never) disappear, this is precisely the timewhen bad credits are ac-
tually building up to materialise during the subsequent downturn. Since both the internal gover-
nance process andmarket disciplinemight be subject to assessments of exposurewhich are too low
in upturns, and potentially too high in downturns, the role of public sector oversight becomes all
the more important.
This raisesmore directly an issue only alluded to above.What should be the objective of public

sector oversight? Traditionally, the focus has been on the financial viability of individual institu-
tions. This is the normal preoccupation of financial supervisors. The reporting requirements to sat-
isfy the needs of suchmicroprudential oversight are essentially those I have just referred to above.
What is being increasingly recognised, however, is that oversight should also be conducted with a
view to ensuring that the system as a whole is stable; what the BIS has for years referred to as
macroprudential oversight. The reason for this is rather obvious in the light of numerous recent fi-
nancial crises which, ex post, have generally had costs amounting to many percentage points of
GDP.
Measuring the expected costs of financial crises, ex ante, requires evidence pertaining to the

changing probability of a crisis occurring. A number of suggestions can bemade as to the kinds of
data that might prove illuminating in this regard. Nevertheless, we are far from having reliable
guides in this respect. A great deal of work has been done on macroprudential indicators, with
some bymy colleaguesClaudioBorio and Philip Lowe showing particular promise. They find that
a combination of indices pertaining to credit, asset prices and investment (generally focused on
sustained deviations from trends) can generally predict crises while avoiding too many “false
positives”. This type of work has been held back, however, by a serious data deficiency; namely, in
many countries there are no long-term time series for property prices. This is astonishingwhen one
considers how frequently banking crises have been triggered by booms in commercial property.
This is an area where statisticians clearly have much useful work to do.
Another area where there are serious data shortcomings in many countries is that of sectoral

balance sheets, in particular the level of corporate debts denominated in foreign currency. It is clear
from theMexican (1994), East Asian (1998), Turkish (2000) andArgentine (2001) crises that cur-
rency mismatches grievously aggravated the economic downturn once the domestic currency had
depreciated in value. The current difficulties facing Brazil, where many debts have been indexed
either to inflation or to the exchange rate, have a similar character.While off-balance sheet transac-
tions can seriously complicate the task of assessing exposures of this sort, the domestic banks
should be the principal agents pressing for full disclosure. They should recognise that it is their
own survival that is on the line should a large enough number of their clients be thrown into default
because of an exchange rate change.
In recent years, the international banking statistics collected by the BIS have been improved in

many ways. In particular, the consolidated banking statistics now give a fairly clear picture of the
exposure of individual countries to international bank debt, as well as the exposure of the national
banking systems that have given such credits. Yet some shortcomings still remain. We have rela-
tively little information about the joint exposures of financial conglomerates that include banks,
investment banking and insurance.Moreover, there are awhole host of new instruments and finan-
cial structures that could conceivably contribute to financial instability. Asset-backed securities,
special purpose vehicles, credit derivatives, the reinsurance industry and hedge funds all seem to
have been growing very rapidly in recent years. Yet we do not have a great deal of information
about these developments and their possible implications.
If there is enhanced demand for data that could indicate growing financial vulnerability, it is

fortunate that there is also an element of enhanced supply. It is now recognised, that there is signifi-
cant information about exposures in the financial market variables themselves. For example, mea-
sures of implied volatility derived from option prices tell us something about the market’s own as-
sessments of market risk going forward. Various measures (like bid-ask spreads, turnover, and
spreads between new and seasoned issues) can indicate emerging problems with respect to liquid-
ity. And there are a whole host of indicators (spreads, Merton type estimates of the probability of
default, and credit default swaps) about how credit risk is evolving. While these indicators do not
always point in the same direction, the growing efficiency of arbitrage indicates that this should
become less of a problem in the future. Supervisory data, commercial databases, and data based on
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the workings of payment systems and custody arrangements may also provide insights into
whether, and in what ways, the financial system is showing increasing signs of vulnerability.

4. The nexus between price stability and financial stability

There are certainly great statistical challenges in assessing whether price stability is being threat-
ened. There are perhaps even greater challenges in assessing whether financial stability is being
threatened.Unfortunately, the possibilities for interaction between price stability and financial sta-
bility make the resulting challenge even greater than the sum of the parts. “Chaotic” outcomes,
multiple equilibria and the sudden transformation of “good” states of affairs to “bad” ones become
all the more likely. This is not a world in which formal modelling based on high-frequency data is
likely to providemuch insight about the future. Rather, the best guidemight be the study of history
and the pathology of low-frequency events.
It is a fact that movements in the aggregate price level (for goods and services) can have impli-

cations for financial stability.When aggregate prices are rising, as we saw in the 1970s and 1980s,
speculation and imprudent lending for the purchase of assets which keep their real value (in partic-
ular real estate) lead to an overextension of credit which then feeds back on the health of the finan-
cial system.When prices are falling, aswe have seen recently in Japan, the burden of debt becomes
increasingly onerous. Real interest rates can start to rise, and monetary policy becomes increas-
ingly impotent as nominal rates fall to zero. Unserviced debts eventually threaten the health of the
lenders. As noted above, Irving Fisher probably said as much about this phenomenon as needs to
be said. But it is also the case that the health of the financial system can have important implica-
tions for price stability. A financial system burdenedwith bad debts, and unsure about both its own
solvency and that of its customers, is unlikely to make credit easily available. In a downturn, such
lending behaviour would almost certainly make the downturn worse. In turn, this would exacer-
bate any existing trends for inflation to fall and eventually lead to deflation.
Reflections of this sort indicate why central banks, even those without microprudential super-

visory responsibilities, must retain a concern for macroprudential oversight. The interactions be-
tween the behaviour of the financial system and overall macroeconomic performance are crucial
and of natural interest to central bankers. This said, if both independent supervisory authorities and
central banks have an interest in financial stability, there needs to be some agreement as to how
they should interact. These agreements need to cover both normal circumstances and times of cri-
sis. The objective must be to exploit the comparative advantage of those who approach problems
from the “bottomup”, and thosewhose approach ismore “top-down”. It should be self-evident that
both approaches are valid.

5. Central bank cooperation on statistical issues and the role of the BIS

Since I now have a captive audience, let me spell out quite briefly the contribution being made by
the BIS to international financial cooperation with respect to statistical issues. We have done a
great deal on this front in recent years, but the list of remaining challenges and open statistical
questions remains a daunting one.
First, there is the issue of traditionalmacroeconomicmonitoring. In this area, many of youwill

be familiar with the work of the BIS Data Bank. The original purpose of the Data Bank was to col-
lect the principal macroeconomic time series data used by the central banks of the G10 in the con-
duct of their ownmonetary policy. Each central bank was (and is) charged with ensuring the qual-
ity of its owndata contributions,with a view to getting access in exchange to similarly high-quality
data from others. The BIS provides the technical platforms for the exchange of such data, and our
staff also provide an additional layer of quality control. In recent years, two major trends have be-
come noticeable. The first is that the number of countries participating in the Data Bank has in-
creased significantly, and this expansion seems set to continue. One possible vehicle for this may
be regional central banking groups (like CEMLA and SEACEN), which might piggyback off our
efforts in Basel. The hope would be to encourage much enhanced statistical reporting from all of
their regional participants. The second trend has seen BIS staff move beyond quality control to-
wards providing a consulting role to those raising questions about the nature of the data provided
by other countries. In this regard, clarifications about the comparability of definitions across coun-
tries come quite high on the list of services requested.
Second, there is the issue of providing data which is useful for macroprudential monitoring.

TheBIS nowcollects and compiles a very large number of financialmarket indicators.While these
are currently largely drawn from the financial sectors in the more advanced industrial countries,
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data from the larger emergingmarket and transition economies are being added on a regular basis.
In addition to the principal statistics indicating the state of the macroeconomic background, indi-
cators of market risk, credit risk and liquidity risk figure importantly. Capital flows and move-
ments in credit aggregates are also presented. So too aremany statistics pertaining to the process of
financial intermediation and to the health of both corporate and household balance sheets. As
noted above, however, there continue to be many areas, for many countries, where important sta-
tistical series are simply not available.
Third, and closely related to the second, the BIS collects and compiles a wide variety of inter-

national financial statistics. The international banking statistics are well known and have been ex-
tended and improved inmanyways in recent years.Moreover, awhole set of further improvements
are in the works and should be finally implemented within the next year or two. These data were
originally intended to provide evidence about the exposure of creditor banks to international loans,
but they have also proved useful as the basis for calculations of debt exposures by borrowers. The
joint BIS-IMF-OECD debt statistics incorporate inputs from all three institutions in a coherent
way. Moreover, the BIS has recently conducted research to identify why such “creditor-side” sta-
tistics on short-term debt exposure sometimes differ from the “debtor-side” statistics collected by
the countries themselves.
The International Financial Statistics group at the BIS also collects awide range of other statis-

tics. This reflects the fact that international finance is no longer only (or even primarily) provided
by banks, and that there is muchmore to international finance than traditional loans. Accordingly,
the BIS provides statistics (largely based on commercial sources) on the international issuance of
securities.1Moreover, in addition to the quarterly collection of data about exchange-traded deriva-
tives, the BIS also performs a triennial survey of activity in over-the-counter derivatives markets.
This latter survey complements the triennial survey of the world’s significant foreign exchange
markets (over 40 at last count), which has now been repeated five times.
While not primarily statistical, it is important to underline two related and important contribu-

tions by the BIS with respect to these numbers. First, they are either made publicly available (see
www.bis.org) or are available to participating central banks through our new extranet facility
called eBIS. If you are not aware of eBIS, and thewealth of facilities and information it provides to
central banks, then you should be. Second, these numbers are regularly evaluated by the various
groups of national experts which meet here at the BIS, whether they are primarily concerned with
price stability, financial stability or both. These groups include the regular meetings of Governors,
the Basel Committee, the Committee on theGlobal Financial System, theMarkets Committee and
the Financial Stability Forum, among many others.
The final issue I would like to deal with are future statistical challenges. The first of thesemust

be to respond to past challenges, described above, which have not yet been adequately addressed.
But in addition, a number of trade-offs can be identified where we need a clearer understanding of
what precisely it is that wewant. One such trade-off is that between timeliness and accuracy.More
of the former means less of the latter. Another tradeoff is between the desire for international har-
monisation and the need to reflect accurately national idiosyncrasies of various sorts. A third is the
choice between stability and change in the adoption of new technologies and reporting formats. In
this context, the most pressing issue must surely be the urgency with which we all strive to adopt
newly emerging web-based information exchange standards. The new initiative, strongly sup-
ported by the BIS, on Statistical Data andMetadata Exchange (SDMX) should in time provide us
with increasing insights as to the costs and benefits of alternative paths to follow.

To conclude, a lot has been done to foster international cooperation between central banks on sta-
tistical issues, but a lot remains to be done. This is the first meeting of the Irving Fisher Committee
in which the BIS has played an important supportive role.We have enjoyed doing so. I would also
addmy hope that this first meetingwith active BIS support for your important workwill not be the
last.

William R. White

william.white@bis.org
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Session 1:
Central bank statistics
and monetary stability

Issues Paper

Jack Selody (Bank of Canada)

The role of data for monetary stability

In order for central bank statisticians to collect, compile and construct useful statistics it is criti-
cally important that they know how central bank economists intend to use their data.
In general, central bank economists use data for three basic purposes:

• to validate theirmodels, becausemonetary policy decisions are betterwhen based on validmod-
els;

• to forecast future inflation and other variables from past data, because monetary policy works
with a lag and so policy makers base their decisions on expected future outcomes; and

• to explain policy decisions to the public, because monetary policy works in part through expec-
tations and therefore works better when the reasons for the decisions are understood by the pub-
lic at large.

I would suggest that the guiding principle behind the creation of central bank statistics for mone-
tary stability is that imperfectmeasures of useful economic concepts are preferable to perfectmea-
sures of useless economic concepts.
Of course, the debate about what constitutes a useful economic concept is as timeless as the de-

bate about what constitutes a good statistic. I propose that in this session the discussion focus on
four issues germane to matching central bank statistics to economic concepts.

Which economic concepts are most useful to monetary policy decision making? Do central banks

have good statistical measures of these concepts? Does a lack of data availability limit monetary

policy decision making?

How does a statistician know when a statistic is a good measures of an economic concept? What

can be done to reduce measurement error? What can be done to make statistical constructs corre-

spond more closely to economic concepts?

To what extent should monetary policy decisions be based on aggregate data? Is the information

that is lost when data are aggregated useful for monetary policy analysis? What can be done to im-

prove the way we aggregate data?

How important is it for economists in different central banks to use the same economic concepts

(for example, not all central banks define core inflation the same way)? How important is it for

statisticians in different central banks to harmonize their methodologies? Does greater harmoni-

zation come at the expense of a greater mismatch between central bank statistics and the corre-

sponding economic concepts?

How does data availability (quality) influence the monetary policy decision making process?

Not all central banks use the same approach tomonetary policy decisionmaking.Moreover, some
approaches are more demanding of the data than others. The following list presents one possible
ranking of stylized approaches tomonetary policy decisionmaking according to the demands they
make on the data (from least to most demanding of the data):
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1. money targeting,
2. inflation targeting using a traditionalmacro economicmodel based on national accounts data,
3. inflation targeting using multiple paradigms based on an array of simple real and financial
models,

4. inflation targeting using an advanced model that integrates real and financial behaviours.

Is this list complete, or do central banks use other approaches to monetary policy decision mak-

ing? Is the ranking sensible?

Do central banks have access to all the data they need for monetary stability? If not, why not?

Do better statistics lead to better economic concepts, or do improved statistics follow from new or

more precisely defined monetary policy concepts?

Alfaro says thatmonetary policy decisionmakers inMexicowould like to know the risk po-
sition of foreigners in Mexican pesos. But these data are not easily obtained (nor do they
correspond to any concept found in standard macro economic models). How much atten-

tion should monetary policy makers be paying to this type of data? Is it feasible to acquire

accurate information on financial exposures given continuing financial engineering and

the lack of incentives for financial market participants to report information to the central

bank?

Columba shows that innovations in transactions technology can have important effects on
money data. This is just one aspect of the broader issue whereby money data has been dis-
torted by financial innovation in general. How good is the quality of money data? Can

changes to statistical methodology keep pace with financial innovation? Does distorted

money data mean that central banks should put less emphasis on money targeting in favour

of inflation targeting?

Vojtisek explains why the Czech Republic switched from money targeting to inflation tar-
geting in 1998.He also describes the extra demands for data that go alongwith inflation tar-
geting. Is it as easy to meet the data requirements of inflation targeting as the Vojtisek paper

seems to imply? What are the benefits and costs of moving to inflation targeting?

Armas points out that Peru adopted an inflation targeting regime in January 2002. The
move to inflation targeting has already led to improved economic statistics and analysis.Do

the inflation forecasting models used by emerging economies adequately capture their spe-

cial circumstances? If not, does this matter?

Pinto argues that even when a central bank gives up responsibility for monetary policy
(e.g., because of dollarization), the need to compile high quality statistics remains. Is the

need for statistics less when central banks do not have responsibility for monetary policy?

How do we validate economic data

Economic data are used to validate economic models, but what validates the data? This is espe-
cially troublesomewhen economicmodels are part of the statisticalmethodology used to construct
the data (e.g., economic models are often used to calculate output gaps or expectations variables).
In these extreme cases the data can no longer be used to validate economicmodels.More generally,
it would seem that the construction ofmost central bank statistics are influenced in part by assump-
tions about how the economy works.

How do central banks validate their data?

Is data quality better when the collection of data is centralized in one statistical agency or decen-

tralized across statistical agencies?

It is sometimes stated that monetary policy is a macro economic policy and therefore should be
based on aggregate not disaggregate data. On the other hand, almost all practising policy makers
that I have met appear to have an enormous appetite for detailed disaggregate information from a
wide variety of sources.
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What is the mix of use of disaggregate versus aggregate data in central banks? Is the mix optimal?

Marchese argues that data can be improved by carefully examining the discrepancies be-
tween data that can be obtained frommultiple sources. This line of reasoning suggests that
one way to validate data is to measure it in more than one way, using different methodolo-
gies. The resulting discrepancies then give a natural metric for “data uncertainty.” Is it fea-

sible to measure most economic data in more than one way, given the significance of report-

ing burdens and the lack of incentives to report data? Are statistical discrepancies strictly

measures of data accuracy, or do they also contain independent information about eco-

nomic behaviour? Would the widespread application of this methodology help give better

measures of economic concepts?

Mink describes how theECB is collecting financial data to aid the decisionmaking process.
Would this data be necessary if pillar one did not exist? Are balance sheet data and finan-

cial transactions data the best way of analysing financial decisions (for example, can we

determine the degree of credit rationing in an economy from this data)?

Lambert and Paul argue that some data (such as the International Investment Position)
would bemore useful if it were collected in amore timely and comparablemanner. Such an
improvement requires cooperation among countries, suggesting that data collection for
monetary stability purposes should be international in scope. Does monetary stability re-

quire harmonized international data? Is it feasible to expect harmonized data to accurately

measure economic concepts?

Lub discusses one methodological aspect of calculating real and nominal values when ex-
change rates fluctuate.How should policy makers treat a group of countries — as a single

entity or as a group of separate entities?

Jack G. Selody

jselody@bankofcanada.ca
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Banco de Mexico’s experience
in measuring the risk position

in Mexican pesos of foreign investors
and its relevance for Monetary Policy

Samuel Alfaro1 (Banco de Mexico)

I. Introduction

Ever since Mexico liberalized its financial sector, in 1990, the activity of foreign investors has
played a significant role in the foreign exchange market. This is because of the relatively large
amount of the external capital flows that during some periods have come into the Mexican finan-
cial system, or in some other events have gone away. Depending on the prevailing exchange rate
regime, these flows have caused sizeable fluctuations either in the international reserves, or in the
exchange and interest rates. Given the importance of the actual and prospective exchange rate be-
havior in attaining Banco deMexico’s objectives, themonetary authorities have been interested in
maintaining under surveillance the risk positions in Mexican pesos taken by foreign residents.
Up until the 1995 crisis, the surveillance process was facilitated by the regulatory framework

that restricted some investment opportunities tomarket participants. Under such constraints, those
foreign investors that were attracted by the large expected rates of return coming from acquiring
Mexican peso denominated assets, relied mainly in outright positions in government securities.
Given the size of these positions, Banco de Mexico assembled statistics measuring the stock of
government securities held by foreigners in order to have an indicator of their risk position.
After the 1995 crisis it has been more difficult to obtain reliable data on foreign investors’ risk

positions in Mexican pesos. This difficulty has arisen since the regulatory constraints for market
participants to conduct operations in specific instrumentswere eliminated, so that it has been com-
plicated to follow the strategies taken by foreign investors. In particular, foreigners have been op-
erating with new instruments, mainly derivatives, that not necessarily are booked in Mexico. Un-
der such circumstances, the relevance of the government securities held by foreign residents as an
indicator of their risk positions in Mexican pesos has almost vanished. To cope with this problem
Banco de Mexico has had to develop new methodologies to assemble data that capture, if not the
precise level, at least an accurate trend of the risk position inMexican pesos taken by foreign inves-
tors.

The objective of this paper is to present the characteristics and results from themethodologies that
Banco deMexico has assembled during the last ten years. Special attention is focused on the limi-
tations of these statistics as indicators of the factors that determine the financial markets’ trends.
These methodologies are applied to analyze the behavior of foreign investors under different
events such as:
• The 1994 speculative attack against the Mexican peso predetermined exchange rate regime
which is discussed in section II.

• The 1997-1998 staggered crisis in SoutheastAsia andRussiawhich is presented in section III.
• The impact of the recent improvement ofMexico’s risk evaluation by the credit rating agencies
which is explored in section IV.
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II. Analysis of the foreign investors’ risk position during 1994.

During 1994 theMexican economywent through a period of increasing instability that concluded
in the devaluation of the currency. Even though the 1994 crisis was triggered by political events,
the fragility of the prevailingmacroeconomic foundations induced the government to implement a
strategy aimed at avoiding a reversal of the foreign capital inflows that were attracted during the
previous three years1. The most important part of this strategy was focused in the stock of govern-
ment securities held by foreign residents, since it represented the main financial instrument to en-
gage inMexican peso risk. Inwhat followswe analyze themain characteristics of the foreign hold-
ings of government securities and its behavior during 1994. First, we present a brief background
description in which we explain the methodology that has been applied to classify by the holders’
residency, the stock of government securities. Afterwards, we identify the main trends followed
during 1994 by the outstanding amount of government securities and its composition by instru-
ments and holders. Finally, we examine in detail the available information for the periods inwhich
the exchange rate faced speculative attacks, so that we can follow how the indicator of the foreign
holdings of government securities was then interpreted.
From 1988 to 1994 the central bank operated in the financial markets with the objective of

keeping the exchange rate within a predetermined band. In turn, this band was implemented to
achieve an inflation objective set within a social accord led by the government. The disinflation
policy was efficient since it brought down the annual inflation rate from levels of 159.2% in De-
cember 1987 to 7.1% inDecember 1994.However, the sustainability of the stabilization effortwas
shadowed by the inflexibility of the exchange and interest rates to respond to massive capital in-
flows which initially induced a rising current account deficit, an accumulation of international re-
serves and the expansion of banking credit. The interruption of those inflows, during 1994 and
1995, caused the most severe economic crisis in Mexico’s modern history.
Up to 1994 government securities represented the main financial instruments used by foreign

investors to engage in Mexican peso risk. The securities placed in the domestic money market by
the Mexican government have represented the main instrument to document its internal debt. A
factor that contributed to enhance their importance both as a useful investment instrument and as a
source of valuable information, was the authorization in December, 1990 for foreign residents to
maintain government securities in position. In particular, this deregulation allowed the financial
authorities and the overall public to have access to information on the holdings of such instruments
by foreigners. By following this information it is possible to appreciate the importance of the for-
eign investment in government securities, since by the end of 1993 it represented 90% of the inter-
national reserves and 12% of the broadest monetary aggregate.
The relevance of maintaining under surveillance the government securities stock held by for-

eigners during the period 1991-1994 is also evident by observing the proportion of Mexico’s cur-
rent account deficit that was financed by foreign portfolio investment flows in debt instruments
(see Table 1)2. Consequently, the behavior of these holdings represented an accurate indicator of
the disposition by foreign investors to finance the current account deficit, which in turn was the
driving force behind the evolution of the foreign exchange market and the international reserve
stock.

Table 1 – Foreign financing of the current account deficit

Current account deficit Foreign investment in
government securities

Annual flow
in millions

As a

percentage of

GDP

Annual flow
in millions

As a

percentage of

the current

account

1991 14,647 3.7 3,406 23.3

1992 24,438 6.1 8,47 33.3

1993 23,399 5.8 7,406 31.6

1994 29,662 7.6 -2,225 -7.5
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Information regarding the amount of government securities held by foreigners is obtained from the
stock of such securities that banksmaintain in custody as positions of their clients. Banco deMex-
ico has imposed as a regulation to banks the requirement to provide a daily report on the distribu-
tion by sectors of the securities kept in custody. In order to complywith the principle of banking se-
crecy, all the information is brought in aggregate levels. In particular, banks have to classify the in-
struments that have been deposited in custody between domestic and foreign clients.

To interpret correctly the information on the distribution by sectors of government securities it is
necessary to keep in mind that it is subject to two important limitations:
• Holdings are classified by the residency of the agent that deposits the securities in custody.
However this does not imply that such agent is the final holder. For example, the following
transaction would be reported as a foreigner’s position: a foreign investment bank that leaves in
custody government securities acquired by instructions of a Mexican client.

• Holdings include the position coming fromoutright purchases of government securities plus the
position derived from repurchase agreements (repos) involving such securities. The inclusion of
repos is explained by the legal and operative treatment of this operation inMexico. In particular,
the securities that serve as collateral of the repurchase obligation are transferred to the creditor’s
own position. Consequently, it is possible that government securities that are classified as hold-
ings of a specific sector include the instruments involved in interbank financing operations
through repos.

The Mexican government has issued five types of government securities:
• Cetes, zero-coupon bills with maturity terms from 4 weeks to one year.
• Bonos, fixed-coupon noteswithmaturity terms from 3 to 10 years. The placement of this instru-
ment began in March, 2000.

• Bondes, variable-coupon notes with maturity terms from 2 to 5 years.
• Ajustabonos and Udibonos, inflation-indexed notes with maturity terms from 2 to 10 years.
Ajustabonoswere discontinued in January, 1995 andUdibonoswere introduced inMay, 1996.

• Tesobonos, exchange rate-indexed zero-coupon bills with maturity terms from 4 weeks to one
year. The last placement of this instrument occurred in January, 1995.

Figure 1 – Government securities held by the public
(Stocks in millions of December, 1994 Pesos)

Figure 1 depicts the stock of government securities held by the public measured in real terms. It is
important to note that the significant hike observed in December 1994 is explained mainly by the
devaluation of theMexican peso that implied an increase in the amount of Tesobonosmeasured in
domestic currency. Eliminating the devaluation effect, the stock of government securities in-
creased by 15% in real terms between January, 1993 and December, 1994. During 1995 and 1996
the outstanding amount of government securities decreased in real terms following the amortiza-
tion of Tesobonos. This amortizationwas fundedwith the resources obtained by theMexican gov-
ernment from the emergency financial package arranged with the US government, the interna-
tional financial organizations and some central banks.
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As previouslymentioned, the evolution of the government securities stock during the period of
analysis was determined by the behavior of Tesobonos. Figure 2 shows that up to the first months
of 1994 the outstanding amount of this instrument represented less than 5% of the total stock of
government securities, but startingMarch, 1994 the relative importance of Tesobonos followed an
increasing trend during the remaining part of that year. This upward trend is explained by a deliber-
ate strategy of theMexican government to swap domestic debt frompeso denominated to dollar in-
dexed instruments. Such strategy was aimed to enhance the financial authorities’ commitment to
uphold the prevailing predetermined exchange rate regime, through providing to market partici-
pants an instrument that could be used to hedge the devaluation risk for a period of up to one year.
The argument behind this strategywas that since the factor inducing an increase in the devaluation
risk was not economical but political in nature (the assassination of the official party presidential
candidate) the elections could be conducted in such a way as to provide an unquestionable winner,
so that the new president might restore political stability.

Figure 2 – Distribution of Government securities: by currency

During the last three quarters of 1994 the political situation inMexico, instead of observing an im-
provement after the clear victory of the official party’s presidential candidate Mr. Zedillo, contin-
ued the path towards a continuous deterioration. To cope with this problem the Mexican govern-
ment stayed with its initial strategy, placing an increasing amount of Tesobonos that reached a
maximum outstanding stock equivalent to 29.2 billion US dollars, that represented almost five
times the international reserves level. Under these circumstances the financial authorities were
forced to leave the predetermined exchange rate regime and let the peso freely float. Furthermore,
as the normal financial sources were closed after the December, 1994 devaluation, it was unfeasi-
ble to renew the amount ofTesobonos held by the public, so that theywere amortized as scheduled.
The perception of the financial authorities regarding the sustainability of the prevailing ex-

change rate regimewas supported in part by the relative stability of the position of government se-
curities held by foreigners, which implied their acceptance of the government securities swap. In
this regard, Figure 3 shows the distribution of the government securities outstanding stock accord-
ing to the residence of the holder.Up toMarch, 1994 therewas an upward trend in the proportion of
domestic debt securities held by foreigners, reaching at that date the maximum level of 54%, sig-
nalling the positive outlook of the economy after the introduction of NAFTA. This proportion felt
slightly in the coming months as some foreign investors decided to close their exposure to Mexi-
can peso risk, so that it reached an average level of 49% during the period betweenMarch and De-
cember 1994 but its volatility remained almost unchanged. After the devaluation of the peso the
relative importance of foreign investors in the government securities market decreased steadily as
Tesobonos were amortized.
Regarding the foreign investors’ acceptance of the government securities’ swap strategy, Fig-

ure 4 shows that foreigners held a significant proportion of Tesobonos. In fact the average propor-
tion was 77% between November, 1993 and March, 1994 and 68% for the rest of the sample pe-
riod. As for the foreign resident participation in the stock of peso denominated government securi-
ties, data shows that up toMarch, 1994 foreigners kept under their position almost half of the out-
standing stock (see Figure 5). After the killing of the PRI’s presidential candidate foreign residents
reacted by reducing their position, which at the end of 1994 represented only 26%of the amount of
peso denominated government securities.
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Figure 3 – Distribution of Government securities by residency of holder

Figure 4 – Distribution of Tesobonds by residency of holder

Figure 5 – Distribution of peso-denominated Government securities
by residency of holder

In order to understand how the financial authorities interpreted the information regarding the be-
havior of the government securities held by foreigners during 1994, in what follows we present in
detail this information during three different periods in which Banco deMexico sold US dollars in
the foreign exchangemarket. In this regard, it is important to note that fromMarch 25 toDecember
21, 1994 the central bank intervened at the upper level of the predetermined exchange rate band,
selling an accumulated amount of 23.5 billionUSdollars.Another issue that is relevant to point out
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from themonetary policy operative framework of that period, is that in order tomaintain stable the
liquidity of the money market, foreign exchange interventions were accompanied by repo opera-
tionswith government securities inwhichBanco deMexico provided credit to commercial banks.

Figure 6 – Intervention in the foreign exchange market

During the first period, fromMarch 25 to April 21, the central bank sold 10.4 billion US dollars to
support the exchange rate band (see Figure 6). At the same, foreign investors rebalanced the cur-
rency composition of their government securities holdings, reducing those denominated in Mexi-
can pesos for the equivalent of 4.0 billion dollars and increasing their position in Tesobonos in 2.5
billionUSdollars (see the graph set Figure 7). Consequently, a relatively small part (less than 15%)
of the international reserve drop was explained by foreign residents closing their positions in gov-
ernment securities. In terms of the debt instrumentsmaintained by domestic residents therewas an
increase of 1.6 billion US dollars, mainly allocated in Tesobonos.

Figure 7a – Government securities held by the public

Figure 7b – Denominated in domestic currency
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Figure 7c – Tesobonos

Banco de Mexico faced another period of demand for dollars that required its intervention in the
foreign exchange market from June 23 to July 21, 1994 (see Figure 8). In that occasion the central
bank sold 2.9 billion dollars. By looking at the level and distribution by holders of the government
securities stock that is depicted in the graph set of Figure 7 it was perceived there was no relation
with the foreign currency demand. This because both domestic and foreign residents were adjust-
ing their positions to the government securities swap so that Tesobonos increased. In particular, the
entire increment of the outstanding amount of government securities (0.9 billion dollars) was ex-
plained by foreign residents.

Figure 8 – Intervention in the foreign exchange market

The final period of interventions in the foreign exchange market took place from November 10 to
December 22, 1994 (see Figure 9). In such case, Banco deMexico sold 10.2 billion dollars. From
this amount, close to 20% could be attributed to foreign investors closing their risk positions in-
volvingMexican pesos. In effect, as shown in the graph set of Figure 10 during that period foreign
residents sold the equivalent to 3.0 billion US dollars of government securities denominated in
Mexican pesos while they acquired 1.1 billion US dollars of Tesobonos. With respect to the stock
of government securities maintained by domestic residents, this was increased in 4.2 billion dol-
larsmainly because of an enlarged position in Tesobonos, so that it was not perceived that this vari-
able represented a source of the speculative attack against the exchange rate regime.
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Figure 9 – Intervention in the foreign exchange market

The assessment of the behavior of the government securities holdings during the 1994 crisis has
generated important controversy. For instance,Meltzer (1996) established that the interest rate rise
that took place after the killing of the official party’s presidential candidate inMarch 23, 1994was
a response to a massive sellout of government securities by domestic residents, while foreign in-
vestors’ sold only a relatively smaller amount of their holdings.When reviewing the International
Capital Markets, the IMF (1995) also found evidence supporting the argument that domestic resi-
dents reacted earlier and with greater intensity during the 1994 crisis. On the other hand, Sachs,
Tornell and Velasco (1995) reached the opposite conclusion since they considered that foreigners
caused the crisis by withdrawing their investments fromMexico. Much of the arguments of these
papers were based on incomplete information, so that in order to correct this problem Alfaro and
Lopez-Giral (1996) presented a comprehensive data base which has also been used for this docu-
ment. By using the corrected time series it has been evident that only a small fraction (around 15%)
of Banco de Mexico’s intervention can be attributed to a liquidation of government securities,
which was conducted by foreigners.

Figure 10a – Government securities held by the public

Figure 10b – Denominated in domestic currency

SAMUEL ALFARO

IFC Bulletin 12 — October 2002 31



Figure 10c – Tesobonos

The above mentioned conclusion was also reached by the financial authorities, so that there was
the perception that foreigners’ disposition to engage in Mexican peso risk was not altered signifi-
cantly during the 1994 crisis and that domestic resident increased their holding of government se-
curities, so that the source of the speculative attacks came from other source. However, it is also
important to consider that Banco de Mexico sterilized its interventions in the foreign exchange
market,mainly through repo operationswith government securities. In particular, as shown in Fig-
ures 6, 8 and 9 the amount of repos increased significantly from the equivalent of less than 1 billion
US dollars prior to the first speculative attack to more than 17 billion when the exchange rate fi-
nally was devalued and allowed to be freely market determined in December, 1994. As remarked
by Gil-Díaz and Carstens (1996) a central bank has to provide liquidity to the moneymarket in or-
der to compensate foreign exchange interventions or otherwise it will incur in a significant sys-
temic risk in the payment systems.

Figure 11 – Interest rate and exchange rates

To evaluate the sterilization policy implemented by Banco de Mexico, the question is not related
with the amount of credit supplied but rather with the conditions at which such domestic credit is
offered. In particular, to discourage additional speculative attacks interest rates have be set at a
high enough level. Figure 11 shows that interest rates inMexico remained relatively constant dur-
ing the periods of speculative attacks, so that the central bankwas trapped trying to sustain a prede-
termined exchange rate regimewhile keeping the interest rates also under control. In this regard, it
can be asserted that the speculative attacks were not induced by a sellout of government securities,
but by the relatively inexpensive credit that was received using such securities as collateral.
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III. Analysis of the foreign investors’ risk position during 1997-1998

During the last quarter of 1997 and all the year of 1998 Mexico suffered from a contagion effect
coming from the Southeast Asian andRussian crises. Even though the stock of government securi-
ties held by foreign residentswas not longer as important as prior to the 1994 devaluation, financial
markets continued being highly influenced by external capital flows. The main task was then to
figure out the proper statistic to estimate such capital flows. In this sectionwe apply the results of a
methodology thatmeasures the foreigners’ risk position inMexican pesos to analyze the impact of
the abovementioned contagion effect. In this regard we begin by providing a basic background on
themonetary and exchange rate policies in place at that time.We continuewith a definition and de-
scription of the components of the indicator built to measure the foreigners’ risk position inMexi-
can pesos. Finally, we explain the evolution of such indicator during the period of analysis and
compare it with other financial variables.
The activity of foreign investors in the Mexican financial markets changed significantly after

the 1994-1995 crisis. In particular, they were more concerned with the proper combination be-
tween expected return and perceived risk of their positions. Part of this change of attitude was in-
duced by the prevailing exchange rate and monetary policies. Following the December, 1994 de-
valuation of the Mexican peso the financial authorities implemented a flexible exchange rate re-
gime, prompting the central bank to alter themonetary policy orientation. The decision to abandon
the predetermined exchange rate regime was justified considering the fact that, at that date, the in-
ternational assets stock comprised only 13.6% of all foreign currency denominated liabilities ma-
turing in less than one year, so that the exchange ratewas not longer useful to act as the nominal an-
chor of the economy. Therefore, the central bank had to void the exchange rate as an intermediate
target and announced amonetary programcontaining both an annual inflation objective alongwith
some quantitative goals. This framework reflected a new attitude of themonetary authorities since
they have abandoned rigid rules and intermediate targets, adopting a more flexible policy that
could react rapidly to the changing economic environment.
It is important to remark that since 1995 Banco de Mexico has implemented its monetary pol-

icy operative framework based on the principle that the level of both interest and exchange rates
are market determined. Hence, when there has been a change of the monetary conditions, market
forces have determined the distribution of the adjustment among these prices. By following this
strategy, the central bank has avoided the problem of selecting the “adequate” combination of in-
terest and exchange rates movements required to reach the equilibrium in the financial markets,
particularly when markets have been subject to high volatility. In those cases in which the mone-
tary authorities have decided to change the monetary policy stance, policy signals have been ori-
ented towards indicating the direction of the interest rate movement, but without determining any
specific desired level of either interest or exchange rates. In fact, financial market prices (interest
and exchange rates) have represented the main indicators for monetary policy, because of their in-
formation content regarding participants’ perceptions about liquidity and risk1.

Figure 12 – Government securities held by the public
(Stocks in millions of December, 1998 Pesos)
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Even though theMexican economywas able to overcome the 1995 crisis, foreign investors main-
tained a cautious approach towards an additional exposure toMexican-peso risk through the hold-
ings of government securities (see Figure 12). As previouslymentioned, this attitude was partially
explained because market risk increased significantly as both exchange and interest rates were
freely determined.On the other hand, foreign investorswere discouraged by the lack of liquidity of
the government securities secondary market. In particular, they experienced a liquidity squeeze
during themost difficult days of the 1995 crisis, when theywere unable to sell their positions either
in Tesobonos or in Mexican pesos denominated securities.
Another factor that also influenced on the demand for government securities by foreign inves-

tors was the deregulation process of the foreign exchange market. In this regard it is important to
mention that prior to 1995 investorswere not allowed to engage in foreign exchange transaction in-
volving domestic currency with settlement outside Mexico. This restriction caused the closing of
the Mexican peso future market that operated in the Chicago Mercantile Exchange up to 1985.
From1990 and up to the firstmonths of 1995, the only available instrument to hedge a risk position
inMexican pesoswas amechanism (“coberturas cambiarias”) regulated by the financial authori-
ties that had severe limitations, mainly because the settlement was conducted only by differences
to be paid in domestic currency. During 1995 these restrictions were relaxed in such a way that a
peso futures market started again to operate at the ChicagoMercantile Exchange and forwards be-
gan to trade not only in Mexico but in other international financial centers.
Once forwards and futures began to operate, the degrees of freedom for foreign investors in-

creased significantly, as they had had the possibility to hedge their government securities position
involvingMexican peso risk. In this regard, market participants could create a synthetic Tesobono
by combining a position in government securities with the forward purchase of US dollars with
similar dates tomaturity.At the same time, by conducting forward buying and selling ofUSdollars
with different maturity dates, investors were able to take positions with respect to movements of
the yield curvewithout incurring in an exchange rate risk or a liquidity risk associatedwith an open
position in government securities.
Another example of the facilities of the forward market is the possibility to assemble a single

transaction of selling forward dollars the combined outcome of a spot operation and an acquisition
of government securities.All these benefits associatedwith the forwardmarket have had an impact
in reducing the attractiveness of holding government securities.
Although the stock of government securities held by foreigners has not been as relevant as be-

fore the 1995 crisis, the behavior of foreign capital inflows continued playing an important role to
explain the behavior of the exchange rate market. In order to have information on the Mexican
peso risk positions that might influence the domestic financial markets, Banco de Mexico con-
structed an indicator that combined the stock of government securities held by foreigners with the
net forward position in Mexican pesos against US dollars. This indicator has been denoted as the
“Foreigners’ Uncovered Net Position in Government Securities” and starting 1996 it began to be
followed by Banco de Mexico as an estimate of the foreign investors’ perception of the Mexican
peso risk. In this regard, theUncoveredNet Position’s trend has been interpreted as a signal of such
perception, while its amount constitutes an indicator of the potential demand for dollars coming
from foreigners in case the economy faced a volatile scenario.

The Uncovered Net Position is computed as the difference between:
• The amount of government securities held by foreign investors and,
• The net position of US dollars to be received by foreigners from forward, future and spot trans-
actions against the Mexican Banking System. The latter can be seen as a very short term future
or forward contract.

The net positionUS dollars to be received by foreigners from forward, future and spot transactions
is separated from the position held by domestic residents because it has been observed that the for-
mer variable has a relation of statistical causality with the exchange rate. In particular, Alfaro and
Schwartz (2000) found that the foreigners’ position causes (in a Granger’s sense) movements of
the exchange rate MXP/USD.
The net position of foreign currency operated in forward and future contracts is obtained from

the information provided byMexican banks to Banco deMexico in a report that they have to fill as
part of the regulation tomonitor themarket and credit risk involved in derivative products. In par-
ticular, banks have to send detailed data on a daily basis on the operations conducted in the
over-the-countermarket including the nameof the client and its country of residency.By aggregat-
ing the amount of every outstanding forward and future transactions conducted by banks with for-
eign residents we compute the net amount of US dollars to be delivered or received in such con-
tracts that is a component of theUncoveredNet Position as it is shown in the following examples.
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The basic idea behind the Uncovered Net Position was to obtain information of the foreigners’
operations involving Mexican peso risk under the assumption that they not only rely in govern-
ment securities but also in futures and forwards. Another important element of the procedure was
the emphasis on obtaining a timely indicator of the date in which foreign exchange transactions
may influence on the exchange rate level. In particular, this explains why spot operations that are
engaged prior to the settlement date are included in the statistics.
A simple example illustrates how this indicator works:

Table 2

t t+1 t+2 t+3

Uncovered net position in Government securities (I-II) 10 10 10 10

I. Government securities holdings 0 0 10 10

II. US Dollars to be received or delivered in (a + b) 10 10 0 0

a. Forward and future contracts 0 0 0 0

b. Spot transactions -10 -10 0 0

In this example, it is considered the case of a foreigner that carries a long position inMexican pesos
by holding government securities. When measuring the Uncovered Net Position, this strategy ap-
pears at the date in which the investor sells 10million US dollars to theMexican Banking System,
which is at time t , regardless of the fact that this operation is settled at the delivery date, which is at
time t+2. At this later date the foreign investor receives the equivalent in Mexican pesos of the 10
million US dollars engaged in the spot foreign exchange transaction and with such funds he/she
buys Government Securities (row I in Table 2). In this example, holding everything else constant,
there is a long 10 million US dollars Uncovered Net Position starting at date t, which corresponds
to the timewhen this operation affects the foreign exchangemarket, possibly inducing an appreci-
ation of the Mexican peso.
If we consider an extension of the above mentioned example, in which the foreign investor

hedges his/her long position in Mexican pesos with a forward acquisition of US dollars, then the
UncoveredNet Positionwill be balanced. Consequently, the foreigner is neutralizing the risk asso-
ciated with future fluctuations of the exchange rate that could reduce the dollar value of his/her
holdings of government securities (see Table 3). Anyway, it is important to remark that this hedg-
ing strategy does not preclude the foreign investor to be subject to interest rate risk if the maturity
term of the forward transaction is different from that of the government securities holdings. This
flexibility of the forward foreign exchange operations represents itsmain attractiveness in relation
with outright positions with government securities.

The Uncovered Net Position was the main indicator of the perception to engage inMexican pesos
risk by foreign investors during the period from June, 1997 to September, 1998. In this period the
global economy faced significant turbulence induced by the capital account crises experienced by
different SoutheastAsian countries andRussia. Such crises occurred following a staggered pattern
and induced a sharp reduction of the investors’ risk aversion that had important consequences for
the emerging economies like Mexico.
In order to provide amore detailed picture of theUncoveredNet Position’s behavior during the

period of analysis we present a description of its components, namely the foreign holdings of gov-
ernment securities and the amount of US dollars bought by foreigners through forward, future and
spot transactions not settled.
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Table 3

t t+1 t+2 t+3

Uncovered net position in Government securities (I-II) 0 0 0 0

I. Government securities holdings 0 0 10 10

II. US Dollars to be received or delivered in (a + b) 0 0 10 10

a. Forward and future contracts 10 10 10 10

b. Spot transactions -10 -10 0 0



Figure 13 depicts the stock of government securities maintained by foreign residents measured in
US dollars. It is evident that such position followed an increasing trend up toOctober, 1997, which
suggests that the first episodes of the crisis by Thailand and the Philippines did not affect the for-
eigners investors’ risk position in government securities. Foreign investment in government secu-
rities decreased startingOctober, 1997mainly because the Southeast Asian crisis was spreading to
larger countries likeKorea and the international oil price initiated a sharp decreasing trend. It is im-
portant to note that the initial reduction of the foreign investors’ position in government securities
was temporary since byFebruary, 1998 the amount of such position returned to the level prevailing
at the end of the last quarter of 1997, a movement that indicates that they considered those securi-
ties as part of their long-term strategy. The upward trend followed by the foreign holdings of gov-
ernment securities at the beginning of 1997 was reversed in May as the emerging market risk in-
creased because of the perception that Russia’s financial situationwas no longer sustainable. From
May to September, 1998 the stock of government securities held by foreigners was decreased by
61.9% reaching a level of 2,088 million dollars at the end of that period. This reaction was mainly
caused by the impact of the Russian crisis.

Figure 13 – Government securities held by foreigners

The net position of US dollars to be delivered by foreigners from forward, future and spot transac-
tions, depicted in Figure 14, in general followed similar movement as the stock of government se-
curities held by this sector. It is important to note that this position had a negative sign during the
period of analysis, because of theway some credit operationswere documented as explained in the
following section. During the period of analysis foreigners reduced their exposure toMexican pe-
sos risk using mainly forwards and futures for an estimated amount of 2,379 million dollars. In
comparisonwith the stock of government securities held by foreigners, we can identify the follow-
ing distinctive trends of the net amount of US dollars to be delivered by this sector in forward, fu-
ture and spot transactions:
• This position did not followapositive trend prior toOctober, 1997 but itwas rather stable,which
indicates that government securities still constituted the main investment instrument at that
time.

• This positionmaintained a downward trend fromOctober, 1997 untilMay, 1998which suggests
the use of forwards and futures as hedging instruments.

• The decline of this position prior to the outbreak of the Russian crisis occurred earlier respond-
ing to hedging requirements by foreign investors.

Figure 14 – Dollars to be received by foreigners in forwards, futures
and spot transactions
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By combining the stock of government securities held by foreigners with their net position of US
dollars to be delivered by forward, future and spot transactions we obtain the Foreigners’ Un-
covered Net Position in Government Securities which is shown in Figure 15.

Figure 15 – Foreigners’ uncovered net position in Government securities

In comparisonwith its components it is evident that theUncoveredNet Positionwas influenced by
the events that occurred during the period of analysis with more intensity. In particular, we can
identify four different periods in which the Uncovered Net Position was drastically reversed:

1 October-November, 1997 after the crises in some Southeast Asian countries was spreading to
Korea and the oil price felt significantly. This downward trend ended after the crisis in Korea
unfolded with the abandonment of its prevailing predetermined exchange rate regime.

2 January, 1998 a short period in which foreigners reduce their exposure to Mexican peso risk.
This reaction concluded after the financial authorities implemented actions oriented towards
restricting the monetary policy and reducing the public sector budget in an effort to offset the
impact of the oil price reduction both on the foreign exchange and the public finance (see Fig-
ure 16)1.

Figure 16 – Foreigners’ uncovered net position in Government securities

3 May, 1998 lasting also a brief period that was caused by the continuing fall of the oil price. This
episode ended when the government announced another adjustment to the public sector bud-
get.

4 July-September, 1998 a period dominated by the turmoil caused by the Russian crisis. The
main reaction of the selling of theMexican pesowas a sharp depreciation of the exchange rate.
In order to reduce the pass through of such depreciation to inflation, Banco de Mexico imple-
mented consecutive signals ofmonetary policy restriction that proved ineffective to reverse the
trend to sellMexican peso, as indicated by the UncoveredNet Position’ behavior. As the situa-
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1 The relation between the oil price and the public sector deficit arises because more than one third of the budget is nor-

mally financed with oil revenues coming mainly from exports. This relation was included as a vulnerability factor of the

Mexican Economy in the Macrofinancial Risk and Exposure section in IMF(2001).



tion continued under a deteriorating path, in September 21, 1998 Banco deMexico intervened
in the foreign exchange market buying Mexican pesos and at the same restricting again the
monetary policy. It is difficult to assess the success of this policy because two days later the
Federal Reserve Bank announced a reduction of its objective level for the Federal Funds inter-
bank rate, so that the situation of the global financial markets improved significantly. In any
case, at the time of Banco deMexico’s intervention theUncoveredNet Position began to stabi-
lize.

As previously mentioned, during the period of analysis there was a strong correlation between the
behavior of the Uncovered Net Position and that of the foreign exchange rate (see Figure 17). Be-
cause of this correlation, the monetary authorities began to follow the data of the Uncovered Net
Position on a timely basis. Such position was interpreted as the amount of US dollars that could be
demanded in the exchangemarket in case foreign investors determined to balance their initial short
position. By the end of November, 1997 as the amount of this position was reduced considerably
reaching levels of around 1,866US dollars, it seemed that foreigners had balanced their risk expo-
sure without causing a significant depreciation of theMexican peso. This in turn allowed themon-
etary authorities to comply with the inflation target of 18% that was set for 1997 and prompted
them to announce an aggressive objective of 12.5% for 1998.

Figure 17 – Foreigners’ uncovered net position in Government securities

From the end of January and until April, 1998 theUncoveredNet Position level increased again, so
that foreign investors accumulated a long position of Mexican pesos amounting the equivalent of
2461 million US dollars. Given the prevailing instability of the emerging financial markets it was
perceived that such position implied a significant risk for attaining the inflation objective, as it
could be easily reversed. This scenario was materialized in July, 1998 as foreigners cleared their
risk exposure in Mexican pesos, inducing a sharp depreciation of the exchange rate. Such weak-
ness of theMexican peso was evaluated by the monetary authorities as not consistent with macro-
economic fundamentals, since it could induce significant inflationary pressures. Consequently,
Banco deMexico tightened the monetary policy in three different occasions from July to Septem-
ber, 1998. The result of the restrictive stance was reflected in the short-term Cetes interest rate
level, which increased by 21.5 percentage points during that period (see Figure 18). By the end of
1998Banco deMexico did not attain its annual inflation targetmainly because of the exchange rate
depreciation.

Figure 18 – Interest and exchange rates
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Even though this failure to attain the inflation target, it was evident from the events of 1997 and
1998 that the facility of the exchange and interest rates to freely react tomarket conditions contrib-
uted greatly to overcome exogenous shockswithout causing proportional damage to the economy.
On the other had, we also found that under a scenario of external capital movements responding to
such events as a global crisis, the flexibility of the actual monetary and exchange rate framework
enlarged the resultant volatility of the financial variables and complicated the monetary policy
evaluation.

IV. Analysis of the foreign investors’ risk position during 2001-2002

In reaction to the terrorist attacks of September 11, 2001most of the central banks altered their pol-
icy stance towards an easing mode, implying a sharp reduction of interest rates. Under those cir-
cumstances investors attempted to seek for alternatives inwhich they could obtain a relatively high
return while still maintaining a low risk profile. Mexico represented such alternative mainly be-
cause of its strongmacroeconomic fundamentals and also due to the perspective of attaining an in-
vestment grade by the credit rating agencies. Consequently a sizeable amount of external funds en-
tered into Mexico and forced the monetary authorities to improve the methodology of the Un-
covered Net Position in order to measure adequately the foreigners’ risk position in Mexican pe-
sos. In what follows, in a first place, we explain the major shortcomings of the procedure to com-
pute the Uncovered Net Position and we specify a new methodology that solves such problems.
After thatwe compare the improved indicator to evaluate the size and impact of the external capital
inflow experience from the last quarter of 2001 until the first quarter of the 2002.
Themethodology that has been applied to compute the Foreigners’ Uncovered Net Position in

Government Securities has presented serious deficiencies which became more relevant during
2001. First of all, as was already evident during 1997 and 1998, forwards and futures represented
themain investment alternative for foreigners to engage inMexican peso risk. In fact, after reach-
ing a relative stable longUS dollars level, the outstanding amount of such derivatives increased its
volatility significantly starting the second half of 2001 (see Figure 19). On the other hand, as men-
tioned before after the 1995 crisis the flows of government securities held by foreigners has been
non-relevant to explain the behavior of theMexican financial markets. Under those circumstances
it has been obvious that forwards and futures have not been related to the hedging process of a risk
position in Mexican pesos maintained in government securities as assumed in the Uncovered Net
Position.

Figure 19 – Foreigners’ forward and future contract holdings

Another important problem in computing the Uncovered Net Position is the use of forwards by
someMexican commercial banks as an alternativeway to document credit operationswith foreign
financial institutions. The operational mechanics of this operation is the following:
• AMexican bank records its payment obligation involved in a credit from a foreign financial in-
stitution as a forward sale of USDollars againstMexican Pesos. In particular, the foreign credi-
tor is also the counter-party of the forward operation.

• The principal amount and the term to maturity of the credit are the same as those of the forward
operation (generally short-term operations).
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• In order to balance its foreign exchange position (short USDollars forward), the domestic bank
conducts an opposite spot operation (buying the US Dollars obtained from the credit). This op-
eration also squares the position of its counter-party.

It is important to mention that by following the Uncovered Net Position methodology the above
mentioned operation, of documenting a credit using forward contracts, generates a bias towards
showing a short US dollars level, since only one of the transactions is considered. The following
example of Table 4 illustrates this problem.

In this case it is assumed that a Mexican bank receives financing by a foreign counterpart and that
the transaction is registered as a forward contract.When computing the Uncovered Net Position it
is specified that the foreigner is going to receive 10millionUS dollars from a forward contract that
records the payment obligation of the Mexican bank to its creditor. This transaction is reported in
itemb. of Table 4 lasting from time t to t+3 and onward untilmaturity.On the other hand, in order to
maintain in balance its position involving peso/dollar transactions, the foreign creditor delivers in
the spot 10 million US dollars involved in the loan to the Mexican bank. This latter transaction is
recorded in itemc. of Table 4 but only at dates t and t+1, which corresponds to 48 or 24 hours before
the US dollars are delivered by the foreigner. After the spot transaction is settled, at time t+2, the
Uncovered Net Position does not record the US dollars delivered by the foreigner and it appears
that the only open transaction is the forward reception of US dollars by the foreign investor, there-
fore theUncoveredNet Position presents a negative sign starting t+2. In this regard theUncovered
Net Position has a bias towards presenting a short position in Mexican pesos.
It is important to note that this bias of the UncoveredNet Position does not only arises from the

way Mexican banks document their credit operations, but also from the investment alternatives
available to foreigners to engage inMexican peso risk, other than outright holdings of government
securities. In particular, a similar distortion is observed when a foreigner sells US dollars in the
spot market to aMexican bank and hedge its foreign exchange risk by buying forward US dollars,
but instead of investing in government securities he/she allocates theMexican pesos received from
the spot transaction to acquire other kind of asset, such as equity. Consequently, the assumption of
theUncoveredNet Position, that foreigner investors assign the product of any selling ofUSdollars
in the spotmarket to acquire government securities has not been relevant as tomeasure his/her dis-
position to engage in Mexican peso risk.
In order to resolve the deficiencies of theUncoveredNet Position and to gather all the available

information regarding the exposure of foreign residents to Mexican peso risk a new indicator was
developed during 2001. Such indicator named “Net Position inMexican Pesos of the Foreign Sec-
torwith theBankingSystem” aims at assembling all the foreign exchange operations conducted by
foreigners with the Mexican commercial banks. This position is calculated as the sum of:
1 Cash Holdings:

(a) Spot Transactions: This accounts for the net amount of pesos that foreigners receive
from operations with same day value, plus those that settle today from previously engaged
spot operations plus any remaining open spot transaction.
(b) Expiration of Future and Forward Contracts: It accounts for the net amount ofMexican
pesos that the foreigners receive due to the payment of a derivative contract kept until its
maturity.

2 Derivative Holdings:
The net position of Mexican pesos to receive by foreigners due to open forward and future
contracts.

In order to observe the way the Net Position inMexican Pesos deals with those situations that cre-
ated a distortion for theUncoveredNet Position,we came back to the example shown inTable 4. In
this case, the forward operationwhich documented the credit received by theMexican commercial
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Table 4

t t+1 t+2 t+3

Uncovered net position in Government securities (I-II) 0 0 -10 -10

I. Government securities holdings 0 0 0 0

II. US Dollars to be received or delivered in (a + b) 0 0 10 10

a. Forward and future contracts 10 10 10 10

b. Spot transactions -10 -10 0 0



bank from is foreign counterpart is reported in line b. of Table 5. In particular, the negative sign of
this item indicates that the foreign resident has the obligation to deliver Mexican pesos for the
equivalent of 10 million US dollars. On the other hand, the spot operation by which the risk posi-
tion in forward is balanced is reported in line a.Given that the foreign creditor does not incur in for-
eign exchange risk in this operation the Net Position inMexican Pesos amounts to cero in each pe-
riod.

It is important to remark that in the above example the amount of pesos received by the foreign
creditor in the spot transaction is included either when it is open or when it is settled. This is be-
cause the methodology to obtain the Net Position in Mexican Pesos is based on the idea that the
cash position denominated in US dollars of theMexican banks can be segregated according to the
sector that delivered such funds. In order to conduct such segregation, the item of cash holdings in-
cludes the amounts settled of previously engaged spot operations and the expiration of future and
forward contracts.
Given that Mexican commercial banks document much of their interbank financing denomi-

nated in US dollars through forward operations, the components of the Net Position in Mexican
Pesos depicted in Figure 20 have the same signs as the example shown in Table 5, implying a short
Mexican pesos position in derivativeswhich is compensatedwith a longMexican pesos position in
cash balances. In this regard it is evident that the amount of cash holdings obtained by Mexican
banks from foreigners have been relatively more stable than their net position in derivative prod-
ucts. This suggests that most of the investment and speculative positions conducted by foreigners
involving Mexican peso risk are executed using future and forward contracts.

Figure 20 – Components of the net position of the foreign sector
in Mexican pesos

(Stocks in millions of dollars)

When assembling the components of theNet Position inMexican Pesos for the last quarter of 2001
and the first quarter of 2002we can obtain an estimate of the inflows that came intoMexico to take
advantage of the relatively high expected return over risk ratio. In particular, such inflows as calcu-
lated by the Net Position in Mexican Pesos amounted to 6,680 million US dollars, causing an im-
portant appreciation of the exchange rate (see Figure 21). It is important to mention that such in-
flows to theMexican financialmarkets occurred at the same time as the domestic economy entered
the deepest part of a recession that wasmainly induced by the contraction of the industrial sector in
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Table 5

t t+1 t+2 t+3

Net position in Mexican Pesos of the foreign sector (m.d.) 0 0 0 0

a. Cash holdings 10 10 10 10

b. Derivative holdings -10 -10 -10 -10



the United States. Another element that could prevent the foreign investors to bring their funds to
Mexico in the last quarter of 2001 were the financial problems faced by Argentine which had af-
fected also the Brazilian markets. However, the Mexico risk perception disassociated from the
problematic of the Latin American region mainly because of the strong linkages of the Mexican
economywith the United States that have been developed after seven years of the free trade agree-
ment (NAFTA).

Figure 21 – Net position in Mexican pesos of the foreign sector

In fact, the linkages ofMexicowith theUS economy have been established not only in the real sec-
tor but also in the financial sector, as was evident by the acquisition of Banamex (the largestMexi-
can commercial bank) by Citigroup in September 2001. Taking into consideration the strength of
theMexican economy due to its relation with the United States, and the persistent implementation
of sound monetary and fiscal policy actions that also distinguished Mexico from the rest of the
Latin American region, starting the last quarter of 2001 there was the expectation that Standard &
Poor’s could improveMexico’s credit rating to investment grade. In an effort to anticipate the capi-
tal inflows that could induce a credit rating improvement, foreign investors began to sell US dol-
lars through forward transactions that resulted in an upward trend of the Net Position in Mexican
Pesos. It is important to note that the investment strategy aimed at anticipating the upgrade was
also manifest in the market for sovereign bonds denominated in foreign currency, as the interest
rate spread asmeasured by theEMBI+ index also declined significantly during the period of analy-
sis (see Figure 22). Standard & Poor’s gave the investment grade to Mexico on February 7, 2002
and that announcement had a limited impact on the Mexican financial markets as this movement
was anticipated by the participants at least three months in advance.

Figure 22 – Net position in Mexican pesos of the foreign sector

In regards with the interpretation by the monetary authorities of the information conveyed by the
Net Position in Mexican Pesos, it was based on the consideration that, given the past experience
with the short-term capital inflows in first years of the 1990’s, there was not much space for a pol-
icy seeking to inhibit exchange rate appreciation. On the other hand, because of the domestic de-
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mandweakness, so that inflationary pressures were low and the annual target was almost attained,
it was evaluated that the best alternative was not only to allow interest rates to fall as needed but to
prompt such reaction by sending a signal of a loose monetary policy. In consequence interest rates
felt significantly until reaching a minimum level of 5.28% in April 25, 2002 (see Figure 23).

Figure 23 – Interest and exchange rates

V. Final Remarks

In the case of Mexico foreign capital flows have played a significant role in the financial markets
during the last twelve years. As has been displayed in the document the incidence of such flows
have depended mainly on the institutional framework in place. In this regard, we have shown evi-
dence that there is no alternative to conceal the impact of such flows. For instance, during the 1994
crisis the financial authorities implemented a set of actions (government securities swap from
Mexican peso denominated toUSdollar indexed, foreign exchange interventions at the upper limit
of the band, interest rates controls) focused on spreading out the implications of a sudden interrup-
tion of the capital inflows on which the economy was so dependant. The result was unpleasant, as
the explosion of contained adjustments caused the worst crisis in Mexico’s modern history.
The actual monetary and exchange rate policies implemented inMexico, that allows the finan-

cial system prices to freely adjust to the changing circumstances, gives rise for a relatively less ex-
pensive adjustment. Obviously, as foreign capital flows induce severe responses of financial vari-
ables, there are agentswhose objective functions can be disturbed, including the central banks as in
the case of the Russian crisis of 1998. However, if the macroeconomic fundamentals are kept un-
der control the secondary effect of foreign capital flows are limited, so that it is feasible to take full
advantage of the positive impact of such flows. This was the case in 2001, when Banco deMexico
was able to attain easily its inflation objective because of the appreciation of the peso and the econ-
omy enjoyed an interest rate reduction provoked by the accommodation of the foreign capital in-
flows.
Given the importance that in some periods themonetary authorities have assigned to collecting

reliable information on the foreigners’ disposition to engage inMexican peso risk, in this paperwe
have presented three different indicators. In particular, we have also pointed that, even though
there has been an improvement process in the elaboration of such statistics, they only represent es-
timations of a complex economic phenomenon like the external capital flows. Nevertheless, as
was evident in the 1994 crisis it does notmatter somuch the accuracy of the data, but the interpreta-
tion of the users. In that event the authorities tried tomould the data to their own objectives, instead
of getting the broadest picture.On the other hand, for the experiences of 1997-1998 and 2001-2002
the interpretation of the indicator on the foreigners’ disposition to engage inMexican peso riskwas
a complement of information obtained from themarket, so that there has not beenmuch room for a
bias in its reading.
As with other indicators collected and interpreted by central banks, it is important to question

the use of estimating the trend and size of the funds allocated by foreigners inMexican peso risk. In
particular, this question is more relevant when it is acknowledged that the central bank’s influence
to alter such flows is non-significant. In this regard, and given the incidence of foreign financial in-
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vestment on the domesticmarkets, by estimating its behavior the central bank could assemble a set
of early warning signals on the risks engaged by the Mexican financial institutions under the as-
sumption of a flows’ reversal. The same kind of exercise can be conducted to assess the impact on
inflation of a flows’ reversal.

References

Alfaro, S and D. López-Giral (1996), “Sectorización de las Tenencias de Valores Gubernamentales en
México: Metodología para su Medición y Análisis de su Evolución Reciente”, Unpublished document
presented at the XXXIII Meeting of the Central Banks’ Staff of the American Continent organized by
CEMLA.

Alfaro, S. andM. J. Schwartz (2000), “Inflation andMoney Goals: The Recent Experience ofMonetary Pol-
icy in Mexico”, published in Mahadera L.and G. Sterne (eds.) Monetary Policy Frameworks in a Global
Context, Routledge.

Carstens, A. and A.Werner (1999), “Mexico’sMonetary Policy Framework under a Floating Exchange Rate
Regime”, Banco de Mexico Working Paper No. 9905.

Corsetti, G., P. Penseti andN. Roubini (1998,a), “What Caused theAsianCurrency and Financial Crisis? Part
1: A Macroeconomic Overview”, NBER Working Paper No. 6833.

_____ (1998,a), “What Caused the Asian Currency and Financial Crisis? Part 2: The Policy Debate”, NBER
Working Paper No. 6833.

DabósM. andV.H. Juan-Ramón (2000), “Real exchangeRateResponse toCapital Flows inMexico:AnEm-
pirical Analysis”, IMF Working Paper No. 00/108.

Dornbusch R. and A.Werner (1994), “Mexico: Stabilization, Reform and NoGrowth”, Brookings Papers on
Economic Activity, Vol. 1

Gil-Díaz, F. and A. Carstens (1996), “Some Hypotheses Related to the Mexican 1994-95 Crisis”, Banco de
Mexico Working Paper No. 9601.

Gil-Díaz, F. (1998), “Monetary Policy and its Transmission in Mexico”, published in The Transmission of
Monetary Policy in Emerging Market Economies, BIS Policy Paper No. 3.

IMF (1995), International Capital Markets: Developments, Prospects, and Policy Issues, August.

_____ (2001), “Mexico: Financial System Stability Assessment”, IMF Country Report No. 01/192.

Kaminsky G. and C. M: Reinhart (1999), “What Triggers Market Jitters? A Chronicle of the Asian Crisis”,
Journal of International Money and Finance, Vol. 18, pp. 537-560.

Mansell, C. (1992), Las Nuevas Finanzas en México, Editorial Milenio.

Marcos, J. (1999), “The Implementation of Monetary Policy through the Zero-Average Reserve Require-
ments System”published inMonetary PolicyOperatingProcedures inEmergingMarket Economies,BIS
Policy Paper No. 5.

MeltzerH.A. (1996), “AMexicanTragedy”,AmericanEnterprise Institute for Public PolicyResearch, Janu-
ary.

Sachs, J. D., A. Tornell and A. Velasco (1996), “Financial Crises in Emerging Markets: The Lessons from
1995”, Brookings Papers on Economic Activity, Vol. 1, pp. 147-215.

Sidaoui J. J. (2002), “The Role of the Central Bank inDevelopingDebtMarkets inMexico” published in The
Development of Bond Markets in Emerging Economies, BIS Paper No. 11.

Tornell, A (1999), “Common Fundamentals in the Tequila and Asian Crisis”, NBER Working Paper No.
7139.

Samuel Alfaro

salfaro@banxico.org.mx

44 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 1



Transaction technology innovation and
overnight deposits demand in Italy

Francesco Columba (Banca d’Italia)1 2

1. Introduction3

Krueger: “Have you thought much about how debit cards and the kind of new financial

products that are available, how that alters the situation?” (i.e. the money demand func-

tion).

Baumol: “No, but you’ve just given me an idea. It’s the next thing I’ll think about”
4
.

The last two decades have witnessed a wave of innovations in transaction technology (Automated
Teller Machines (ATMs), Points of Sale (POS), credit cards). Just between 1991 and 1999 in Italy
the number of ATMs and of POS increased at an average annual rate of 18.4 and 98.4 percent, re-
spectively;most of the euro area countries experienced a similar, rapid diffusion of these new tech-
nologies. Financial and transaction technology innovation has been considered relevant for the
analysis of the stability properties of monetary aggregates; however, partly due to the fact that the
phenomenon has gained relevance only in relatively recent years (especially for POS), there have
been relatively fewattempts to account for it, particularlywithin the traditional time series analysis
framework. The omission of proxies for this kind of innovation from money demand equations
may bias the estimated parameters, particularly the income elasticity and hence the velocity of
money, and suggests a potential impact on euro area monetary aggregates, which deserves careful
scrutiny.
To investigate this issue we analyse the effect of the diffusion of ATMs and POS on overnight

deposits, by far themost prominent component of themonetary aggregateM3 5Weuse a panel data
set comprising 95 Italian provinces from 1991 to 1999, which gives the possibility to exploit the
cross-section variability of the data and to overcome some of the problems linked to a potential ag-
gregation bias of the estimates based on national data. To our knowledge, the effect of transaction
technology innovation on Italian monetary aggregates has been explored partially and only with
reference to ATMs.
ATMallows easier cashwithdrawals fromovernight deposit, altering the ratio between the cost

of holding cash and the cost of holding overnight deposits. The POS technology allows the card
holder to buy items by debiting immediately his bank account; POS purchases are an alternative to
a check but also to cash, because of the irreversibility of the payment.
A theoretical model by Paroush and Ruthemberg (1986) suggests that the introduction of

ATMs should increase the share of demand deposits at the expense of currency holdings, under the
assumption that the cost of holding demand deposits is reduced with the introduction of ATMs6. I
expect the effect of POS to be similar to that of ATM.
Such lower cost should derive, in a Baumol-Tobinmodel perspective, from the decrease of the

time, and henceforth of the transaction cost, necessary to draw on demand deposit. Indeed, their
empirical findings are in linewith the a priori: moreATMs lead to a higher level of demand deposit
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holdings and a lower one of currency holdings. According to Zilberfarb (1989), the assumption
that the cost of holding demand deposits is reducedwith the introduction of ATMsmust be empiri-
cally tested, and hence the sign of the effect of ATM on demand deposit cannot be assumed to be a
priori positive. However, his empirical results support the findings of Paroush and Ruthemberg.
Based on these a priori and these empirical findings, we expect the effects of the diffusion of

ATM and POS on overnight deposit demand to be positive. Unlike Paroush and Ruthenberg, we
are up to nowunable to test for the presence of a substitution effect between overnight deposits and
currency, as data on currency holdings at the sub-national level are currently unavailable. Like-
wise,we are unable to analyze the impact of credit cards, even if it is an interesting issue raised in
the literature, because the relevant data disaggregation is not available. Nevertheless we believe
that our results suggest that accounting for transaction technology innovation has the potential to
significantly improve on standard time series which overlook this dimension.
In section 2 the existing literature is reviewed. Section 3 presents themethodology and the data,

section 4 discusses the empirical analysis comparing the results with the ones of other authors.
Section 5 reports the robustness checks performed and section 6 sets the conclusions of the paper.
An appendix describes the data.

2. Existing literature

With regard to the relevance of financial innovation, the Italian evidence, according to Angelini,
Hendry and Rinaldi (1994), displayed a structural break in money demand. Financial innovation
led to a transition from money as a store of value to money as a transaction medium through a
change in the scale variable from net financial wealth in the period 1975-79 to domestic demand in
the period 1983-91. With reference to the relevance of using disaggregated data Mulligan and
Sala-i-Martin (1992) argue that estimates of money demand using aggregate time series may en-
counter some difficulties, particularly when taking account of financial technology that, because
of its unobservable nature, is commonly thrown into the error term. They underline that the poten-
tial distortion of the estimates ofmoney demand parameters is avoidedwhenmoney demand is es-
timated cross-sectionally, as they do, estimating money demand functions with cross sections of
U.S. states from 1929 to 1990.
With respect to the role of transaction technology innovation Mulligan and Sala-i-Martin

(1996, 2000) andAttanasio, Guiso and Jappelli (2002) underline that the parameters of money de-
mand are affected by financial technology innovation and thismay cause time series analysis to be
inappropriate. To overcome the resulting instability in the parameters, the mentioned authors esti-
matemoney demand at themicro level using firm or households data, that allow to use geographic
and time variability. Duca (2000) stresses the relevance of the analysis of financial technology for
the analysis of monetary aggregates addressing the “case of missing money’’ that, since the paper
by Goldfeld (1976), originated a considerable literature.
About the relevance of ATM Zilberfarb (1989), building on Paroush and Ruthenberg model,

provides empirical evidence of a positive effect of ATMs on demand deposit using Israeli data.
Hester, Calcagnini and De Bonis (2001) using data between 1991 and 1995 of a sample of large
Italian banks which have 85 per cent of Italian banking assets, find some evidence supporting the
idea that ATMs reduce transaction costs and the demand for currency. Attanasio, Guiso and
Jappelli (2002) estimate the demand for cash using data of the Survey of Household Income and
Wealth run by the Bank of Italy between 1989 and 1995 and find that ATM-users have amore pro-
nounced elasticity ofmoneydemand to the interest rate compared to the one of non-ATMusers.
Drehmann, Goodhart andKrueger (2002) investigated the effects of modern payment technol-

ogies, namely POS andATMs, on the demand for cash finding no evidence of strong effects. They
expected the modern cash management technologies to have a strong effect on small banknotes,
that are used for everyday transactions and may be substituted by card payments. For the large
banknotes they do not forecast a strong effect because these probably will continue to be the notes
preferred in the black economy. Their conclusions are that POS have a significant negative effect
on the demand for small banknotes, but the advance of ATMs seem to increase the demand for
small banknotes. All in all they conclude that technology is not crowding out small banknotes,
while the effect on large notes and hence on total notes in circulation is not clear-cut.
With regard to the relevance of using disaggregate data, the debate on the role of national com-

ponents ofmonetary aggregates is tackled byDedola, Gaiotti and Silipo (2001). The authors stress
the role of the analysis of national components of euro areamonetary aggregates and the relevance,
in dynamic models, of the method used to estimate parameters of money demand. Considering
cross-section or time-series evidence leads to substantial differences in the estimated elasticity of
money demand, especially for income elasticity. Focarelli (2002) warns on the distortions in the

46 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 1



estimates of money demand parameters potentially arising from an aggregation bias and develops
a method to correct the biases of the estimates.

3. Methodology and data

The idea is to estimate the demand for overnight deposit exploiting the remarkable cross-section
variability of our data set (table 1). We estimate a traditional specification (comprising scale vari-
able and opportunity cost) to which we add two new variables to account for the diffusion of ATM
and POS1 :

( ) log ( ) ( ) log ( )OD P b GDP P b i i b ATM bjt jt m od jt jt� � � � �1 2 3 3 4 ( )POS jt jt� � (1)

where OD stands for overnight deposits, GDP for nominal gross domestic product, P is the con-
sumer price index of the region to which the province belongs, i3m is the interest rate on 3-month
Treasury-bills, iod is the interest rate on overnight deposits, hence the difference between the two
interest rates is the opportunity cost, ATM is the number of automated teller machines, POS is the
number of points of sale, �jt is an error term. Data are annual, j indexes the Italian provinces and
ranges between 1 and 95, t indexes the year, from 1991 to 1999. The time span considered is lim-
ited by the availability of data on ATM, which were not collected with provincial detail before
1991 and from data on nominal provincial GDP2 that are available until 1999; the total number of
observations is therefore 855.
In our preferred specification we use OD, GDP, ATM and POS per capita (divided by each

province population) to eliminate common trends;we choose gross domestic product as scale vari-
able, consistently with Mulligan and Sala-i-Martin (1992), and with Dedola, Gaiotti and Silipo
(2001).
Time dummies at are introduced to control for aggregate time variation. Fixed effects aj for

each of the 95 provinces are assumed to account for the geographic heterogeneity in the preference
for cash and henceforth for demand deposit which can not be eliminated totally without the risk of
incurring in the omitted variables bias. The cross-section differencesmay be due to diversity in at-
titude of the province’s population toward the use of cash and demand deposit, as Attanasio, Guiso
and Jappelli (2002) note.
To estimate the effect of ATMs and POS on demand deposit fully exploiting the richness of our

panel data set, we follow Pesaran and Smith (1995). In the static case, according to Pesaran and
Smith, four procedures are widely used, pooling, aggregating, averaging group estimates and
cross-section regression; the estimates of the coefficients, if these differ randomly, are consistent
in any of the procedure adopted. Owing to the short time span available in our data, we deemed it
inappropriate to estimate a dynamic model. In the dynamic case pooled and aggregate estimators
are not consistent. Moreover due to the dimension of T the mean group estimator is not feasible;
there is however, due to the size of N (95), the possibility to average the data over time and to esti-
mate a cross-section regression on group means.

4. Results

We report the results of pooled (see table 2) and of cross section regressions (table 3), and of long
run averages regression (table 2) . To document the effect of the introduction of ATM and POSwe
estimated the equation with four different specifications: firstly without terms accounting for
transaction technology, secondly with ATMs, thirdly with POS and finally with both ATMs and
POS.
In table 2we report the results of the pooling procedure in three different formulations: no fixed

effects, fixed time effects, fixed group effects (within estimator). Fixed group and time effects are
appropriate, because of thementioned peculiarities of the Italian provinceswith respect to the cash
management behaviour and of diffusion through time of the transaction technologies.We find that
following a 1 per cent increase in the number of ATMs (when considered jointly with POS) over-
night deposits increase between 0.09 per cent and 0.15 per cent, depending on the formulation con-
sidered. The effect of POS, as expected, is of the same sign: a 1 per cent increase in the number of
POS increases overnight deposits between 0.05 per cent and 0.19 per cent. The elasticity to the op-
portunity cost is usually negative. The income elasticity through the three formulations decreases
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consistently when the terms accounting for transaction technologies are introduced; through the
four specifications of the equation it decreases when fixed effects, particularly the group ones, are
considered. Its values are well above 1, between 1.76 and 1.11, when geographical differences
(fixed group effects) are not considered and under 1, between 0.91 and 0.50, when they are ac-
counted for.
The results obtained with regression with long run averages, as suggested by Pesaran and

Smith, ensure consistent estimates (table 2). The results confirm the sign and the magnitude of the
estimates obtainedwith the pooling procedure. The effect ofATMonovernight deposits is 0.34 per
cent; the effect of POS is 0.24 per cent and if ATM and POS are considered jointly the effects are
0.14 and 0.19 respectively; the elasticity of the opportunity cost is around -0.1 per cent. The in-
come elasticity is 1.72 when no transaction technology is considered, but it decreases until 0.98
when transaction technology is introduced in the specification. The results of the cross section re-
gression, one for each year (table 3), confirm these results. There are positive effects of ATM and
POS on overnight deposits, increasing through time; the elasticity to the opportunity cost is nega-
tive. The income elasticity decreases as more proxies for the innovation in transaction technology
are added to the regression terms and, additionally, through time.
Our results for the effect of ATM on overnight deposit are remarkably similar to the ones of

Paroush andD.Ruthenberg (1986),who find that a 1 per cent increase of use ofATMs increases ac-
tual real demand deposit balances by about 0.2 per cent. Zilberfarb (1989) estimates suggests a
larger effect: a 1 per cent increase in the number of ATMs (or ATMs debits) increases real demand
deposits by 1 per cent. We do not know of papers performing similar exercise for POS, even if it
may be sensible to use as comparison the ones cited for ATM.
For the income elasticity our results may be compared with the ones of Mulligan and

Sala-i-Martin (1992), who find a high income elasticity, larger than one for demand deposit within
a cross-section analysis.With regard to the euro areamonetary aggregates Calza, Jung and Stracca
(2000) find a long-run income elasticity of 0.73 for nominal overnight deposits, andStracca (2001)
finds the long-run income elasticity of M1 to be 0.76. Comparisons can be done also with authors
who studied a broader monetary aggregate. Angelini, Hendry and Rinaldi (1994) for Italian M2
find a less than unitary elasticity to domestic demand in real terms, in equilibrium an elasticity of
0.6/0.7 per cent. Dedola, Gaiotti and Silipo (2001) for euro area M3 find (with pooling with fixed
effects and with long-run coefficients constrained to be equal only across 5 countries) a real GDP
elasticity of 1.2; with aggregate time series an elasticity of 1.26 and with group mean estimator an
elasticity of 1.25. Focarelli (2002) for euro areaM3 finds an income elasticity ranging between 1.4
and 1.6.

5. Robustness checks

We ran all the regressions mentioned also in absolute levels without detecting significant differ-
ences with the estimates presented. In the specification search we tried also to introduce, without
satisfying results, other variables: the differential between the 10 year Government benchmark se-
curity and the interest rate on overnight deposits, a different measure of the opportunity cost, i.e.
the differential with the one year Treasury bill rate, the inflation rate, quadratic terms for ATM and
POS, dummies for the different Italian areas interacted with the opportunity cost.
Weperformed the regressions also deleting the observations in the first and the 99th percentiles

and eliminating outliers provinces, without detecting significant changes in both cases in the esti-
mates. To check the robustness of the estimates and to control for error autocorrelation and
heteroscedasticitywe estimated themodel alsowith general least squares, assuming anAR(1) cor-
relation structure within the provinces and heteroskedatisticity across the provinces; the results
confirm the ones reported.
We also split the sample across time and across geographical areas to control for variation in the

time and geographical patterns. The first split is between the years 1991-1996 and the years
1997-1999 in viewof the observation from the cross-section results that the income elasticity coef-
ficients displayed a downturn in 1996 and to control for the fast development of the new transac-
tion technologies in the last three years of the panel. The estimates run on the two sub-samples con-
firm the finding of a positive effect of ATM and POS on overnight deposits (tables 4 and 5 ).
The second split we did was between Northern, Central and Southern Italy to see if the over-

night deposit demand is robust to geographical sub-sampling; the results show that the positive ef-
fect of ATM and POS are confirmed in each of the three sub-samples. However differences in the
magnitude of the coefficients exist, the effects of ATMand POS inNorthern Italy are stronger; this
may be consistentwith differences in the use of currency that is thought to be higher in Southern It-
aly (see Attanasio, Guiso, Jappelli (2002)) (tables 6, 7 and 8 ).
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6. Conclusions

The main results of this paper are the following:
• the estimated effect on overnight deposit of a 1 per cent increase of the number of ATM is posi-
tive (as expected), and ranging between 0.09 and 0.14 per cent, depending on the estimation
method used;

• the effect on overnight deposit of an increase of 1 per cent of the number of POS is positive, as
expected, and ranging between 0.04 and 0.19 per cent;

• based on these estimates, and considering that the annual growth ofATMshas been 18.4 per cent
on average over the period 1991-99, the spread of ATMs technologymight have been responsi-
ble of a 1.8 per cent extra growth in overnight deposits;

• the income elasticity decreases when ATM and POS are accounted for. It is also reduced when
fixed (provincial) effects are considered and also through time;

• the values of income elasticity estimated with long run average regression range between 1.72
whenno transaction technology is considered, to 0.98when it is introduced in the specification;

• in the estimates with the pooling procedure the income elasticity yields values ranging between
1.76, when no fixed effects are considered, to 0.46 when fixed effects for time and geographic
differences are introduced;

• the effect of the opportunity cost is of the expected sign (negative).

These results suggest that transaction technology innovation seems to have an important positive
effect on overnight deposits; the resulting total effect on monetary aggregates (e.g. M3) could be
smaller, due to possible effects of the opposite sign on currency in circulation. The overall effect on
broader monetary aggregates deserves further research. The empirical evidence is consistent with
the hypothesis that not accounting for transaction technology innovation may create a potentially
serious omitted variables problem in traditional time series analysis.
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Tables

Table 1 – Main features of the dataset

1991 1992 1993 1994 1995 1996 1997 1998 1999

Population

Total (mln) 56.8 57.0 57.2 57.3 57.4 57.4 57.6 57.6 57.7

Mean 0.60 0.60 0.60 0.60 0.60 0.60 0.61 0.61 0.61

Std.dev. 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.65 0.65

Real GDP

Total (bln) 364 384 394 414 445 470 486 489 503

Mean 3.83 4.05 4.15 4.35 4.69 4.94 5.12 5.15 5.30

Std.dev. 5.19 5.45 5.56 5.87 6.31 6.65 6.91 6.97 7.18

OD

Total (bln) 238 241 258 264 275 293 315 356 390

Mean 2.50 2.54 2.72 2.78 2.89 3.08 3.32 3.75 4.10

Std.dev
.

5.38 5.45 5.82 5.76 5.70 6.04 6.50 7.78 9.27

ATM

Total (No.) 11,599 14,179 16,792 19,574 21,838 24,345 25,533 28,029 30,855

Mean 122 149 177 206 230 256 269 295 325

Std.dev. 188 216 257 279 311 328 330 356 384

POS

Total (No.) 45,577 64,564 78,265 112,828 154,868 214,672 275,406 344,592 449,566

Mean 480 680 824 1,188 1,630 2,260 2,899 3,627 4,732

Std.dev. 889 1,253 1,424 1,913 2,486 3,321 4,204 5,225 7,457

Prices

Mean 82.95 87.58 91.45 95.03 100.00 103.68 105.44 107.23 108.97

Std. Dev. 1.06 0.86 0.73 0.61 0.00 0.69 0.96 1.26 1.59

iod

Mean 7.38 7.82 6.43 5.09 5.66 5.78 4.13 2.80 1.37

Std. Dev. 0.46 0.58 0.55 0.47 0.43 1.57 1.12 0.81 0.41

i3m

Mean 12.66 14.48 10.47 8.84 10.73 8.61 6.40 4.96 2.77

No. Obs. 95 95 95 95 95 95 95 95 95

Sources: Bank of Italy, ISTAT, Istituto Guglielmo Tagliacarne.
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Table 2 – Dependent variable: real overnight deposits8

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 1.76*** 1.75*** 0.91*** 1.72***

Opportunity cost -0.03*** -0.05*** -0.04*** -0.14***

No. Obs. 855 855 855 95

R2 0.79 0.79 0.78 0.82

Real GDP 1.41*** 1.20*** 0.78*** 1.06***

Opportunity cost -0.01 -0.05*** -0.02*** -0.13***

ATM 0.19*** 0.29*** 0.11*** 0.34***

No. Obs. 855 855 855 95

R2 0.81 0.82 0.78 0.84

Real GDP 1.49*** 1.27*** 0.56*** 1.12***

Opportunity cost 0.00 -0.04*** -0.01*** -0.10**

POS 0.11*** 0.19*** 0.06*** 0.24***

No. Obs. 855 855 855 95

R2 0.81 0.83 0.79 0.85

Real GDP 1.41*** 1.11*** 0.59*** 0.98***

Opportunity cost 0.01 -0.04*** -0.01*** -0.10***

ATM 0.09** 0.15*** 0.03 0.14

POS 0.08*** 0.15*** 0.05*** 0.19***

No. Obs. 855 855 855 95

R2 0.81 0.84 0.80 0.86

8 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.
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Table 3 – Dependent variable: real overnight deposits9

1991 1992 1993 1994 1995 1996 1997 1998 1999

Real GDP 1.98*** 1.94*** 1.89*** 1.76*** 1.73*** 1.66*** 1.64*** 1.62*** 1.53***

Opp. cost -0.02 -0.08 -0.10* -0.17** -0.23*** -0.03*** -0.04** -0.05** -0.17***

No. Obs. 95 95 95 95 95 95 95 95 95

R2 0.78 0.78 0.79 0.78 0.84 0.82 0.82 0.81 0.79

Real GDP 1.37*** 1.40*** 1.57*** 1.26*** 1.16*** 1.01*** 0.98*** 1.03*** 0.98***

Opp. cost 0.00 -0.05 -0.09 -0.14* -0.19*** -0.03*** -0.05** -0.05* -0.17**

ATM 0.22** 0.23** 0.14 0.24** 0.30*** 0.39*** 0.41*** 0.41*** 0.39***

No. Obs. 95 95 95 95 95 95 95 95 95

R2 0.80 0.80 0.79 0.80 0.87 0.85 0.86 0.85 0.82

Real GDP 1.67*** 1.40*** 1.37*** 1.29*** 1.27*** 0.95*** 1.03*** 1.07*** 0.99***

Opp. cost -0.01 -0.04 -0.03 -0.12 -0.19 -0.02 -0.03 -0.03 -0.10

POS 0.08* 0.17*** 0.18*** 0.17** 0.17*** 0.31*** 0.30*** 0.29*** 0.34***

No. Obs. 95 95 95 95 95 95 95 95 95

R2 0.79 0.81 0.82 0.80 0.87 0.88 0.87 0.86 0.83

Real GDP 1.34*** 1.30*** 1.40*** 1.15*** 1.07*** 0.77*** 0.83*** 0.83*** 0.77***

Opp. cost 0.00 -0.04 -0.03 -0.11 0.18*** -0.03** -0.04** -0.04 -0.12

ATM 0.17 0.07 -0.02 -0.12 0.20** 0.16 0.22** 0.27** 0.23*

POS 0.05 0.16*** 0.19*** 0.13** 0.10* 0.27*** 0.23*** 0.22*** 0.27***

No. Obs. 95 95 95 95 95 95 95 95 95

R2 0.80 0.81 0.82 0.81 0.87 0.88 0.88 0.87 0.84

9 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differential between

i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.



Table 4 – Dependent variable: real overnight deposits; sub-sample 1991-199610

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 1.83*** 1.81*** 0.87*** 1.77***

Opportunity cost -0.03*** -0.05*** -0.02*** -0.15***

No. Obs. 665 665 665 95

R2 0.79 0.79 0.79 0.82

Real GDP 1.49*** 1.25*** 0.79*** 1.16***

Opportunity cost 0.00 -0.05*** -0.09*** -0.13***

ATM 0.17*** 0.27*** 0.07*** 0.29***

No. Obs. 665 665 665 95

R2 0.80 0.82 0.80 0.84

Real GDP 1.56*** 1.33*** 0.63*** 1.21***

Opportunity cost 0.00 -0.04*** -0.01** -0.11**

POS 0.10*** 0.18*** 0.04*** 0.21***

No. Obs. 665 665 665 95

R2 0.81 0.83 0.80 0.85

Real GDP 1.49*** 1.16*** 0.66*** 1.09***

Opportunity cost 0.01 -0.04*** -0.01** -0.11**

ATM 0.07 0.14*** 0.02 0.10

POS 0.07*** 0.14*** 0.03*** 0.17***

No. Obs. 665 665 665 95

R2 0.81 0.83 0.81 0.85

10 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.
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Table 5 – Dependent variable: real overnight deposits; sub-sample 1997-199911

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 1.59*** 1.60*** -0.62* 1.60***

Opportunity cost -0.06*** -0.06*** -0.07*** -0.07**

No. Obs. 285 285 285 95

R2 0.80 0.80 0.65 0.81

Real GDP 1.01*** 1.00*** -0.31 0.95***

Opportunity cost -0.05*** -0.06** -0.03*** -0.07*

ATM 0.40*** 0.40*** 0.25*** 0.44***

No. Obs. 285 285 285 95

R2 0.84 0.84 0.24 0.85

Real GDP 1.10*** 1.04*** -0.28*** 0.99***

Opportunity cost -0.02 -0.04** -0.01 -0.04

POS 0.28*** 0.31*** 0.15*** 0.34***

No. Obs. 285 285 285 95

R2 0.85 0.85 0.08 0.86

Real GDP 0.91*** 0.82*** -0.24*** 0.76***

Opportunity cost -0.03* -0.04** -0.01* -0.05*

ATM 0.22*** 0.24*** 0.08 0.25

POS 0.21*** 0.44*** 0.13*** 0.26*

No. Obs. 285 285 285 95

R2 0.86 0.86 0.39 0.87

11 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.
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Table 6 – Dependent variable: real overnight deposits; sub-sample Northern
Italy12

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 0.79*** 0.78*** 1.00*** 0.75***

Opportunity cost -0.03*** -0.03*** -0.02*** -0.12

No. Obs. 369 369 369 41

R2 0.33 0.35 0.33 0.38

Real GDP 0.78*** 0.79*** 0.58*** 0.81***

Opportunity cost -0.03*** -0.03** 0.00 0.12

ATM 0.01 0.00 0.15*** -0.11

No. Obs. 369 369 369 41

R2 0.33 0.35 0.30 0.39

Real GDP 0.74*** 0.71*** 0.24 0.71***

Opportunity cost -0.01* -0.04*** 0.00 -0.12

POS 0.05** 0.09*** 0.09*** 0.05

No. Obs. 369 369 369 41

R2 0.35 0.37 0.27 0.39

Real GDP 0.77*** 0.73*** 0.24 0.77***

Opportunity cost -0.02** -0.04*** 0.00 -0.12

ATM -0.10** -0.07*** 0.00 -0.18

POS 0.08*** 0.10*** 0.09*** 0.08

No. Obs. 369 369 369 41

R2 0.35 0.37 0.27 0.40

12 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.
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Table 7 – Dependent variable: real overnight deposits; sub-sample Central Italy13

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 1.97*** 1.77*** 1.21*** 1.09*

Opportunity cost -0.04*** -0.12** -0.03*** -0.42*

No. Obs. 180 180 180 20

R2 0.62 0.64 0.62 0.74

Real GDP 1.89*** 1.54*** 1.23*** 1.09

Opportunity cost -0.03** -0.11** -0.02*** -0.42*

ATM 0.07 0.16** 0.04* 0.00

No. Obs. 180 180 180 20

R2 0.62 0.66 0.62 0.74

Real GDP 1.76*** 1.17*** 1.04*** 0.67

Opportunity cost 0.02 -0.07** -0.01 -0.26*

POS 0.14*** 0.31*** 0.05*** 0.33***

No. Obs. 180 180 180 20

R2 0.66 0.75 0.65 0.82

Real GDP 1.82*** 1.19*** 0.94*** 0.86***

Opportunity cost 0.01 -0.02* -0.01* -0.31

ATM -0.10* -0.02*** -0.05* -0.29

POS 0.17*** 0.31*** 0.07*** 0.40***

No. Obs. 180 180 180 20

R2 0.67 0.75 0.66 0.84

13 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.
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Table 8 – Dependent variable: real overnight deposits; sub-sample Southern
Italy14

Explanatory variable Pooled Time effects Group effects Long run
averages

Real GDP 1.16*** 1.16*** 1.03*** 1.16***

Opportunity cost -0.06*** -0.03* -0.06*** -0.06

No. Obs. 306 306 306 34

R2 0.93 0.93 0.93 0.94

Real GDP 1.07*** 1.08*** 0.88*** 1.04***

Opportunity cost -0.04*** -0.03* -0.04*** -0.07

ATM 0.08** 0.07* 0.08*** 0.11

No. Obs. 306 306 306 34

R2 0.93 0.93 0.93 0.94

Real GDP 1.09*** 1.11*** 0.78*** 1.01***

Opportunity cost -0.04 -0.03** -0.04*** -0.04

POS 0.05** 0.04*** 0.04*** 0.10***

No. Obs. 306 306 306 34

R2 0.93 0.93 0.93 0.94

Real GDP 1.08*** 1.07*** 0.81*** 1.00***

Opportunity cost -0.04*** -0.03* -0.04*** -0.04

ATM 0.03 0.05 0.05** 0.02

POS 0.04 0.03 0.02* 0.10

No. Obs. 306 306 306 34

R2 0.93 0.93 0.93 0.94

14 Overnight deposits, ATM, POS and real GDP are per capita amount and in log form; opportunity cost is the differen-

tial between i3m and iod. The significance levels are for three, two and one star, 1, 5 and 10 per cent respectively.

FRANCESCO COLUMBA

IFC Bulletin 12 — October 2002 57



Appendix I – The data set

The data set comprises variables for 95 1 Italian provinces for the period 1991-1999, the number of
observations is equal to 855; the frequency is annual.

Automated tellersmachines: number ofATMs located in the provinces examined; the source is the
banking statistics data set collected by Bank of Italy (Matrice dei conti).

Gross domestic product: gross nominal value added per province: source Istituto Guglielmo
Tagliacarne.

Interest rate on overnight deposits: we calculated the interest rate on the basis of the data for over-
night deposits higher than 20 millions lira, the only one for which the data are available with pro-
vincial detail; the source is a special data set collected by Bank of Italy (Centrale dei rischi).

Interest rate on 3-monthTreasury bill (BOT): sourcemonetary statistics collected byBankof Italy.

Overnight deposits: deposits held in the branches situated in the provinces examined; the source is
the banking statistics data set collected by Bank of Italy (Matrice dei conti).

Points of sale: number of POS located in the provinces examined; the source is the banking statis-
tics data set collected by Bank of Italy (Matrice dei conti).

Prices: the index of prices used is the consumer price index and is calculated only for the adminis-
trative centre of each region and attributed also to the other provinces of the region because of lack
of data; source, elaborations on Istat data.
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Abstract

The objective of this paper is to analyse the effect of transaction technology innovation on the de-
mand for overnight deposits in Italy. The rapid diffusion of ATM and POS during the last decade
may have contributed to change money demand patterns, so standard time series analysis not ac-
counting for these developments may suffer from an omitted variable problem. Using data on 95
Italian provinces from1991 to 1999, I find that transaction technology innovation has a positive ef-
fect on overnight deposits. Accounting for that in the regressions, estimated income elasticity is re-
duced.
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Statistical implications of
the chosen monetary policy strategy:

the Czech case

Petr Vojtisek (Czech National Bank)

Monetary policy strategy exercised in the Czech Republic

The Czech National Bank (CNB) had maintained a kind of monetary targeting strategy from the
beginning of the transitional period. In spite of the fact that some direct instruments were used at
the beginning of the nineties there was a fixed exchange rate regime and monetary aggregate tar-
gets in the strategy for several years. In the mid-nineties a wide range of liberalisation of capital
flows both inwards and outwardswere introduced. These three features of themonetary policy be-
came incompatible. The exchange rate regimewas eased to a fluctuation band and inMay 1997 af-
ter a period of monetary turbulence the maintenance of any commitment concerning the level of
exchange rate was completely abolished. The loss of the nominal anchor was one drawback of this
decision. Therefore the CNB decided to change its monetary policy regime and at the start of 1998
it switched to inflation targeting. This strategy has continued to be used since that time. In order to
meet its inflation target the central bank exercises itsmonetary policy through itsmajor instrument
– the Repo rate.
While the monetary targeting scheme focuses mainly on the development of monetary aggre-

gates, inflation targeting observes various areas of indicators. I believe that the practical applica-
tion of inflation targeting in the CzechRepublic does not differ from that applied in other countries
maintaining the same strategy. Themain features of inflation targeting are its medium-term focus,
the use of an inflation forecast and the explicit public announcement of an inflation target or se-
quence of targets. The inflation forecast in particular involves the use of a great deal of statistical
data. Moreover, the formal model for macroeconomic forecasting is currently being used.

Statistical information used within the inflation targeting framework

In order to be able to work out the inflation and macroeconomic forecasts inflation itself and a
number of factors are analysed. The factors of inflation determine themain areas of statistical data
that should be covered.

Inflation
The development of inflation is one sphere of particular interest. More detailed information is re-
quired for analytical and forecasting purposes in the current policy scheme.The development of all
individual items of the consumer basket is provided to analysts. The figures are transmitted from
the Czech Statistical Office (CSO) and stored in the CNB database. Various groups of the basket
are calculated: tradables, non-tradables and regulated items, food and so-called adjusted inflation
and net inflation. In the first years of maintaining the inflation targeting concept the target was set
in net inflation.Net inflationwas defined as theConsumer Price Index (CPI) adjusted for regulated
prices and for the effect of other administrative measures (e.g. indirect taxes). Adjusted inflation
includes prices of the non-food items in the basket excluding regulated price items and administra-
tive influences. In order to eliminate external shocks adjusted inflation excluding petrol prices is
also calculated.

Monetary development
There have been almost no changes resulting from the change in strategy. Monetary development
is one of themost important factors in analytical and forecasting work. Standard areas are covered
by statistical data produced mainly by the CNB:
• monetary aggregates,
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• credits provided to businesses and households,
• interest rates (short-term, long-term, clients), yield curve
• fiscal development,
• exchange rate,
• capital flows.

Supply and demand
The present stage of economic development is very important for the identification of inflation
pressures (mainly demand driven). In particular evaluation of the output gap is a topical issue. Due
to this fact aggregate as well as detailed data on supply and demand are required:
• domestic and aggregate demand (incl. components),
• GDP, production,
• net external demand,
• current account of balance of payments, foreign trade.

Labour market
Employment and unemployment as well as wages are analysed as both demand and cost factors.
Apart fromabsolute figures relative variables are also used for analytical purposes, e.g. labour pro-
ductivity and unit labour cost.

Other cost factors
Various groups of prices influence the CPI and have a significant effect on the inflation forecast
(which is able fairly precisely to be calculated since they are often known earlier). Awide range of
costs / prices are used:
• production price indices in main trade partner countries,
• prices of raw materials (oil, gas, metals, agricultural products),
• the exchange rate,
• the price of imports,
• domestic producers prices.

Measurement of inflation expectations

While the abovementioned areas of statistical data have always been usedmore or less there is one
completely newly established statistical survey –measurement of inflation expectations. Themea-
surement of inflation expectations occupies a particularly important place in the inflation targeting
scheme.
Financial analysts are themost sophisticated group of respondents. The present group co-oper-

ating with the CNB has 12members, 6 of whom represent Czech companies and 6 foreign entities
and was drawn from traders on both the money and capital markets who are highly active in these
market segments. Standardised questionnaires are used for their forecasts for the following indica-
tors at monthly intervals:
• the annual CPI at the one-year and three-year horizons;
• the 1W PRIBOR (moneymarket rate), 1Y PRIBOR, 5Y IRS (interest rate swap) and 10YGov-
ernment bonds at the one-month and one-year horizons;

• the CZK/EUR exchange rate at the one-month and one-year horizons.

The financial indicators together reflect the market participants’ evaluations of various financial
assets and their expectations of the future trend. This information serves primarily for monetary
policy purposes, i.e. how inflation expectations are developing and whether they are consistent
with those of the CNB and the subsequent real trend. It is also used for comparison with financial
market expectations ascertained indirectly from yield curves and for any correction of those ex-
pectations.

Members of management in non-financial corporations represent the second group of respon-
dents. The group consists of 200 respondents. This number makes it possible to obtain a represen-
tative sample of expectations also in the sphere of producer prices. There are twomain questions in
the standardised questionnaire at quarterly intervals:
• the annual CPI at the one-year horizon,
• the annual price index of their own final production at the one-year horizon.

PETR VOJTISEK

IFC Bulletin 12 — October 2002 61



Households are the third group of respondents. The question is simple: the annual CPI at the
one-year horizon. The group contains 600 respondents.
The time horizon for the expected development of inflationwas set at the beginning of themea-

surement. While maintaining the inflation targeting policy, the response of economic agents on
monetary policy decisions has been a topical issue for research. The time lag between monetary
policy action and the most efficient impact on inflation is four to six quarters. From this point of
view the one-year time horizon mainly used in the survey is broadly in line with the time lag.

Publication of statistical data

It is widely accepted in the inflation targeting scheme that the more credible and transparent the
central bank’s policy is the more efficient and less costly are the results. The inflation report is the
main tool for communicationwith the public in this context. This is also a challenge for statistics to
publish a wide and standardised range of statistical information. The inflation reports are pub-
lished at theCNBweb site and a statistical annex is included. The structure follows all above-men-
tioned statistical information used within the inflation targeting framework. In addition, informa-
tion about monetary policy instruments used by the CNB and the main relative variables (mea-
sured in GDP terms) are also included.
The CNB web site offers a much wider range of statistical data. Under the special section of

“Statistics” much statistical information is available:
• statistical data mainly produced by the CNB (monetary, balance of payments),
• data on inflation,
• statistical publications (Indicators of monetary and economic development, Money and bank-
ing statistics)

Conclusions

The variables and indicators used for analytical purposes and for publication as well shows that
there is an impact resulting from the introduction of the inflation targeting strategy. Some areas had
not been observed during the previous monetary policy scheme or at least had not been the subject
of primary interest. The introduction ofmeasurement of inflation expectations, the detailed break-
down of the CPI and the greater interest in both demand and cost factors could be considered as an
implication of the policy changeover. Generally speaking, while monetary development had been
of primary interest while the former strategy was in operation other areas have become more im-
portant during the period of present strategy.

Petr Voijtisek

petr.vojtisek@cnb.cz
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Gathering predictive information for
implementing inflation targeting:

the case of Peru

Adrian Armas1 (Central Reserve Bank of Peru)

I. Price Assessments

A. CPI inflation, Core inflation and Non-core Items

The inflation target in Peru is 2.5 percent with a range of 1 percentage point above and below. This
target is defined in terms of the annual growth of the Consumer Price Index (CPI), which is the
best-known inflation indicator. This index is calculated and published everymonth by theNational
StatisticsOffice, a public institution independent from theCentralReserveBankof Peru (BCRP).
The Consumer Prices Index (CPI) used to measure inflation has transitory and non-transitory

components. The BCRP’s goal – price stability – requires an indicator that only includes the per-
manent component of the inflation path. This indicator – calledCore Inflation – preventsmonetary
policy from generating more volatility, by isolating permanent rises and drops from simple transi-
tory movements in CPI.

Different methods for measuring Core Inflation are available. Four different methods are ex-
plained briefly:
• Excluding the relatively more volatile components (food, energy, for example), as long as this
isolation does not overestimate or underestimate inflation over long periods.

• Trend inflation, calculated by using moving averages.
• Limited Influence Estimators, obtained through the weight median of variations in the items
composing the consumption basket or through the bounded average of the variations in these
items.

• Core Inflation as the result of an econometric model that relates inflation with the nominal vari-
ables explaining inflation.

Core Inflationmust register the generalized and permanent prices path and is used as a guide for
monetary policy purposes. The set of characteristics that should reflect a goodCore Inflation Indi-
cator are:
• Easily calculated, so it can be understood by agents in the market and the general public.
• Stable, with no need for significant or frequent reviews.
• Reliable, with no long-term departure from actual inflation.
• Timely available, releasing at the same time of actual inflation.
• Lower variability than headline inflation or similar variability as fundamentals (output gap or
monetary aggregates, for instance).

• Forecasting capability, moving according to trend inflation even though observed inflation de-
parts from trend.

Ameasure ofCore Inflationwas defined for Peru,meeting thementioned conditions and also neu-
tralizingmore comprehensively the effects of Supply Shocks.This indicator excludes fromCPI the
items with more variability in monthly percentage variation of prices in the period 1995–2001. It
must be noted that fuels, public services, and transport are excluded regardless the variability de-
gree of their prices.
Thus, 31.7 percent of goods and services composing the basket was excluded, of which food

stands for 14.8 percent, fuels 3.9 percent, transport services 8.4 percent, and public services 4.6
percent.
As Table 1 shows, theCore Inflation Indicator shows a cumulative variation similar to the one

in headline inflation or CPI, thus meeting the condition of not overestimating or underestimating
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the CPI variation over a long period of time (1995–2001). Likewise, this indicator shows a lower
volatility than the one observed in headline inflation.

Table 1 – Headline and Core Inflation
(In percentages)

Observed Core

Monthly 12-month
meses

Monthly 12-month
meses

2001
January 0.19 3.86 0.25 3.00

February 0.25 3.61 0.02 2.83

March 0.51 3.58 0.07 2.54

April -0.42 2.62 0.13 2.42

May 0.02 2.63 0.24 2.41

June -0.06 2.51 0.04 2.20

July 0.17 2.16 -0.09 1.88

August -0.30 1.37 0.01 1.62

September 0.06 0.87 0.08 1.53

October 0.04 0.68 0.09 1.44

November -0.49 0.12 0.15 1.28

December -0.09 -0.13 0.06 1.06

2002
January -0.52 -0.83 0.03 0.85

February -0.04 -1.11 -0.01 0.82

March 0.54 -1.08 0.04 0.78

April 0.73 0.05 0.11 0.77

May 0.14 0.17 0.01 0.53

June -0.23 0.00 0.12 0.61

% Excluded 0.0% 31.7%

Var. % 95-01 50.4% 52.9%

Std. Deviation 0.47 0.35

Graph 1 – Headline and Core Inflation
(Last 12-month percentage variation)

Recent evolution of theCPI inflation and core inflation shows the higher variability of the first one.
In 2001, the variability of CPI inflation dropped from 3.7 percent in 2000 to –0.13 percent in 2001,
and the variability of core inflation from 3.1 percent in 2000 to 1.1 percent in 2001.
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Graph 2 – Inflation and Core Inflation
(Cumulated percentage change)

Non-core inflation items explain the difference, as Table 1 shows:
• In 2001, fuel prices declined 13.1 percent following international quotations of crude oil and de-
rivatives (oil quotation diminished 32 percent in 2001). A direct proportional relationship be-
tween domestic and international fuel prices is actually not being observed since its domestic
price results from both the international quotation and the excise tax on domestic sales.

• The average fee of public services reduced as result of a decrease in electricity charges ex-
plained by the recently created Fondo de Compensación Social Eléctrica (FOSE) and lower
generation-distribution costs, as estimated by the electricity sector’s regulator Osinerg.

• Food prices decreased 1.2 percent as a whole in 2001. Most important items were citrus fruits,
fresh vegetables, sugar, potatoes, eggs and horticulture products. The decrease in food prices
obeys to the increase of domestic production under favourable climatic conditions.

There are two other main inflation measures: the wholesale price index (WPI) inflation and the
percentage change in GDP deflator. These alternative inflation measures usually work as a reli-
ability check to CPI inflation’s trend. A simple way to assess the hypothesis of a common trend
shared by these three series may be the following graph.

ADRIAN ARMAS
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Table 2 – Annual inflation rates
(Percentage changes)

1994
weights

2001 2002
(as of June)

Core Inflation 68.3 1.06 0.31

Goods 41.8 0.66 -0.01
Foods and beverages 20.7 -0.60 -0.95
Textiles and footwear 7.6 1.94 0.65
Other industrial goods 13.5 2.19 1.07

Services 26.6 1.65 0.83
Restaurants 12.0 1.29 0.36
Education and health 6.4 3.78 2.24
Other services 8.1 1.37 0.41

Non-core Inflation 31.7 -2.82 1.26
Foodstuffs 14.8 -1.16 1.59
Fuel 3.9 -13.14 5.14
Transportation 8.4 -0.02 -0.67
Public utilities 4.6 -2.73 0.35

CPI Inflation 100.0 -0.13 0.62



Graph 3 – CPI Inflation, WPI Inflation and GDP Deflator change
(Annual percentage changes, same quarter last year)

Although emphasis is not on the differences among these indicators but on their common trend, it
may be worth mentioning GDP deflator inflation is strongly affected by terms-of-trade fluctua-
tions, a feature illustrated by the 1998-2000 deterioration in terms of trade affecting high-com-
modity-exports countries in the aftermath of the Asian financial crises.

B. Terms of trade and external price indexes

Under the inflation targeting scheme, economic activity indicators are crucial in order to anticipate
future inflation pressures. In the Peruvian economy business cycles are highly correlated with
terms of trade fluctuations. Graph 4 shows the behavior of monthly series of the cyclical compo-
nent of terms of trade and tje output gap. The former variable has been estimated using the
Hodrick-Prescott filter, while the latter results from the difference between actual GDP and poten-
tial GDP (this variable results from the estimation of a production function, see section II:D)
Terms of trade is a highly volatile variable, the evolution of which is commonly difficult to

forecast, specially for countries like Peru whose raw-material exports traditionally represent an
important share of total exports. Peruvian commodity exports represent 67 percent of total exports.
Former methodology for the construction of the index, a Paasche-type index with a fixed an-

nual base (1994=100), was considered appropriate because of the main characteristics of trade
flows in Peru: the commodity share volatility during the last decade (the share range was 64.4 to
71.4 percent). However, the main disadvantage of the Paasche-type index is the difficulty to com-
pare one non-base-year period to another, because price change is highly influenced by trade bas-
ket structural change. Recently, this problem was magnified after the Antamina project increased
zinc & copper concentrates export value (lower relative price products) and its share as well.
The new terms of trade index is a Fisher-type factor-chain index, which allows minimizing

both the substitution bias (the main Laspeyres-type index’s problem) and the underestimation ef-
fect resulting from using current basket as the relevant base one (the main Paasche-type index’s
problem). The simple Fisher-type index is just the geometrical average of these two indexes but the
enhanced factor-chain indexminimizes the problem associated to a fixed base by using the last pe-
riod as base period and chaining this with previous periods results.
As a result, the new index calculation reduced internal volatility. Percentage change of the ex-

port price index of 2001 was corrected from –7.0 percent with Paasche-type index to –4.9 percent
with the Fisher-type factor-chain index. Import price index change was corrected from –4.2 per-
cent to –3.0 percent. The corresponding terms of trade percentage changewas corrected from –2.9
percent to –2.0 percent.
Lower index volatility will also be profitable in terms of predictive information value. In the

case of the terms-of-trade index, predictive information value can be assessedwith respect to theo-
retically related variables such as the real exchange rate, primary production sectors’ activity and
“imported” or external inflation.
An evaluation of a set of measures of the real exchange rate may be also considered. For in-

stance, the set of information being published to assess the real appreciation of the nuevo sol con-
siders the nominal appreciation of the dollar against the currencies of Peru’s main trade partners.
The fall of the multilateral real exchange rate index of 4.3 percent in 2001 is mainly explained by
the depreciation of yen (13.5 percent), euro (0.5 percent), Chilean peso (16.4 percent) and real
(20.3 percent).
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Graph 4 – Cyclical components of GDP and Terms of Trade* 1993-2002
(Monthly series)

However, the table also shows how 2000-2001 volatility contrasts with other real exchange rate
measures’, such as the relative prices between CPI-tradable and CPI-non-tradable goods.
The exchange rate is related to the evolution of the price level through three channels. These chan-
nels configurewhat is called the “pass-trough effect” (the exchange rate elasticity in the price level
equation is currently estimated at 0.12 percent in Peru). The first channel is based on the direct link
between the exchange rate and import prices. The second channel is thewell-know relationship be-
tween the trade balance (component of aggregate demand) and the real exchange rate. Finally,
there is an important connection between the exchange rate and aggregate demand, that operates
through the so-called “balance sheet” effect. This last effect is particularly relevant in a country
with financial dollarization as Peru.

II. Real Activity Assessment

An important component of the forecasting process is the development of a set of indicators of eco-
nomic activity, disposable income and domestic demand. Special attention is paid to the seasonal
adjustment process of the variables and to the attainment of their trends. These calculations include

ADRIAN ARMAS
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1999 2000 2001 2002
1/

Nominal Depreciation 11.0 1.0 -2.4 1.3

External Inflation

a. Bilateral2/
2.7 3.4 1.6 1.7

b. Multilateral -2.9 -2.5 -2.1 -2.6

Domestic Inflation 3.7 3.7 -0.1 0.6
a. Tradable Goods 3.9 4.7 -1.0 -1.0
b. Non-tradable Goods 3.6 3.1 0.5 0.7

Real Depreciation

a. Bilateral PPP2/
10.1 0.5 -0.8 2.4

b. Multilateral PPP3/
4.0 -5.1 -4.3 -1.9

c. Tradable / Non-tradable4/
0.3 1.6 -1.5 -1.6

1/ First semester.
2/ With respect to USA, which represented 27,5 percent of Peruvian total trade in 2001.
3/ Considers nominal depreciation and external-domestic inflation differential.
4/ Tradable-good/Non-tradable-good relative price.

(Cummulative percentage change)

NOMINAL AND REAL DEVALUATION
TABLE 3

Table 3 – Nominal and real devaluation
(Cummulative percentage changer)



not only information of output by sectors, but also indicators of domestic demand and disposable
income, constructed using data of international trade, terms of trade, public sector expenditure,
among other. For the time being, the X-12 ARIMA statistical method is being used for seasonally
adjusted figures, but progress is beingmade to evaluate the switch to TRAMO-SEATS after a cou-
ple of months of familiarization with the program. Graphs 5 to 7 show the evolution of seasonally
adjusted series of GDP, disposable income and domestic demand, estimated using
TRAMO-SEATS software.
The first indicator that is being observed is the GDP seasonally adjusted figures within its

trend-cycle. Graphical evidence shows an upward trend. During the first quarter of 2002, the out-
put gap (difference between current and potential GDP) is negative. Therefore, there is a loose
monetary policy.

Graph 5 – GDP
(Millions of nuevos soles of 1994)

Seasonally adjusted disposable income, which is derived from GDP after considering investment
income from abroad, terms of trade and current transfers from the balance of payments, shows an
upward trend due to an improvement in the terms of trade.

Graph 6 – Disposable Income
(Millions of nuevos soles of 1994)

Domestic demand reflects the fact that despite the recovery in private consumption, private invest-
ment has not yet initiated a steady growth.

Graph 7 – Domestic Demand
(Millions of nuevos soles of 1994)
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A. Supply Side: GDP by industry

Production growth is mainly used as a fundamental variable for business and government deci-
sions. Planning investment and corporate budgeting is not feasible without a soundmeasure of fu-
ture market development. Sound public policy design requires tracking both production and de-
mand indicators.
The production approach is the most common approach to measuring monthly and quarterly

GDP. To some extent it reflects the availability of data in the majority of countries. In the case of
Peru, the high degree of informality introduces difficulties for an accurate measurement of GDP.
The challenges ahead include the developing of better indicators to address this difficulty.
As a matter of fact, many of the monthly figures are estimated by using indirect measurements

or what is called internally “the known GDP” which consists of data coming from large to me-
dium-scale companies representing all sectors of the economy. This indirectmeasurements are be-
ing used for example in the case ofmanufacturing activities that present a high degree of informal-
ity such as garment and metallic products, which estimation is based on raw materials consump-
tion. In a similar way commerce is being estimated by the flow of goods method. The challenges
ahead include the developing of better indicators to address these difficulties.
As seen from the structure of GDP by industry in the next table, 81 percent is generated in the

non-primary sectors, which in turn are associated with demand factors, while 19 percent is gener-
ated in the primary sector mainly related to supply factors.
Within the non-primary sectors, services are themain contributors toGDPaccounting formore

than half and at the same time having the highest degree of informality, especially among the tradi-
tional services.

The Central Bank, recognizing the relevance of a sound statistical system, has recently subscribed
an agreement with the National Statistics Office fromwhich some improvements are being devel-
oped by the statistical offices in particular in agriculture (development of new methodologies for
information gathering according to type of farming based on geographical conditions), manufac-
turing (by the directory update), and services (development of ad-hoc surveys for direct measure-
ment).

B. Domestic Demand

Aswell as in the case of the production side, work is being done to improve demand indicators. Es-
pecially important is the direct estimation of short-term aggregates such as private consumption,
private investment and inventories. Currentmethodology relies on partial information provided by
the production side (manufacturing durable and non-durable consumer goods and capital goods),
the balance of payments (imports of durable and non-durable consumer goods and capital goods),
and financial statements of a sample of 120 large companies. Surveys for direct measurement are
also being developed by the National Statistics Institute to improve our quarterly estimates.
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Table 4 – GDP by Industry

Weight
(%)

GDP primary sectors 19.0
Agriculture and livestock 9.0
Fishing 0.5
Mining and fuel 6.0
Manufacturing based on raw materials 3.5

GDP non-primary sectors 81.0
Non-primary manufacturing 11.4
Construction 4.8
Commerce 14.2
Other services 50.6

GDP 100.
1

Source: National Statistics Office



C. External Demand

Assessing external demand requires a measure of main partners’ economic activity, which is usu-
ally built upon their GDP or industrial production indexes. Forecasting their future evolution is
usually the task of foreign agencies. BCRP is currently using Consensus Economics’ forecasts of
20 of its main trade partners.
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Table 5 – GDP by Expenditure

Weight
(%)

I. Global demand 117.1

1. Domestic demand 99.4
a. Private consumption 71.9
b. Public consumption 9.7
c. Gross fixed investment 17.9
- Private 14.7
- Public 3.2

2. Exports of goods and services 17.7

II. Global supply 117.7

1. GDP 100

2. Imports of goods and services 17.1
Source: National Statistics Office

2001 Trade 2001 2002E 2003E

Weights1/

United States 33.6 1.2 2.8 3.6
United Kingdom 9.2 2.2 1.8 2.8
Chile 6.6 2.8 2.9 4.7
Japan 6.3 -0.4 -0.4 1.1
People's Republic of China 5.1 7.3 7.5 7.7
Brazil 4.6 1.5 2.1 3.6
Germany 4.1 0.6 0.9 2.4
Colombia 3.7 1.5 1.7 3.1
Spain 3.5 2.8 2.1 3.0
Venezuela 3.0 2.7 -3.8 0.7
South Korea 2.7 3.0 6.2 6.4
Mexico 2.7 -0.3 1.6 4.4
Argentina 2.4 -3.7 -13.4 0.5
Italy 2.4 1.8 1.1 2.5
Canada 2.2 1.5 3.5 3.7
France 2.1 2.0 1.4 2.8
Belgium 1.6 1.1 1.2 2.6
Taiwan 1.5 -1.9 3.1 4.1
Bolivia 1.4 1.0 2.0 3.4
Netherlands 1.3 1.1 0.9 2.7

Trade Partners' GDP 100.0 1.6 1.9 3.4

North America 38.5 1.1 2.8 3.7
Europe 24.1 1.8 1.5 2.7
Asia 15.7 2.6 3.7 4.5
Latin America 21.7 1.4 -0.3 3.1
* Weighted according trade (excluding oil) of 2001.

1/ Source: Consensus Forecast, july 2002.

TABLE 6

CONSENSUS FORECASTS' WORLD GDP GROWTH: MAIN TRADE PARTNERS *

(Percentages)

Table 6 – Consensus forecasts’ World GDP growth: Main trade partners*
(Percentages)



July 2002’s forecasts yieldWorld GDP (with respect to Peru) will grow at 2.0 percent rate in 2002
and 3.4 percent rate in 2003. In addition to the relationship ofWorldGDPgrowth onmain partners’
monetary policy, their inflation rates and policy interest rates, there is a direct relationshipwith ex-
port and import prices and terms of trade.Aforementionedmain partnersGDPgrowth is consistent
with a 4.9 percent increase in export prices in 2002 and a 4.2 percent increase in 2003, implying
terms of trade increases of 4.6 percent and 2.4 percent, respectively.

D. Output Gap and Potential Output

In order to estimate an output gap indicator (difference between current and potential GDP), as the
one shown in Graph 4, a production function needs to be estimated. The annual estimation for
1950-2001 has used a Cobb-Douglas function with constant returns to scale that incorporates la-
bour, capital and total factor productivity. The labour variable (L) ismeasuredwith the labour force
reported by theNational Statistics Institute. The stock of capital (K) is estimated using the perpetu-
ated inventories formula considering an assumption for the initial stock of capital and a deprecia-
tion rate of 5 percent. Labour share in output (a) is assumed as 0,49, according to national accounts.
Total factor productivity (A) is estimated as a residual between actual GDP and capital and labour
contributions. Thus, potential GDP is estimated as:

PotentialGDP AL Ka a� �1

III. Expectations Assessment

A. Surveys about expectations of main macroeconomic indicators

In order to track expectations of inflation and othermacroeconomic variables, BCRPbegan to pro-
duce and release surveys carried out among analysts of the private sector, and treasurers of finan-
cial institutions. Surveys provide the Central Bank information about what the public thinks, and
provide guidance for specific policy issues such as future levels of exchange and interest rates,
growth of GDP and inflation. Surveys are also useful for assessing the public’s level of fear, con-
cern, or optimism about future tendencies of specific variables. Surveys also provide additional
data that take into account many sources of information that is not normally available
The survey on macroeconomic expectations among treasurers of financial institutions started

being conducted by the Bank in July 1999. Later on, in October 2001, the survey was extended to
the top 430 companies of the non-financial sector and recently, sinceMarch 2002 the survey incor-
porated 40 analysts of the private sector. Aggregate results of these three sources are published in
the Central Bank weekly bulletin at the end of the month and are posted on its web site.
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Consensus

Forecasts 1/
Financial Institutions Private Sector's Analysts

Inflation 1.8 2.0 1.7
Real GDP Growth 3.3 3.0 3.0

Nominal Exchange Rate 3/
3.54 3.53 3.50

Inter-Bank Interest Rate 3/
-.- 3.0 2.8

Inflation 2.2 2.5 2.1
Real GDP Growth 3.7 3.5 3.9

Nominal Exchange Rate 3/
3.66 3.60 3.60

Inter-Bank Interest Rate 3/
-.- -.- 3.5

1/ Source: Consensus Economics, May 2002.
2/ June 2002 Survey.
3/ December (e.o.p. quotation).

TABLE 7

Central Reserve Bank's Surveys 2/

2003

2002

MAIN ECONOMIC INDICATORS: 2002-2003 FORECASTS
Table 7 – Main economic indicators: 2002-2003 forecasts



Consensus Forecasts, a compilation of private consultants’ and investment banks’ forecasts, are
being taken as a benchmark. The BCRP Survey’s results are similar to Consensus Forecasts.
The BCRP is working towards a wider diffusion of survey results, allowing for convergence

between surveys forecasts and the actual realization of main indicators data. The higher agents’
confidence on monetary policy, the faster the convergence.

Considerations to conduct the surveys

a. Sample or Population?
a.1.Treasurers of financial institutions: In this case the whole population is surveyed including
30 institutions (banks, insurance companies, loan institutions, local government credit in-
stitutions, and private pension companies) that conduct formal financial business in Peru.
These companieswere readily identified because they report theirmonetary statistics to the
Bank or to the Superintendency of Banking and Insurance.

a.2 Analysts and non-financial institutions: In both cases a sample was chosen from the popu-
lation in a non-statistical manner including the most important and most representative
cases among their categories. In the case of analysts, 40 senior economists from local and
foreign investment banks, private organizations and associations representing the different
sectors of the Peruvian economy, and heads of academic departments of Economics in local
universities were chosen. In the case of non-financial institutions, the top 430 largest com-
panies were selected from the list of the top 10 thousand Peruvian companies for 2001. The
list gave the order of the companies by sales volume and provided information on each
company’s activities and the name and address of both the chief executive officer and the
chairman of the board, which had to be updated.

b. How are the surveys conducted
The Central Bank´s surveys are monthly conducted by fax or e-mail. Every 15 of the month ques-
tionnaire attached to a letter from the Bank’s Economic Studies Division Manager are sent to the
list of financial and non-financial institutions as well as analysts of the private sector. In this letter
the purpose of the surveys is stated; respondents are informed how and why they were selected;
why their answers are important; the person to call if help is needed to complete the form is given;
assurances of confidentiality are provided; the response efforts are presented as well and respon-
dents are thanked for their cooperation while assuring them a date to deliver aggregate results. An
alternative procedure of posting the questionnaire on the web site was evaluated and was dis-
charged because it represented additional work for our surveyed.

c. Questionnaires
The questionnaire is designed for completion within a very short period of time. Respondents are
requested to fill answers to a number of statements in the blank spaces. The number of questions
per survey has steadily grown, from4 in the first survey (July 1999) to 15 in the last one (July 2002)
as in the case of financial institutions and from 4 in the first survey (October 2001) to 20 in the last
one (July 2002) as in the case of non-financial institutions. All surveys havemaintained the same 4
original questions so as to permit comparative analysis over time.

d. Data Collection
Essential to a good data collection phase is the monitoring of responses (and non-responses) and a
continuing effort to get the responses. Special effort is displayed to get the same number of re-
sponses every month by calling the respondents and reminding them how important their answers
are in the survey. A team of young economists previously trained to that end does this follow-up
procedure. Generally, it is attempted to attain a response rate of 75 to 95 percent, which is the gen-
erally accepted standard of the survey research community. The response rate is generally 100 per-
cent among financial institutions, and 80 percent among non-financial institutions. At themoment
the Central Bank is working to increase the response rate among analysts of the private sector,
which varies between 50 and 60 percent.
The result of having a short questionnaire alongwith a short reference period (that is the period

for which data are requested), the application of follow-up techniques and the delivery of prompt
results has produced an increasing number of participants in the surveys revealing the importance
of macroeconomic variables among their annual forecasts, especially in the case of non-financial
institutions.
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Data Processing and Analysis

Data is processed analyzing one question at a time and looking for outliers or odd numbers. If nec-
essary, calls are made to the respective bank, company or analyst that presented the uncertain data
to verify the information received in order to avoid any random errors. The next step is to estimate
certain statistical measures, such as the mean and median. The median was chosen over the mean
as themost appropriate central tendencymeasure avoiding the influence of extreme values and the
size of the sample. It represents a better measure of what any financial institution, analyst from the
private sector or large company would expect to happen in the near future regarding inflation, ex-
change rate, GDP or interest rates.
ForDecember 2002 inflation expectations of financial institutions are between 1.6 and 2.0 per-

cent as seen in the tables below. Treasurers of financial institutions have not changed their expecta-
tions on inflation during the last 3 months but have increased their forecasts for exchange rate.

Expectations on inflation and on GDP growth have remained unchanged among the non-financial
institutions while they have also increased their expectations on exchange rate.

Among analysts, a lower inflation rate is expected (still within the Central Bank inflation target
range) while a higher exchange rate is forecast by the end of this year. In the same direction they
have adjusted their expectations on GDP growth from 3.0 to 3.2 percent for 2002.
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Table 8 – Macroeconomic expectations survey on Financial institutions
(Median1)

Surveys made in

May June July

Inflation (%)
August 2002 -.- -.- 0.2
As of December 2002 2.0 2.0 2.0
As of December 2003 2.5 2.5 2.5

Exchange rate (S/ per US$)
August 2002 -.- -.- 3.54
As of December 2002 3.50 3.53 3.55
As of December 2003 3.60 3.60 3.65

Interbank interest rate (%)
In nuevos soles
August 2002 -.- -.- 2.9
December 2002 3.0 3.0 3.3

In US dolares
August 2002 -.- -.- 2.0
December 2002 2.5 2.4 2.4

Growth rate of GDP (%)
June 2002 3.0 3.0 3.5
July 2002 -.- 3.0 3.0
August 2002 -.- -.- 2.5
2002 3.0 3.0 3.0
2003 3.5 3.5 3.4

Table 9 – Macroeconomic expectations survey on Non-finanbcial institutions
(Median)

Surveys made in

May June July

Inflation (%)
As of December 2002 2.0 2.0 2.0
As of December 2003 2.5 2.5 2.5

Exchange rate (S/ per US$)
December 2002 3.52 3.55 3.58
December 2003 3.61 3.65 3.67

Growth rate of GDP (%)
2002 3.0 3.0 3.0
2003 3.5 3.5 3.5



Survey on business conditions

As part of the monthly macroeconomic expectations survey among non-financial institutions, the
survey on business conditions, which started in April of this year, intends to provide the apprecia-
tions of the private sectorwith regard to the future development of economic activity. The table be-
low shows that the percentage of Peruvian entrepreneurs that see a better situation 12 months
ahead has improved over the previous month by 5 percentage points.

1
Sample of 430 top companies from all economic activities.

B. Yield curves and forward exchange rate

Other financial data is being used to gather financialmarket information on inflation and deprecia-
tion expectations. Yield curve of domestic-currency securities usually provides important infor-
mation about expectations on future interest rates and inflation. Therefore, in a partially dollarized
economy, the creation of benchmarks for financial assets in domestic currency is important in or-
der to assess economic agents expectations. The development of monetary operations of the Cen-
tral Bank with its own certificate of deposits (called CDBCRP) has allowed the interest rate of
these securities to become benchmarks for different maturities (up to one year) in domestic finan-
cial markets. Those benchmarks have been complemented by the recent development of Treasury
Bonds in nominal terms (with maturities up to three years).
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Table 10 – Macroeconomic expectations survey on Analysts
(Median)

Survey

May June July

Inflation (%)
August 2002 -.- -.- 0.2
As of December 2002 1.6 1.7 1.6
As of December 2003 2.3 2.1 2.1

Exchange rate (S/ per uS$)
August 2002 -.- -.- 3.54
December 2002 3.50 3.50 3.55
December 2003 3.57 3.60 3.64

Interbank interest rate (%)
In nueves soles
August 2002 -.- -.- 2.7
December 2002 2.9 2.8 2.8
December 2003 3.5 3.5 3.5

Growth rate of GDP (%)
June 2002 -.- 3.4 4.0
July 2002 -.- -.- 3.0
2002 3.1 3.0 3.2
2003 4.0 3.9 3.5

Table 11 – Survey on macroeconomic expectations and business conditions 1

(As a percentage of total responses)

Survey
Made in

Compared to the current situation, how would you expect the situation in:

the economy in 12 months? your company in 12 months?

Better Same Worse Better Same Worse

April 70% 19% 11% 78% 17% 5%

May 70% 21% 9% 76% 21% 3%

June 54% 28% 18% 66% 27% 6%



Graph 8 – CDBCRP and Treasury bonds (BTB) yields by term

In Peru, as in other emergent economies, the only relevant market of derivatives is the forward
market of foreign exchange. Banks are the main suppliers in this market because of their adequate
infrastructure and their participation into money and credit markets. In July 31 of 2002, forward
sales and purchases balanceswereUS$ 1 305millions andUS$ 328millions, respectively. Data of
amounts and quotes corresponding to forward transactions constitutes an important tool for the
Central Bank in order to assess exchange rate expectations.

IV. Dollarization Assessment

A. Dollarization indicators

Peru is the first partially dollarized country adopting inflation targeting aimed at directly relating
monetary policy decisions, based on an operative target, with the inflation outcome. There are
three types of dollarization indicators: financial dollarization (financial sector’s assets and liabili-
ties dollarization), payments dollarization (known as currency substitution) and real dollarization
(pass-through from depreciation to inflation).
Peruvian disinflation experience shows asset dollarization persistence recently observed can-

not affect monetary policy independence when both real dollarization and payments dollarization
are low.
• Low real dollarization: about 95 percent of prices used to calculate the CPI are set in domestic
currency and so are residents’ wages, so depreciation-inflation pass-through is only about 12
percent:

• Low payments dollarization: dollarization ratio of low-value transactions in cash machines is
below 33 percent and has recently experienced a slight reduction (32.6 in 2000; 30.3 percent in
2001).
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2000 2001

1. Number of transactions
a. In domestic currency (thousands) 6439 6908
b. In foreign currency (thousands) 1084.5 1188.8
c. Dollarization ratio [b/(a+b)] 14.4% 14.7%

2. Transactions' value
a. In domestic currency (S/. millions) 981 1051
b. In foreign currency (S/. millions) 474 456

(US$ millions) 136 130
c. Dollarization ratio [b/(a+b)] 32.6% 30.3%

TABLE 12

CASH MACHINES OPERATIONS
(Monthly average)

Table 12 – Cash machines operations
(Monthly average)



Both arguments favour monetary policy independency has been prevailing and disinflation goals
were attainable. Both real dollarization measures (30-35 percent of transactions value) are much
lower than financial dollarization ratios (70 percent of broad money and 78 percent of broad cred-
its). An even stronger indication of low real dollarization can be gauged from depreciation-infla-
tion pass-through estimates (about 12 percent).

B. Financial Dollarization Risks

There are two basic financial risks for a partially dollarized economy’s central bank tomonitor: (i)
maturitymismatch between its assets and liabilities in foreign currency and (ii) currencymismatch
between non-tradable-sector enterprises’ cash flows and debts to the banking system (exchange
rate risk).
• To prevent liquidity risk there is a reserve requirement on dollar deposits. Currently the average
reserve requirement is 33 percent of deposits with a marginal rate of 20 percent.

• In the Peruvian case there are high standards of prudential requirements for the financial system
in order to be able to face negative shocks on the quality of loans. Themost important change in
the regulatory regime for banks has been the introduction of counter-cyclical provisions (2000).
In this way, in economic booms banks will have to make higher provisions, while in economic
activity slowdowns provisions will be eased. This avoids pro-cyclical behaviour of banks and
markets: they underestimate risks during boom time and overestimate them during recession.

V. Final Remarks

The Central Bank of Peru adopted an explicit inflation targeting framework at the beginning of
2002, becoming the first case of partial dollarized economy adopting this regimen. Under this new
framework, the BCRP has implemented an inflation forecasting system to asses monetary policy
stance. A small open economy like Peru faces not only challenges related to data quality and data
collection, but also the challenge of processing relevant information (such as surveys of expecta-
tions), to assess future scenarios and making it available for monetary policy decisions.

Abstract

Peru has adopted an inflation targeting regime since January 2002. Under this scheme, the Central
Reserve Bank of Peru (BCRP)manages its instruments and operational target (commercial banks’
demand deposits at the Central Bank), according to forecasts about future pressures on the price
level. This feature makes gathering leading information about inflation especially important for
monetary policy implementation in Peru.
Under the new regime, monetary policy decisions require a broader set of economic indicators

to assess future economic environment. This paper describes the Central Bank of Peru’s main sta-
tistics-related features specific to prices, real activity, expectations and dollarization. The last topic
is particularly relevant since Peru is the first partially dollarized country adopting an inflation tar-
geting framework
It is worth mentioning that Peru is one of the subscribers of the Special Data Dissemination

Standard (SDDS) since August 1996. The SDDSwas established in 1996 to guide countries seek-
ing access to international capital markets in the dissemination of economic and financial data to
the public. Currently, 49 of 50 subscriber countries are in full observance of the SDDS, a system
that demands high quality and transparency in the elaboration of economic and financial statistics
through the set up of 4 dimensions: data coverage, periodicity and timeliness; access by the public;
integrity and quality. It should be noted that this system is permanently in revision in order to en-
hance good statistic practices.
As a conclusion, a small open economy like Peru faces not only challenges related to data qual-

ity and data collection but also the challenge of processing relevant information to assess future
scenarios for monetary policy decisions.

Adrian Armas Rivas

aarmas@bcrp.gob.pe
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New challenges for a central bank
under dollarization:

the experience of Ecuador1

Amelia Pinto (Central Bank of Ecuador)

I. Introduction

TheCentral Bank of Ecuador (CBE) is an institution under public law established for an indefinite
duration. It is a technical, autonomous agency responsible for implementing monetary, financial,
credit and exchange policy. Under the reforms introduced in the March 2000 Law for the Eco-
nomic Transformation of Ecuador, themonetary system is based on the principle of full U.S. dollar
circulation. The CBE is not empowered to issue new sucres banknotes, but can mint subsidiary
coins, which have been placed in circulation only in exchange for the sucres banknotes thatwere in
circulation or U.S. dollar banknotes.
This institution has traditionally been strong in statistics, since its founding in 1927.Macroeco-

nomic statistics are the responsibility of the CBE, which has a robust Economic Statistics Depart-
ment, in the General Directorate of Studies. It compiles balance of payments, monetary and finan-
cial, public financial and national accounts statistics. It is also responsible for merchandise trade
statistics, labor market statistics, private-sector conjuncture surveys and economic previsions for
the economy.
Most of the information prepared by the Central Bank is disseminated on its web site

(http://www.bce.fin.ec) and is available in the CBE’s weekly, monthly, quarterly and annual publi-
cations. The department also prepares and disseminates methodological publications about the
data, in “Cuadernos de Trabajo” and other publications to help users interpret the information.
Before the decision to dollarize the economy, most statistics were compiled and published in

sucres, the national currency. At present, only national accounts are prepared and published in
sucres, but the StatisticsDepartment is investigating,with French cooperation, themethodology to
dollarize those data, as well.
Regarding legal aspects, Monetary Board Regulation No. DBCE-097-BCE of May 16, 2001,

and Executive Decree No. 1589 (published in Official Registry No. 356 of June 13, 2001), stipu-
late that the CBEmust compile and publish, on a timely basis information on monetary, financial,
fiscal, external and real statistics; and prepare the statistical synthesis and previsions for the real
sector.

a) Subscription to the Special Data Dissemination Standard (SDDS)

The CBE has always shown interest in compiling its statistics according to recommendations by
international manuals prepared by statistical organizations, receiving expert technical missions
and training staff members to continuously improve data quality. Accordingly, the CBEwas inter-
ested in subscribing to the IMF’s Special Data Dissemination Standard (SDDS) (March 28, 1998).
For some years previously, work had been undertaken to assure the data dissemination and tomeet
the SDDS requirements. Some months later, Ecuadorian metadata were posted on the IMF’s Dis-
semination Standard Bulletin Board (DSBB) (September 14, 1998).
That is the reason why the CBEmade considerable efforts to compile labor market statistics in

accordance with the SDDS requirements, as the National Institute of Statistics and Censuses
(INEC) was publishing labor market statistics twice a year with a timeliness of several months.
Agreements between the CBE and the Universities of Cuenca, Guayaquil and Quito have enabled
us to bring out monthly labor market surveys since 1999 with a timeliness of only one month.
The leadership of the CBE, with the help of the INEC, the Ministry of Economy and Finance

(MEF) and the universities, enabled a small country such as Ecuador to subscribe to the SDDS and
to meet the international requirements regarding the standard dissemination.
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Many other aspects have been improved to prepare not only data but also some legal aspects
necessary to subscribe to the SDDS. In fact, a code of conduct, with a calendar for data dissemina-
tion, has been prepared and published on the CBE’s web site, every January, so users can know in
advance the precise date when data are going to be released. This instrument has contributed to or-
ganizing the work inside the department and to strictly meeting release deadlines. The transpar-
ency of data is very important for theCBEand the information is published for all interested parties
at the same time, on CBE’s web site and in hard copy a few days later.
The legal basis for compiling and publishing of CBE’s data is the Statistics Code of Conduct:

“Norms for production and dissemination of CBE statistics”. This code establishes guidelines for
the compilation and dissemination of macroeconomic statistics1.
Ecuador was the thirtieth country to meet SDDS requirements, on July 14, 2000. Since that

date, all information has been disseminated on time, in accordancewith the advance release calen-
dar prepared for the IMF.
There is a link on the CBE web site “Normas Especiales para la Divulgación de Datos del

FMI” (IMF’s Special Data Dissemination System) where users can access the National Standard
Data Page (NSDP) for Ecuador in English (and in Spanish, so local users can access to information
in their own language). There is also the background information about how Ecuador has sub-
scribed andmet the SDDS requirements and a link toEcuador and other countries of theDSBB.

b) The ROSC Mission in Ecuador

The CBE authorities are interested in data quality, particularly at the present time, when they need
to have the most accurate information in order to design economic policies to stabilize the econ-
omy. Accordingly, in April, 2002, the CBE received a Report on Observance of Standards and
Codes (ROSC)mission from the IMF’s StatisticsDepartment to evaluate the quality ofEcuadorian
data. National accounts, price indices (consumer and producer), balance of payments, public fi-
nance andmonetary and financial statistics were evaluated, based on theDataQuality Assessment
Framework (DQAF) of the IMF. This framework considers five dimensions of quality: integrity,
methodological soundness, accuracy and reliability, serviceability and accessibility.

The conclusions of the ROSC mission are as follows2:
• Ecuador observes all SDDS requirements; it meets SDDS specifications for coverage, periodic-
ity, and timeliness of data and for dissemination of advance release calendars. In some cases, the
periodicity and/or timeliness exceed SDDS requirements.

• The quality of most statistics, in general, is good, but some (particularly public finance) don’t
disseminate enough detail to make possible an exhaustive fiscal analysis or timely situational
follow-up. National accounts series are not available in dollars at present. However, work has
been undertaken to improve these statistics. There are data base insufficiencies and the method
used to estimate some balance of payments transactions and the sectorization of bank accounts
present some problems.

• The CBE is in charge of preparing and disseminating most of macroeconomic aggregates. An
open disclosure policy allows the public to access this information by hard copy and on theCBE
web site. Nevertheless, the statistics will be more useful if the CBE introduces some improve-
ments in coverage, availability of metadata (information about methodology, statistical tech-
niques, and data base) and data presentation.

• To achieve continuous improvement inmacroeconomic statistics and efficiency of preparation,
it would be necessary to give priority to a national statistical policy, modernize the Statistical
Law and formalize the cooperation links between theCBE and theMinistry of Economy and Fi-
nance for compilation of fiscal statistics.

This mission will help the CBE improve data quality according to international standards, espe-
cially in the aspects of implementing a data review policy and an ongoing users survey. The statis-
tical department has conducted users surveys but not regularly. The information collected by the
surveys will help the CBE consider users’ actual needs and match our statistical products to those
needs.
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II. The experience of the CBE: principal changes in statistics due to dollarization

Since January 2000, the greatest challenge of the Statistics Department has been to compile and
calculate economic statistics in dollars. At that time, most statistics were compiled and published
in sucres, the national currency.

a) Monetary and financial statistics:

The foremost difficulty was to calculate international reserves, and especially, to distinguish the
most liquid reserves. In dollarization, this aspect is particularly important because international re-
serves are considered as the economy’s cash. The CBE also took advantage of the opportunity to
compile the data in accordance with the guidelines of the IMF’sMonetary and Financial Statistics
Manual (2000).
Because the economy of Ecuador is dollarized, currency issue is no longer a function of the

Central Bank, except for the limited amount of subsidiary coins in circulation. Consequently, tra-
ditional monetary aggregates are no longer useful indicators of economic policy. Similarly, owing
to the difficulty in measuring the amount of dollars circulating in the economy, which come from
different sources of income, the narrowly defined money supply (M1) cannot be calculated.

The following are derived from analytical accounts of the financial system:
• Currency in circulation: subsidiary coins issued by the CBE held by the public.
• Demand deposits: the broadly defined money supply includes private-sector demand deposits
with the banking system, monetary deposits of non-financial public enterprises and local gov-
ernments with the CBE.

• Quasi-money: includes savings deposits, time deposits, restricted deposits, repos, and other de-
posits.

TheCBE’smonthly statement of analytical accounts describes the country’s external position, and
money and credit activities; it provides balances in millions of dollars.

The analytical structure of the monetary accounts of the central bank is as follows:
• Financial liabilities, consisting of subsidiary coins placed in circulation in exchange for U.S.
dollars, required and voluntary deposits of the public and private financial systemwith the Cen-
tral Bank, andmonetary deposits of local governments, non-financial public enterprises, and the
private sector with the Central Bank.

• Net domestic assets, consisting of net credit to the central government, net credit to social secu-
rity funds, credit to the financial system (monetary corporations, other deposit corporations, and
financial intermediaries), credit to the private sector, and unclassified net assets.

• Net foreign assets, consisting of international reserves (freely available assets on non-residents)
and other reserve assets.

b) Public finances1

Data are compiled on the basis of the Government Finance Statistics Manual published by the In-
ternational Monetary Fund in 1986 and subsequent recommendations issued by the IMF.
The government finance information system records general government operations, and the

analysis focuses on non-financial public sector economic transactions as reported in their budget
implementation documents. Revenue is divided into tax and non-tax revenue and transfers, while
expenditure is divided into current and capital expenditure and transfers. The balance corresponds
to the deficit/surplus of the non-financial public sector above the line. Financing of the deficit or
application of the surplus is presented in net external financing and domestic financing.
On January 10, 2000, Ecuador dollarized the economy. Since February 2000, the exchange rate

of 25,000 sucres per dollar has been used to convert operations from sucres into dollars. For time
series flows, the CBE’s average monthly selling rate on the intervention market was used and for
stock time series the selling exchange rate on the intervention market at the end of the period.
Data on general and central government operations are prepared and published by the CBE.

The data base on central government operations comes from theMinistry of Economy andFinance
and the other data bases for the general government are provided directly by other public entities.
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c) Balance of payments1

Quarterly and annual data are disseminated in millions of U.S. dollars showing the following ana-
lytical components: the current account balance (exports and imports of goods; exports and im-
ports of services; net income account; net current transfers) and the capital and financial account
(net capital account, foreign direct investment, portfolio investment, other investment with a fur-
ther breakdown in assets and liabilities, and net errors and omissions). It also includes the global
balance of payments and the financing broken down into reserve assets, use of Fund credit and ex-
ceptional financing.
The CBE also prepares and publishes the standard balance of payments presentation. The an-

nual International Investment Position is also prepared and released in millions of dollars, since
June 29, 2002.
Ecuador’s quarterly and annual balance of payments are recorded inmillions of U.S. dollars as

prescribed by the fifth edition of the IMF Manual of 1993. Most of balance of payments transac-
tions are recorded originally in dollars, as in the case of foreign trade, the external debt, and inter-
national reserves. UntilMarch 2000 (that is, before Ecuador adopted the dollar as its currency), for
all other operations the average (of the buying and selling rates on the freemarket or officialmarket
was used), depending on the type of operation, for converting sucres to dollars.
The data are compiled according to the methodology of the fifth edition of the IMF Balance of

Payments Manual, since November, 2001.

d) National accounts2

The CBE is completing the task of changing the base year (1993 = 100) for annual national ac-
counts and incorporating the recommendations of the most recent version of the System of Na-
tional Accounts (SNA 1993) Manual.
Ecuador’s national accounts include all the central framework, proposed by the SNA93: in-

put-output tables for goods and services (at current and constant 1993 prices) and the integrated
economic accounts for institutional sectors, with all the accounts recommended by the Manual:
current and accumulation accounts and balance sheets. The national accounts have been prepared
for the Central Bank since 1977, with the help of French experts and funding, with some method-
ological improvements proposed by the European System of Accounts (1977).
At present, data on annual national accounts are prepared and published in sucres. Work has

been undertaken to transform national accounts into dollars, but this work is not easy, as we have
found difficulties, especially in the relative prices ofmost goods and services. There is also a prob-
lem with stocks, which must be valued in dollars at an exchange rate that increases constantly,
while stocks in dollars dwindle. French cooperation is supporting research and analysis with local
experts to find a methodology to dollarize Ecuador’s national accounts.
Ecuador’s tradition regarding quarterly national accounts is interesting. Since 1987, with the

help of French experts, theCBEbegun to prepare quarterly national accounts data in constant 1975
sucres by expenditure category (household consumption, government consumption, gross fixed
capital formation, changes in stocks, and exports and imports of goods and services) and by eco-
nomic activity (11 branches, using a classification system broadly consistent with the 33 branch
breakdown used in the annual national accounts). At present, this information is also available in
current sucres.When national accounts in dollars are available, quarterly national accounts will be
prepared and disseminated in that currency.
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1 Regarding the balance of payment methodology, the CBE has published the following documents: “La balanza de

pagos de Ecuador: notas metodológicas y resultados (año 1993)” (Ecuador’s balance of payments: methodological

notes and results (1993 year)) in Cuadernos de Trabajo No. 124, August 2000 and “La balanza de pagos del Ecuador

serie 1993-2000” (Ecuador’s balance of payments 1993-2000 series), October 2001”. The publication “Las remesas

de ecuatorianos en el exterior” (The Ecuadorian remittances from abroad), Cuardernos de Trabajo No. 130, August,

2001, provides information about this important new flow of current transfers from abroad.

2 Most of Cuadernos de Trabajo publications are methodological notes on national accounts. The most recent ones, “Los

sectores institucionales en la contabilidad nacional ecuatoriana” (Institutional sectors in the Ecuadorian national ac-

counts”, Cuaderno de Trabajo No. 120, October, 1999; “Cuentas nacionales del Ecuador 1993. Cambio de año base y

adopción del SCN93” (1993 National Accounts of Ecuador. Change of base year and adoption of the NAS93),

Cuaderno de Trabajo No. 121, April, 2000; “La cuenta satélite del sector petróleo” (The satellite account of the petro-

leum sector), Cuaderno de Trabajo No. 122, May, 2000; “Las clasificaciones de industrias y de productos del Sistema

de Cuentas Nacionales 1993 aplicadas a la economía ecuatoriana” (Industry and product classifications for the 1993

National Accounts System applied to the Ecuadorian economy), Cuaderno de Trabajo No. 126, October, 2000; and

“Propuesta metodológica para la elaboración de las Cuentas Provinciales del Ecuador” (Methodological proposal

for preparation of the Provincial Accounts for Ecuador), Cuaderno de Trabajo No. 129, May, 2001.



e) Other statistics

Monthly data onmerchandise trade have always been compiled in dollars. If the data are transacted
in another currency, the exchange rate of the day will be used to transform the other currency into
dollars. Export and import data are available on the CBE’s web site with detailed information by
product and by country, in thousands of dollars.
In the case of the conjuncture surveys for the private sector, sinceMarch 2000, the information

is compiled in dollars. Quarterly surveys include the agriculture, manufacturing and construction
sectors. The CBE also compiles monthly information gathering opinions from the managers of
mayor companies and publishes the findings on its web site. This is an indicator about private-sec-
tor activities which is very important to monitor a dollarized economy.
Economic previsions are prepared in current and constant 1975 sucres, at present time. When

the transformation of national accounts is completed, economic previsions data will be compiled
and released in dollars.

III. New challenges for the future1

The dollarization regime hasmade it possible to introduce a confidence shock into the Ecuadorian
economy and reduce exposure to international turbulence derived from exchange volatility. How-
ever, the CBE has lost the capacity to conduct monetary policy, and there are fewer instruments
available to protect the economy from any negative impact that could affect aggregate demand. It
is necessary, for instance, to have solid structures as a shield from internal and external imbalances,
to guarantee ongoing appropriate inflow of currency.
Experience shows that selection of an optimal exchange regime is not enough to assure stabil-

ity or economic growth over time. Moreover, under dollarization, the effort necessary to achieve
those goals is more complex.
TheCBEmust accomplish its institutionalmission to “Guarantee operation of themonetary re-

gime of dollarization and promote country’s economic growth” by developing a strategic agenda,
including the following objectives:
• Promote the sustainable economic growth in the time.
• Strengthen the financial system through new financial architecture.
• Enhance the country’s levels of productivity and competitiveness.
• Insert the country into the global economy.

These core issues have been selected in response to the macroeconomic rationality that views
dollarization as a dynamic process involving all stake holders and requiring certainminimal condi-
tions. These issues are closely interlinked with each other in a kind of virtuous circle.
The CBE has coordinated this effort with other institutions such as the Ministry of Economy

andFinance, the Superintendence ofBanks, theNationalCouncil onCompetitiveness and also pri-
vate-sector participation (chambers of financial institutions, banks, cooperatives andmicrocredit)
and non-governmental organizations.
For each goal, economic information is essential to measure the activities achievements.

a) Economic growth

Economic growth is essential for policy makers in most economies. This variable has significant
economic policy implications for present and future people’s welfare and other economic vari-
ables. Therefore, the CBE has included this important subject in its strategic agenda.
Much research will be undertaken: a study on the economy’s potential growth to estimate the

mid- and long-term GDP trend, based on national accounts data. Also it is crucial to monitor the
equilibrium real exchange rate, in order to evaluate potential external sector imbalance.
All available macroeconomic information is important to measure economic growth: annual

and quarterly national accounts, price indices, labor market statistics, monetary and financial sta-
tistics, etc.
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long-term development plan for Ecuador) was presented during the conference, Quito, July, 2002.



b) New financial architecture for Ecuador

Financial system strengthening is based on a new financial system architecture for Ecuador, in-
volving both private and public institutions.

The new architecture must meet two lines of demands:
• Long-term national development.
• Strategic insertion into the international economy, under the new global and regional conditions
facilitating not only financial system internationalization but also the country’s effective inte-
gration.

These goals can be summarized in the following points:
• Reach financial deepening.
• Extend the financial services to all sectors of the population.
• Overcome the structural problems of credit market segmentation.
• Help move savings toward productive investment.
• Enhance the efficiency of market stakeholders.
• Reduce moral risk and adverse selection.
• Strengthen the financial security network.

To achieve these goals, the Statistic Departmentmust play an active role by providing all the infor-
mation thatwill be needed and preparing newdata to evaluate the current and future situation of the
financial system. The CBE has an agreement with the Superintendence of Banks, which allows to
work with the data base provided by this entity. This information is used by the CBE to produce
monetary and financial statistics for Ecuador. This data base will also provide information to pre-
pare new indicators – such as leading indicators – appropriate tomeasure the performance of finan-
cial institutions. It is very important to establish a data base of financial system borrowers and to
evaluate according to the sectoral economic growth the likelihood that loans will be repaid.
The current project to sectorize financial system accounts will alsomake it possible to identify

operations with residents and non-residents and by institutional sectors, with national accounts
classification. This new information will be very helpful to evaluate the operations of financial in-
stitutions.

c) Productivity and competitiveness

Productivity and competitiveness are essential for the economy in order to guarantee the influx of
dollars. Therefore, the CBE is researching this subject and preparing indicators for situational
analysis.
Effective competitiveness is the capacity to produce high-quality goods and services effi-

ciently. For instance, competitiveness is based in improvements in productivity (reductions in real
costs) and improvements in quality and the variety of goods and services produced. This kind of
competitiveness must be encouraged and measured by the CBE.
The CBE has prepared and published an overall competitiveness indicator, the Competitive-

ness Trend Index (CTI) with quarterly and annual periodicity1. It has also compiled an Index about
actions to enhance productivity. TheCBE is also preparing quarterly and annual indicators tomea-
sure productivity and competitiveness by economic sectors, based on merchandise trade and na-
tional account statistics. This information will be available the first week of September, 20022.
Other research includes an analysis of the labor market, relationships betweenmarket concen-

tration and productivity and sectoral studies for key sectors of the economy. Coordination with
economic statistics is important to produce those research inputs.

d) Insertion into the global economy

Adequate, equitable insertion of Ecuador into the world economy can increase income and con-
tribute to raising the population’s standard of living, as long as there is a feedback process increas-
ing the country’s international commercial, financial and technological participation.
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are available on the CBE website.
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tions. This will update the CBE’s study: “La competitividad del comercio exterior y la especialización productiva en el

Ecuador: 1970-1996” (The competitiveness of merchandise trade and productive specialization in Ecuador:

1970-1996), in Notas Técnicas No. 29, April, 1996.



It is, for instance, essential to identify an agenda for a healthy process of integration, based on a
diagnosis of institutional, legal, productive and financial conditions, in order to identify the neces-
sary prerequisites to formulate growth and negotiation strategies for international fora.
Our research includes studies about merchandise trade and the direct investment trends, a re-

view of customs tariff policy and reforms, an analysis of the current status and prospects for re-
gional, bilateral andmultilateral trade commercial negotiations, and an analysis of the institutional
framework for Ecuadorian foreign trade.
Active participation by the Statistics Department will help achieve these activities, as the CBE

has all the information aboutmerchandise trade and direct investment. National accounts will also
be helpful for this research.
The relationship between the Statistics Department and other departments of the General Di-

rectorate of Studies, (Policy and Research) is very close. All activities are coordinated, and eco-
nomic information is produced as needed.

IV. Conclusions

The CBE has traditionally been a strong statistical entity, providing the main macroeconomic sta-
tistics on Ecuador’s economy. Its human and technological resources enable the CBE to respond
queries by other private and public institutions onmany subjects, especially in those aspectswhere
the CBE presents advantages, such as data treatment, compilation techniques, use of specialized
software, etc.
Due to dollarization, the monetary policy actions are limited and somemonetary and financial

statistics are not prepared anymore, particularly theM1.However, this has not reduced activities in
the Statistics Department, or the monetary and financial department. On the contrary, many other
activities have been undertaken to monitor the economy.
The CBE takes advantages of available data onmerchandise trade, external debt, financial and

other data bases (through agreements with other entities such as INEC and Superintendence of
Banks andCompanies). This information enables theCBE to producemacroeconomic statistics in
accordance with the requirements of economic policy makers and the economic researchers, in-
side theCBE, and external and international organizations and users. TheCBEhas a good relation-
ship with the National Statistical Institute and other public and private entities, which guarantees
an adequate data flow for the CBE statistics.
However, a new challenge to the Ecuadorian statistical system is to prepare a new Statistical

Law, with the input from all private and public institutions that compile economic statistics. The
most important issue is to make it mandatory for these entities to provide the requested informa-
tion. Under the current law, enforcement is so insignificant that statistical agencies depend on the
good will of the information providers.
Another challenge for the Statistics Department is to provide the information required by other

Departments of theGeneral Directorate of Studies according to theCBE’s strategic agenda.Work-
shops attendance has always been heterogeneous, with active collaboration by researchers, policy
makers and statisticians. This has led out a new vision and better results, because they all contrib-
ute their special strengths to achieving overall.
Other important challenge for the Statistics Department is to optimize the mechanisms to dis-

seminate statistical products via the web site and hard copy instruments. This explains the change
in our web site’s layout, by sectors rather than publications.With this new arrangement, users will
find all the information relevant to the requested subject, independently of the publication source
or data periodicity.
However, the CBE is still concerned that new users should be able to use information and that

old users should have no difficulty to assimilating changes in publication formats and contents
(due to the methodological changes recommended by international agencies, for example). To
solve this problem, the StatisticsDepartment is designing a product dissemination strategy involv-
ing presentations to media, researchers, students and the general public. These actions will en-
hance the statistical culture which enjoy most developed countries.
Transparency dissemination is not enough. Creative newmechanismsmust be developed to in-

crease the number of statistical users who can use our data and contribute to analyzing and solving
the problems of Ecuador’s economy.

Amelia Pinto

apinto@uio.bce.fin.ec

AMELIA PINTO

IFC Bulletin 12 — October 2002 83



The value of discrepancies

Grazia Marchese1 (Banca d’Italia)

Introduction

The completion of the ESA95 Manual represents a milestone for European national accounting.
The Manual fully incorporates the principles put forward by the revised System of National Ac-
counts (SNA93), adding valuable specifications to the concepts and definitions thereby laid out, to
the benefit of a “true” and viable cross-country harmonisation of a set of statistics – the national ac-
counts – whose importance is crucial for economic analysis and policy-making.
Themain feature of the ESA95Manual, inherited from the SNA93, lies in its capability to offer

an accounting description of the economic systemwhich is complete, internally coherent and fully
integrated. This goal is achieved by setting the rules for defining, recording and evaluating eco-
nomic transactions in such a way that a logical sequence of accounts can be constructed, whereby,
at each stage of the accounting cascade, the balancing item of one account is, at the same time, the
opening itemof the following account. Since the financial account is the last one in the sequence of
transaction accounts, its balancing item is not carried forward to another account: it is identical to
the balancing item of the preceding one, namely the capital account2.
In the ESA95 world, the theoretical equivalence between capital and financial balances is the

core of the system. Since the two accounts are derived separately, the extent to which the two bal-
ancing items actually differ gives as a synthetic information about the overall consistency and
soundness of the sources andmethods applied to compute the various components of the system.
In such aworld, “discrepancies” are symptoms of “weaknesses”, so that statisticiansmay have

a strong incentive to minimise their amount. Of course, the existence of discrepancies reveals the
existence ofmethodologicalweaknesses,while the non-existence of discrepancies is not necessar-
ily a proof of methodological soundness. While the willingness to reduce discrepancies could be
seen a desirable feature “per se”, acting as aNorth Star on theway toAccurateness, the desirability
of the outcome is conditional to the nature of the reaction from the compilers. Statisticians could
react in a perverse way, by simply obscuring the light coming from the North Star. As an extreme
example, they could force the equality between the twobalancing items by spreading observed dis-
crepancies over the various components of the system in some way or other. Just this behaviour
would produce results that, while being cosmetically perfect, could actually be light-years distant
from economic reality.
Most likely, the risk of such undesirable outcome was not disregarded by the authors of the

ESA95Manual themselves. In § 5.15 a sentence can be found that mitigates the pressure on com-
pilers stemming from the demanding conceptual scheme of the accounts: “In the system the bal-

ancing item of the financial account is identical with the balancing item of the capital account. In

practice, a discrepancy will usually be found between them because they are calculated on the ba-

sis of different statistical data”. The same assumption was considered by the legislator in design-
ing the financial account tables to be transmitted to Eurostat, where a line for recording sector dis-
crepancies vis-à-vis capital account balances is explicitly inserted.
We argue that, quite apart from legal requirements, there is a value in discrepancies: these are a

powerful tool for compilers as well as for users of national account statistics by sector to evaluate
the degree of confidence that can be attributed to the data. Such information could then be used by
data producers to investigate, when necessary, possible ways to increase the accuracy of the esti-
mates, and by researchers to properly consider the effects of data uncertainty on proposed analysis
and policy implications.
Furthermore, the “value” of discrepancies would be the bigger, the more transparent are statis-

tical practices behind them: statisticians could well have good reasons and good methods for
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bringing capital and financial balances close to equality and hence to show limited or no discrepan-
cies between the two, but the reader of the results should be given the possibility to formulate his
own opinion on themand to properly distinguish between genuine and seeming consistency across
the system of accounts, a fact that, in turn, would itself be beneficial to further progress inmethod-
ology.

1. Discrepancies: an old and honourable story.

Just to counterweight any excessive uneasiness about discrepancies, it could be useful to recall that
a rigorous framework linking non-financial and financial accounts is a relatively recent achieve-
ment in the history of economic statistics. The first attempt to design a comprehensive systemwas
actually realised by the SNA68 and it took 25 years to be brought to full consistency, with the pub-
lication of the SNA93.
Themodern predecessors of the two sets of accounts – the SNA47 for NA and theMoneyflows

byMorris Copeland (1952) for the FA – date back to decades before the first analytical reconcilia-
tion effortwasmade. Furthermore, the developments of the national accounts and that of the finan-
cial accounts were driven by distinct policy needs and were consequently sponsored by different
agencies.
The conceptual framework of the SNA47was shaped by the information needs of the Keynes-

ian policies. Their widespread penetration after the secondWorld War favoured the development
of the national accounts system in a context of international standardisation, under the aegis of the
United Nations. The predominant role attributed to fiscal policy in achieving macroeconomic
equilibriumexplains themain features of the systemat that time: the distinction of productive units
between those belonging to the “public administration” and the “enterprises”; the definition of
production in terms of final aggregate demand components and, as a consequence, the recording of
transactions at their market value on accrual basis.
On the other end, Copeland’s Moneyflows, although coming after the SNA47, were largely

based on pre-Keynesian theoretical references. The main interest behind their construction was to
understand the influence of monetary variables on the economic cycle and to investigate the dis-
cretionary role of the banking system in allocating financial resources. The intimate linkages with
the functions of the central banks are pretty clear. As a consequence, central banks were actually
the institutions that, up to the seventies, gave most impetus to the development of the financial ac-
counts. Their compilation process was organised around the data sources typically available to
CBs for monetary and supervision policies. It is still deeply rooted on them nowadays. Ana-
lytically, the focus of the system was placed on the distinction between intermediaries and other
economic agents. These, in turn, were further classified according to their attitude to expand their
ordinarymonetary expenditure by financing them trough additional borrowing; to contract mone-
tary expenditures by accumulating net lending; or to have a passive role in the process. The central
role played by monetary transactions also explains the lack of any attempt to isolate final from in-
termediate transactions or to measure imputed transactions; the preference for non consolidated
accounts; the recording of flows on a cash basis.

To summarise, over the past decades the differences in sources and methods used to compile real
and financial accounts – and the resulting discrepancies between the respective sector balances –
can be viewed as the legacy of the different policy objectives and institutional actors that originally
drove the development of the two statistical systems. The task of establishing a comprehensive
theoretical framework linking together the two sets of accounts, firstly pursued by the SNA68, ac-
celerated afterwards. At the European level, the ESA79Manual already incorporated substantial
progress in this field; however the compilation methods and sources actually used, as one could
have expected, were adjusted only with a lag. The advent of the ESA95Manual, having the status
of an EU Regulation, marked a turning point even in the implementation process.

2. The causes for discrepancies

This paragraph attempts to define a taxonomy of the causes for discrepancies. Given the large
number of items that contribute to each sector’s capital and financial account balances, and taking
also into account the possible interrelations among them, a list of possible causes could help in ad-
dressing efforts to reduce discrepancies.

Let us consider two different states of the world: state1 is the world before the implementation of
ESA95; state2 is the world after the implementation of ESA95.
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Under state1, a possible, and perhaps incomplete, list of causes could be the following:
• systemic deviations:
• non-matching theoretical definitions between real and financial transactions
• non-matching definitions of the sectors between real and financial accounts
• different recording of transactions
• different valuation criteria

• failures in the compilation process
• measurement errors
– wrong input data
– sampling errors
– estimates based on erroneous assumptions
– omissions

• use of different sources
– differences in coverage
– differences in periodicity/timeliness

• differences in revision policies

Under state2, the first four causes for discrepancies are no longer there. Actually, in state1 they
originated from the lack of internal consistency of the theoretical framework, while in state2 such
consistency is achieved. Of course, the mere fact that the theoretical scheme requires consistency
does not imply that such consistency is automatically reflected in the data. For example, erroneous
sector classifications of units might well occur under state2, but they would represent a sort of
measurement error and not a source of systemic deviation of the capital account balancing item
from the corresponding financial accounts balancing item.

While the importance of the first two systemic causes for discrepancies could have been lim-
ited even in state1, certainly the third and the fourth were significant. To give some examples, in
the case of the Italian financial accounts, recording medium and long term bonds issued by the
Central Government on an accrual instead of on a cash basis, and using market prices instead of
face values, would have increased the assets of the institutional sector “Households and NPISHs”
by 3 per cent; considering accrued liabilities of the same sector for taxes and social contributions
would have increased its liabilities by 67 per cent. The net effect on the sector financial balance
would have been a reduction in the surplus by more than 8 per cent (^ 5.5 millions).
As a consequence of the removal of the first four causes listed above, under the assumption that

data sources did not change much from state1 to state2 and that statistical methods had a similar
soundness, one should expect a reduction in observed discrepancies in state2with respect to state1.
If discrepancies turned out to be no smaller in state2, two different explanations could be envis-
aged. One possibility is that, while in state1 systemic deviations partially compensated for mea-
surement errors and other failures in the compilation process, now such failures appear clearly in
the data. A second possibility is that sources and/or methods under state2 are of a less good quality
than under state1.
In the first case, the scope for a revision of sources andmethods, in order to detect and possibly

reduce existing failures in the compilation process, would depend on the amount of residual dis-
crepancies. If they were small, the North Star could well be obscured, provided that discrepancies
are spread over the various components of the system in away that avoids altering the quality of the
data. In the second event an accurate and systematic revision of sources and methods would be
mandatory.

3. A look at the data.

This paragraph gives a first review of the data. Due to time constrains, only a limited set of avail-
able data from the national and financial accounts of the European countries was considered. This,
in turn, limited the choice of indicators that could be used tomeasure the importance of discrepan-
cies and reduced the spectrum of comparative analysis under several dimensions. Furthermore,
both the national and the financial accounts data, especially those produced before the switch to
ESA95,may not correspond to themost accurate “vintage” actually available for each country (i.e.
the latest published)1.As a consequence, results should be considered as preliminary and should be
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1 The data produced prior to the implementation of ESA95 were taken from Massaro-Di Giacinto (1999). The data pro-

duced according to the ESA95 methodology were mostly drawn from Eurostat-Newcronos; for some countries (Den-

mark, France, Finland, the Netherlands) revised and/or supplementary figures were kindly provided by the national ex-

perts.



used as a reference point for discussion rather than as conclusive evidence from which to derive
clear-cut conclusions or methodological recommendations.

3.1. The dicrepancies before and after the implementation of ESA95.

The comparison between pre-ESA95 and post-ESA95 discrepancies is carried out only for Italy
and theUnitedKingdom; for the latter country only two sectors are considered:Non-financial cor-
porations (NF) and Households including NPISHs (HT).
Table 1 shows for the two countries the differences between capital and financial balances at

sector level (in millions of ecu/euro) before and after ESA95. For Italy, pre-ESA95 data for the
Rest of theWorld (ROW) differ from those presented in the national publications. The methodol-
ogy followed at that time forced the ROW financial account balance to be equal, and opposite in
sign, to the BOP current account balance (excluding net capital transfers), while under ESA95 the
two sets of accounts are derived independently. To properly compare discrepancies, in Table 1 the
pre-ESA95 ROW financial account balance is shown before the statistical adjustment just de-
scribed.
In the case of Italy, over the three years for which both pre and post-ESA95 data are available,

only the sector “General Government” (GG) shows a marked reduction of the discrepancy under
the ESA95methodology. Some improvement is also evident for the ROW, albeit the 1997 discrep-
ancy is actually bigger under ESA95. For the sector “Financial Corporations” (FC) a remarkable
reduction is only achieved for 1997, while for the previous two years the discrepancies actually in-
crease. For NFs a better result is also evident only for 1997, while for HTs and FCs the situation is
clearly worse under ESA95.
Since in a number of cases the methodology for financial accounts makes use of estimates to

split assets and, to a lesser extent, liabilities between NFs and HTs, a further row is added to con-
sider the sum of the two (PS = Private non-financial Sector). For Italy, the PS discrepancy shows a
substantial reduction in 1997 under ESA95. Considering that, for several items of the financial ac-
counts, the PS’s assets/liabilities are obtained as a residual and that 1997 is a fairly good year for
the discrepancy of the other sectors, this evidence suggests that the methodology used to split be-
tween corporations and householdsmaybe a candidate for further revisions and improvements.
Looking at the whole time range available for pre and post-ESA95 data one gets broadly the

same picture: across time, both the largest and the smallest sector discrepancies are lower in
post-ESA95data forGG,ROWandNFs; for the first two sectors the average of the absolute values
of the yearly discrepancy is also lower for post-ESA95 data. The opposite is true for the remaining
sectors.
To summarise, in the case of Italy, the comparison between pre and post-ESA95 discrepancies

gives a mixed picture: the new data show a better consistency only for three out of five sectors,
though a significant improvement is apparent only for one sector; furthermore, discrepancies for
the remaining sectors deteriorate considerably, mostly for the FCs.
For the UK, only two overlapping years are available for the two sets of data. They show a re-

duction of discrepancies as a result of the implementation of ESA95 both for the Non-financial
corporations and the Households, with remarkable improvements especially for the first sector.
Also for the UK there seems to be evidence of misallocation between the two sectors, especially
for pre-ESA95 data, where discrepancies always have opposite signs and compensate almost en-
tirely in 1995. Over the whole time range, however, consistency seems to be greater for ESA95
data only for the NFs, for which the average of the absolute annual discrepancies is lower than for
pre-ESA95 data, while the opposite is true for HTs.

The evidence described so far, albeit limited and far from conclusive, doesn’t seem to support the
hypothesis that, for the two countries considered, ESA95 accounts are, overall, strikingly better in
terms of internal consistency.

3.2. Focusing on ESA95 data.

In what follows, an attempt is made to conduct a more comprehensive review of ESA95 data, ex-
amining observed discrepancies between capital and financial accounts for twelveEUcountries.
A difficulty that has to be faced in examining discrepancies and comparing them across sectors

and countries is to find a way to summarise them compactly. In the literature discrepancies are
commonly represented as ratios to GDP or to the sectors’ gross saving. Using GDP as the denomi-
nator is useful for cross-country comparison, but it has the same information value as the pure
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amount of the discrepancies when the objective is to evaluate the degree of distortion to each sec-
tor’s account. To the last purpose, a sector variable – like gross saving – is obviously preferable.
However, unless one could assume a high quality for such variable on the basis of some “a priori”
information, in general results should be interpreted cautiously: the denominator – which is fairly
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Table 1 – Discrepancies between capital and financial account balancing items

(1990-1998: Ecu millions; 1999-2000: Euro millions)

Italy

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Non-financial corporations

pre-ESA95 24449 -3079 -6972 2914 1545 14546 9954 -12943 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. 17750 10343 -9991 -136 -8671 15734

Households + NPISHs

pre-ESA95 -23045 -25148 -6352 -16767 7363 5440 8510 1209 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. 4599 29255 11388 12133 -12349 -29478

NF corpor. + Househ.and NPISHs

pre-ESA95 1403 -28226 -13323 -13852 8909 19986 18464 -11734 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. 22349 39598 1397 11997 -21020 -13744

Financial corporations

pre-ESA95 -4820 7227 -9985 3668 -5963 -4350 -18778 20603 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. -22378 -19985 3082 -3878 22745 16614

General Government

pre-ESA95 -5483 7953 8989 4677 -1280 -5885 2809 -7373 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. 2146 3450 1625 1561 3700 3499

Rest of the world

pre-ESA95 -7546 -7409 3547 -12605 -3043 -16253 -23714 -3678 n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. -2020 -23087 -6137 -13928 -4373 -6456

United Kingdom

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Non-financial corporations

pre-ESA95 11584 5885 11208 6640 3691 8255 5025 n.a. n.a. n.a. n.a.

post-ESA95 n.a n.a. n.a. n.a. n.a. 4550 6407 -199 16167 904 548

Households + NPISHs

pre-ESA95 -12016 -13467 -7242 -589 -5036 -8251 -10064 n.a. n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. -6503 -10929 -12450 -9305 2375 11594

NF corpor. + Househ.and NPISHs

pre-ESA95 -431 -7582 3966 6051 -1345 4 -5039 n.a n.a. n.a. n.a.

post-ESA95 n.a. n.a. n.a. n.a. n.a. -1953 -4522 -12649 6862 3279 12142



close to one of the terms of the comparison (the capital account balance) – would actually be itself
endogenous to the system. 1

To analyse discrepancies a mixed strategy has been used here. A graphical representation of
discrepancies is used to show the distance of each couple of sector capital and financial balances
from the 45° line representing the condition of equality between the two; the sectors’ distances
were also actually computed2. To facilitate cross-country comparisons, a synthetic index for each
country was constructed as the ratio of the sum of the absolute values of sectors’ discrepancies to
nominal GDP3.
To better appreciate the degree of distortion to sector accounts, a second index was calculated

(called “relative index” in what follows) as the ratio of the above defined distances to the sum of
the absolute values of the total flows of financial assets and liabilities for each sector4. The idea be-
hind the choice of the denominator is to relate the errors represented by the discrepancies to amea-
sure of the volume of transactions to which they apply5. A ranking of the countries was also ob-
tained by considering, for each of them, the frequency distribution of the values of the relative in-
dex across sectors and time. To this purpose, four characteristics of the frequency distribution for
each countrywere comparedwith those of the overall distribution: themedian; the tails (in terms of
quintiles) and the maximum value. Four separate rankings were obtained and their mean values
were used for the final ranking. Similar statistics are presented for the set of all country – sector -
years.
The synthetic index helps to compare cross-country the overall magnitude of the sectors’ dis-

crepancies (Table 2). Among the considered group, Denmark is the sole country forwhich the cap-
ital account balance equals the financial account balance across all sectors and years: conse-
quently, the synthetic index is always zero. ExcludingDenmark from the comparison, the values of
the index range from a minimum of 0.5 per cent of the GDP for Spain in 1999 to 10.7 per cent for
Austria in 1998. On average, over the entire period, the lowest values are recorded by Spain (0.8
per cent) and Germany (1.3 per cent). Portugal, the UK and the Netherlands also show fairly mod-
est values, between 1.7 and 2.5 per cent, with France following afterwards (3.2 per cent). The aver-
age value for Portugal, however, includes zero values for the last two years, when all the sector dis-
crepancies vanish, signalling the likely occurrence of a significant change in the methodology or
the adoption of a “full re-balancing” technique. The average for Italy is 5.3 per cent,while those for
Finland, Austria, Sweden and Belgium range from 6.5 to 8.6 per cent.
It is interesting to note that, among the group of countries showing the lowest values of the ra-

tio, only in two cases – UK and Netherlands – capital and financial accounts are compiled by the
same institution, namely the national statistical office; in the case of Spain the National Institute
for Statistics is jointly responsiblewith theBank of Spain for the financial accounts’methodology,
but not for the compilation process. LeavingDenmark andPortugal aside, for none of the countries
considered the ratio shows a clear tendency to decrease over time. Furthermore, in the cases of It-
aly and Austria the variability of annual data is also quite high, a fact that could point some sort of
instability in methods and/or sources. However, a persistent decline of the ratio over the last three
available years is evident in five cases: the Netherlands, Austria, Belgium, Finland and Sweden.
The ratio for Germany appears to partially revert in the year 2000, after the unusual upward swing
recorded in 1999.

The inspection of the values of relative index, measuring the degree of distortion to sectors’ ac-
counts, adds some qualifications to the previous picture (Table 3).
First of all, the distribution of the index across all country – sector – years (last row) gives some

information on the consistency of the ESA95 accounts by sector at the European level. As a rough
indication of a fairly good consistency, one should expect that a large fraction of the values is pretty
close to zero and that deviations from zero are not very big. The index appears to behave somewhat
differently. Its values range from 0 to amaximum of 105.2. The frequency of cases equal to zero is
15.8; the 0 < x � 1 interval is the modal interval, but the associated frequency is not very high,

GRAZIA MARCHESE

IFC Bulletin 12 — October 2002 89

1 This is not the case for GDP, that is generally estimated independently from sectors’ accounts.
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, where SRi and SFi are, respectively, the capital and financial account balancing items for sector i.
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2
100, where AFi and PFi are respectively the flows of total financial assets and total

financial liabilities of sector i.

5 From a conceptual point of view this is not different from using ratios to the sectors’ gross saving; the choice was

mainly dictated by practical reasons of data availability.



amounting to 32.5 per cent. Themean and the median values are respectively 4.7 and 1.2. The fre-
quency of values greater than themean is 26 per cent. The tails of the distribution, covering twenty
per cent of the cases, are delimited by the values of .003 and 6.7 respectively.
Looking at country figures, it can be seen that the group of countries for which the overall sec-

tor discrepancy over GDP is smaller also show a lower distortion to sectors’ accounts. However,
the ranking obtained from the characteristics of the frequency distribution of the relative index is
rather different from the one resulting from the values of the synthetic index. In addition to Den-
mark, whose relative index is always equal to zero, Spain and Portugal again place themselves at
the top: for them, the relative index assumes values� 1with a frequency of 76.7 and 73.3 per cent
respectively; the values delimiting the last quintile of the distribution are 1.1 and 3.5; the maxi-
mum values are 4.6 and 6.8. The Netherlands, the UK and Germany follow afterward, with the in-
dex assuming values� 1 inmore than half of the cases (60 per cent for Netherlands andGermany)
and the last quintile being delimited by values around 3-4 per cent. France is again in the intermedi-
ate position, with a frequency of 50 per cent for the values� 1, amedian value of 1.1 and 7.3 as the
marker for the last quintile. Sweden, with a frequency of 27.6 per cent for values of the index� 1,
appears to have a smaller distortion to sectors’ accounts than Austria, Belgium, Italy and Finland;
for the last four countries the respective index distributions are quite difficult to compare, with It-
aly showing better characteristics in the right-end tail and the vice versa.
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United Kingdo m
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France

Italy
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Belgium

Only countries with a complete data-set over the period 1995-2000 are reported.

Country 1995 1996 1997 1998 1999 2000 mean std.dev
.

Denmark 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Spain 1.64 0.60 0.51 0.68 0.48 0.65 0.76 0.44
Germany 1.41 0.42 0.75 0.57 3.17 1.66 1.33 1.02
Portugal 2.60 2.44 3.42 1.66 0.00 0.00 1.69 1.42
United Kingdom 1.68 2.84 2.27 3.54 0.75 2.23 2.22 0.96
Netherlands 2.57 2.96 2.41 2.43 2.25 2.16 2.46 0.28
France 3.91 4.53 3.68 2.29 2.16 2.54 3.18 0.98
Italy 5.83 8.87 3.13 2.96 4.68 6.16 5.27 2.21
Finland 3.94 9.59 6.64 7.09 6.43 4.93 6.44 1.95
Austria n.a. 7.30 4.63 10.74 6.14 4.30 6.62 2.60
Sweden 7.16 7.76 9.45 5.54 5.35 n.a. 7.05 1.69
Belgium 5.78 9.88 8.53 9.53 9.49 8.30 8.59 1.50

* Weighted mean based on all available country data for each year; gdp shares used as weights.

Table 2 – Synthetic Index



Needless to say, both the synthetic and the relative indexes, especiallywhen looking at their overall
characteristics without focusing on details at sector level, only help to appreciate inconsistencies
that are apparent in the systemof accounts. Aswas suggested in the first paragraph, this is different
from evaluating the “quality” of the accounts, since the possibility cannot be a priori ruled out that
observed discrepancies are, in some cases, a pale residual of the original brightness of the North
Star. Even if the existence of some “screening” technique were known, not much could be said
about qualitywithout a thorough explanation of such technique. Among the group of countries un-
der review, for Denmark and, starting from 1999 data, also for Portugal, the observed equality be-
tween the capital and the financial balancing items across all the sectors is most likely the result of
some “ex-post” reconciliation process that eliminated residual discrepancies after a first run of the
accounts. In the case ofDenmark, no information is available to infer the possible impact of the ap-
plied re-balancing technique, if any; for Portugal, assuming that no re-balancing procedure was
applied to the data previous to 1999, a rough indication of the importance of the overall adjust-
ments made afterwards can be derived by looking at the amount of discrepancies over the period
1995-1998: according to the synthetic index, they appear to be fairlymodest, ranging from amini-
mum of 1.7 of the GDP in 1998 to a maximum of 3.4 per cent in 1997. For Spain, the other “top
rank” country according to both the synthetic and the relative index, it is known that a partial recon-
ciliation process is undertaken which leaves the Non-financial corporations and the Households
sectors with some residual discrepancies; however, the adjustments to sector balances are not sep-
arately identifiable in the accounts.1

While obviously not substituting for any information gap onmethodology of the kind justmen-
tioned, the charts showing, for each country and sector, the distance of the real and financial bal-
ances from the line representing the condition of equality give a more detailed description of the
features of each country’s accounts (Chart 1, in the Annex). To this purpose, it is useful to bear in
mind some basic relations of the system. Theoretically, both for the capital and the financial ac-
counts, sector balances should add to zero, since the sumof the internal sectors’ balances should be
equal and opposite in sign to the ROWbalance. If such equalities hold, the sum of the sectors’ dis-
crepancies is also equal to zero. The basic relationship among sector balances is not always re-
spected by the country data considered here: this is the case for the financial balances of Austria,
and Italy and for the capital account balances of Sweden. When the basic equalities are respected
for a country and larger discrepancies between capital and financial balances concentrate on a few
sectors, they clearly appear to compensate each other in the chart.
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Table 3 – Relative Index’s descriptive statistics

(sectors: GG, NF, FC, HT, RoW – all years)

N°
of
obs.

mean std.
dev /n

freq.
obs. � 1

median Rank 1 20th

perc
Rank
2

80th

perc
Rank
3

Max Rank
4

Average
rank

AT 25 8.73 0.41 16.00 3.54 8 1.44 11 13.25 10 36.06 9 9

BE 30 8.81 0.30 23.33 6.44 12 0.67 9 19.71 12 25.79 8 11

DE 30 1.77 0.08 60.00 0.75 5 0.01 5 3.92 6 10.41 6 6

DK 30 0.00 0.00 100.00 0.00 1 0.00 1 0.00 1 0.05 1 1

ES 30 0.64 0.04 76.67 0.11 3 0.00 4 1.05 2 4.56 2 2

FI 30 10.44 0.43 20.00 4.91 11 1.01 10 18.72 11 54.54 11 12

FR 30 3.66 0.17 50.00 1.10 7 0.24 7 7.30 7 18.33 7 7

IT 30 7.68 0.32 13.33 4.16 10 2.13 12 9.68 8 49.38 10 10

NL 30 1.60 0.08 60.00 0.45 4 0.00 3 2.78 3 10.21 5 4

PT 30 1.23 0.07 73.33 0.01 2 0.00 2 3.46 5 6.77 4 3

SE 29 11.42 0.76 27.59 3.61 9 0.15 6 13.13 9 105.23 12 8

UK 30 1.64 0.06 53.33 0.86 6 0.28 8 3.23 4 6.49 3 5

1 The paper by the Banco de España gives for each sector the algebraic sum of the annual adjustments applied to the fi-

nancial balances over the period 1995-2000 as a ratio to GDP: the highest value is -1.6 for the Financial Corporation

sector.



Starting from countries showing the smallest inconsistencies in their system of accounts, the
chart for Denmark obviously consists, for each sector, of a number of points lying exactly on the
45° line. The chart for Spain reveals for all the sectors, except for the Non-financial corporations
and the Households, only very minor deviations from the 45° line. For the two “deviating” sectors
the distance tends to diminish over time, a part from thewidening observed forHT in the year 2000
(the last available year). The relative index is larger for HT than for NF; respectively the values
range from 4.6 and 3.8 in 1995 to 0.7 and 0.1 in 1999 and in the year 2000 (Table 4, in the Annex).
The PS sector, representing the sumof the two, lies almost always on the bisector, as expected: as a
consequence of the reconciliation process, it absorbs the counterpart adjustments to the accounts
of the Financial Corporations, theGeneralGovernment and theRest of theWorld,which is then al-
located between the two components (HTandNF) according to some estimationmethods. The dis-
tance from the bisector observed for PS in the year 2000, perhaps revealing a still incomplete rec-
onciliation exercise for that year, is mostly mirrored by a similar divergence for the ROW.
In the chart for Portugal all the sectors lie on the bisector in 1999 and in the year 2000. Over the

previous period noticeable deviations are observable for HT and for NF, with values of a similar
magnitude for the relative index (between 3.5 and 6); however they compensate each other almost
entirely, leaving the PS sector very close to the 45° line. TheGG lies almost always on the bisector,
with a small deviation only in 1998,mainly compensated by a similar deviation for the FC sector.
For the Netherlands, the accounts for the General Government and the Financial Corporations

appear to be the most accurate. Significant deviations from the 45° line occur for the Households
and the Non-financial corporations (the largest values for the relative index, respectively 5.5 and
10.2, are recorded in 1995; they come down to 2.4 and to 1.7 in the year 2000): they compensate
each other to a large extent but not fully, so that the PS sector does not lie exactly on the bisector;
the ROW seems to be the candidate for the disturbances affecting the overall private sector’s ac-
counts.
The chart for Germany shows clearly the deterioration in the consistency of accounts for the

last two available years, already signalled by the synthetic index. In 1999, this result is mainly due
to two sectors: theNF corporations and theROW,whose respective discrepancies largely compen-
sate each other. In year 2000 the largest deviation is observed for the Financial Corporations sector,
with the ROW again largely compensating for it. The relative index shows that the distortion to
sector accounts is more important for NF than for HT: in the first case it reaches the values of 10.4
and 5.3 respectively in 1995 and 1999, while the highest value for HT is 1.3 in year 2000. Further-
more, it has to be noted that the points representing HT balances lies exactly on the bisector for the
first three years, perhaps suggesting the recourse to some re-balancingmethod that was discontin-
ued afterwards. For theGeneralGovernment, no discrepancy is observed up to 1997; in the follow-
ing years the (negative) capital account balance is persistently higher than the financial account
balance, with the relative index reaching the value of 6.7 in the year 2000.
The chart for UK shows fairly small distortions for the General Government over the whole

time range. Discrepancies are quite significant for theHT sector, with the relative index peaking at
6.5 in 1996 and coming down to 3.5 in year 2000. For the NF sector discrepancies are, on average,
more contained, peaking in 1998 when the relative index is equal to 3.8. In general, since discrep-
ancies are non-negligible for most of the sectors, it is difficult to detect any possible compensating
effect. However, some relationship seems to exist between the large deviation for NF in 1998 and
the one observed in the same year for the FC sector, and in the year 2000 between those forHT and,
again, the FC, with the ROW also contributing to a lesser extent.
For France, again the General Government sector is the closest to the 45° line. The largest dis-

tances from the bisector are recorded by the Households and the Non-financial Corporations,
whose relative indexes peak respectively to 18.3 in 1996 and to 11.7 in 1997; however, in both
cases the discrepancies tend to reduce significantly over the last three available years, with the rel-
ative index halving for HT and coming down to 1.5 in 1998 and then to 0.4 in the year 2000 for NF.
Furthermore, as shown in the chart for PS, these imbalances compensate each other to a large ex-
tent, with a noticeable exception in 1996. Some deviation from the 45° line is evident also for the
FC sector over the last three years. The counterpart to the observed discrepancies for PS and FC is
evident in the chart for the ROW.
In the case of Sweden, the largest deviations from the 45° line are observable for the ROWand

the NF corporations, whose discrepancies, excluding year 2000, compensate each other to a large
extent. The points representing the GG’s balances lie quite close to the bisector; nevertheless the
discrepancies are significant in relation to the sector’s transactions, as is signalled by the relative
index that assumes fairly high values from1997 onward.On the opposite, it has to be noted that the
Swedish HT accounts, whose points lie almost always on the bisector, seem to be the most consis-
tent, together with those for Germany, among the group of countries considered. Obviously, noth-
ing can be said about the nature of the statistical process behind the results.
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The inspection of the chart for Austria does not point to obvious signs of possible direct links
among observed sectors’ discrepancies, as they are spread all over the sectors.Unlike inmost other
countries, the points representing GG accounts are also highly dispersed around the bisector; a
convergence is however observable in the year 2000.
For Belgium, if one aggregates NF corporations and Households, that show the largest dis-

tances from the 45° line (the relative index ranges from 20.1 to 8.2 for NF; it reaches 25.8 in year
2000 for HT), the resulting discrepancies are considerably lower and appear to be largely compen-
sated by those observed for the Financial corporations. This sector, in turn, has a financial balance
close to zero over the whole time range, while the capital account balance is always positive. A
possible explanation could be that the sector coverage is somewhat incomplete in the capital ac-
count. Data for theGG sector appear to be quite accurate, with appreciable deviations from the 45°
line only in 1997 and 1999. The ROW lies always on the bisector, most likely as a result of a
“forced” equality. In this case, the observed discrepancies for some of the resident sectors could in-
corporate the counterpart of the adjustment to the ROW accounts.
In the case of Italy, only theGeneral Government lies always close to the 45° line. The amounts

of distortion is fairly high especially for HT andNF. For the former sector the relative index ranges
from 17.5 to 2.6; for the latter it varies between 26 and 0.1. The best results are achieved respec-
tively in 1995 and 1997. In both cases the index shows amarked deterioration in the last year, when
the values are respectively 14.9 and 7.8. Looking at the results for the PS sector, which is equal to
the sumof the two, themain sources of disturbances seems to lie in the accounts of theROWand of
the Financial Corporations. In 1997, when the discrepancies for NF corporations and Households
nearly cancel out, both the balances of the ROW and of the Financial corporations are closer to
equality. On the opposite, in “bad” years, like 1996 and 1999, at least one of the two sectors lies
very far from the 45° line.
Analogously, for Finland the Financial corporations sector appears again as themain candidate

source of disturbance toNF corporations’ andHouseholds’ accounts. Both sectors show important
deviations from the line representing the equality between capital and financial account balances:
the largest discrepancies are observed in 1996,when the relative index peaks to 54.5 and to 25.4 re-
spectively forHTandNF; again, pooling the two together in the PS sector, the residual discrepancy
is considerably reduced, although a clear pattern to convergence over time cannot be detected. The
GG balances show very little discrepancies, with visible deviations from the bisector only in 1995
and 1999.

To complete the descriptive evidence, Chart 2 (in the Annex) represents, for each country and sec-
tor, the evolution of the “relative” index over time. To appreciate the results achieved in terms of
coherence between capital and financial accounts, not only the amount of discrepancy between the
respective balances is relevant; the concordance/discordance of their algebraic signs is also impor-
tant. The occurrence of opposite signs is represented in the chart by the dark colour of the corre-
sponding histogram. All the countries, except for Belgium, show a substantial reduction of sector
inconsistencies from the first to the last available year; in the case of Belgium, the deterioration in
2000 with respect to 1995 appears mainly in the households accounts. Half of the countries (Aus-
tria, Belgium Finland, Portugal, Sweden and UK) had sector capital and financial balances with
opposite signs in the first year; apart from Austria and Belgium, such anomalies have been elimi-
nated in the last year. While for Austria the discordance remains limited to the Financial Corpora-
tions sector, in the case of Belgium the General Government adds to the list, which already in-
cluded both the Financial and the Non-financial corporations. On the opposite side, Italy shows
dark bars for the Financial corporations and the ROW in 2000 but not in 1995.
Finally, Chart 3 provides for each year a synthetic description of the consistency of the ac-

counts at European level. By pooling together all countries and sectors, it shows the yearly distri-
butions of the points representing each couple of capital and financial balances around the 45° line.
At a visual inspection, the points seem to be on average closer to the bisector over the last three
years than in the previous period; the proximity seems to be the highest in 1998, while some relax-
ation appears to occur afterwards: that, in turn, could be explained by amore provisional character
of the accounts. However, the cross-year comparison is somewhat altered by the fact that the num-
ber of points is not homogeneous over time, being lower in 1995 and in the year 2000, due to the
partial availability of the data for some of the countries considered.
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Chart 3 – FAB (x-axis) and CAB (y-axis); all sectors (except RE) and countries

Mean and normalized st. dev. are computed on the R-Index
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A clearer picture of the degree of consistency across time is given by the characteristics of the fre-
quency distribution of the relative index, reported in Table 5; in particular, the second part of the ta-
ble shows the results for the subset of countries for which a complete data-set is available.

Most parameters actually point to a higher consistency in the period 1998-2000 than in the previ-
ous one. There also seems to be some improvement from 1998 to the last available year, as sug-
gested by the decreasing values for both the median and the tails of the distribution. The tendency
of the frequency distribution to progressively assume a more desirable shape, with a higher con-
centration around a decreasing left hand tail, is also signalled by its histogram representation, as
shown in Chart 4 below.
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Table 5 – Relative Index’s descriptive statistics

(sectors: GG, NF, FC, HT, RoW – all countries)

(sectors: GG, NF, FC, HT, RoW – all countries except Austria)
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year n. of obs. mean std.dev std.dev/n 20th perc. median 80th perc.

1995 55 6.54 15.80 0.29 0.001 1.06 9.96

1996 60 6.01 10.04 0.17 0.002 1.72 9.82

1997 60 5.15 10.36 0.17 0.005 1.18 8.26

1998 60 4.15 7.20 0.12 0.103 1.20 5.25

1999 60 3.73 6.28 0.10 0.010 0.91 5.21

2000 59 2.92 5.17 0.09 0.003 0.70 3.49

year N° of obs. mean std.dev std.dev/n 20th perc. median 80th perc.

1995 55 6.54 15.80 0.29 0.001 1.06 9.96

1996 55 5.47 9.63 0.18 0.00 1.69 9.02

1997 55 5.11 10.76 0.20 0.003 0.79 7.72

1998 55 3.06 5.08 0.09 0.063 1.06 4.80

1999 55 3.46 6.16 0.11 0.002 0.84 4.92

2000 54 2.87 5.26 0.10 0.002 0.62 3.49



Chart 4 – R-Index’s frequency distribution
All sectors and countries except Austria
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4. Some tentative conclusions

Before attempting to draw some conclusions from the data inspection conducted so far, it is impor-
tant to remark that ESA95 accounts are a relatively new product.We couldwell saywe are still in a
transitional period, inwhichmethods and sources are gradually adjusted over time. Signs that such
a process is actually under way can be found in the last tables and charts presented here. Perhaps
the need to go through this process is particularly strong for the financial accounts, for which the
innovations introduced by ESA95 – above all the principle of recording on an accrual basis – re-
quired substantive changes to the previous methodology and the activation of totally new sources.
These changes, in turn, could have proved especially demanding for those countries where the
sources traditionally used for the compilation of the financial accounts were mainly those avail-
able to the Central Banks, mostly shaped to satisfy the information needs related to monetary pol-
icy and supervision and not necessarily conforming to the accrual principle. Furthermore, given
the limited number of years for which ESA95 accounts have been computed, only a few observa-
tions are available to analyse the behaviour of discrepancies over time and detect systematic trends
on which to concentrate analytical efforts to achieve better results.
The tentative analysis conducted so far, albeit far from conclusive, points to some areas that

could deserve further and closer examination. On themethodological side, at least for the financial
accounts, the separate identification of the transactions carried out by the NF corporations and the
Households is certainly a major issue: exchanging national experiences and expertise in this field
could help identifying best practices and adapting the methods consequently. In several cases, the
similarity between capital and financial balances is also very poor for the Financial Corporations:
assuming that Central Banks should largely be endowed with good quality data sources for this
sector, a closer co-operation between CBs and National Statistical Institutes could bring consider-
able improvements. Furthermore, not surprisingly, theROWaccounts seem to be, in several cases,
amajor source of disturbance for the systemof accounts: herewe could expect some progress to be
achieved in themedium term, as a result of the efforts undertaken at the national and European lev-
els to harmonise and ameliorate the collection systems and the statistical methods used to compile
the balance of payments. Last, but not least, much can be done, in general, to improve the accurate-
ness in terms of coverage and data quality, of the basic sources, as well as to co-ordinate revision
policies when different agencies are mainly responsible for the production of capital and financial
accounts. On the other end, the fairly good consistency achieved by the vast majority of the coun-
tries for the General Government accounts could be, at least partially, the outcome of the need to
monitor closely the accurateness of the estimates produced for those macro-variables that are
placed at the core of economic policies of the Union. Similarly, one could expect significant im-
provements in the overall quality of sector accounts to follow the further enforcement of statistical
requirements to satisfy policy needs, on the way traced by the EMU Action Plan.
To conclude, ESA95 accounts, as a recent achievement, still face a long way to go to reach full

maturity. The term “full maturity” should be understood as a state of the accounts under which re-
sidual sector discrepancies are fairly small and the reliability of each contributing cell can be as-
sessedwith a reasonable degree of confidence. Under such conditions the recourse to re-balancing
methods – like for example the Stone method – could actually increase the overall consistency of
the system. Under the present circumstances, instead, we should not underestimate the (informa-
tive) value of discrepancies between capital and financial accounts: to show – rather than to con-
ceal – them, to the purpose of monitoring their magnitude and reacting to gradually reduce it over
time, could be of a much greater help to a genuine progress of the internal consistency of the sys-
tem.
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Quarterly Monetary Union
Financial Accounts

for ECB Monetary Policy Analysis

Reimund Mink (ECB)1

Rational decision making requires the determination of an objective, the specification of

options of how to achieve this objective, the illustration of the physical and economic re-

strictions, and achieving the maximum goal under the given restrictions.
2

To design the ac-

counting framework and to compile quarterly Monetary Union financial accounts (MUFA)

is seen as such a decision-making process.

For the European Central Bank, the specification of an objective – to compile quarterly

MUFA – is mainly determined by monetary policy purposes, focusing predominantly on the

analysis of the transmission mechanism. Based on the available options, a single strategy

has to be chosen as a step-by-step approach: starting with the compilation of the quarterly

Table on Financing and Investment (TFI) of non-financial sectors, work has already con-

tinued to expand the TFI from three to seven sectors. Further steps will extend the

seven-sector approach to a fully integrated and timely system of accounts with

who-to-whom relationships between sectors and areas and with sufficient detail of instru-

ments for stocks and flows. Following such an approach, various constraints have to be

taken into account, which avoid a quick ‘optimisation’ process. Such obstacles are mainly

related to constraints on available statistical data and human resources. The note deals

with these four elements of the decision making process, the design of the envisaged ac-

counting framework as the objective, the step-by-step approach as the preferred strategy,

the constraints, and the implementation so far.

1. The design of the envisaged accounting framework as the objective

To design the envisaged accounting framework of quarterly Monetary Union financial accounts
(MUFA) the various users have to be taken into consideration. These are predominantly econo-
mists and financial analysts preparing and analysing ECB monetary policy decisions.

1.1. The design from a perspective of ECB monetary policy analysis

ECB monetary policy analysis centres on what is called the transmission mechanism: How does
monetary policy affect the economy; through what channels does monetary policy operate? Some
major transmission channels are of specific interest: As ECB monetary policy strategy assigns a
prominent role to money, monetary financial institutions (MFI) play a dominant role in the trans-
mission ofmonetary policy. Financial markets are also seen as an important transmission channel.
Furthermore, the increasing globalisation and cross-border ownership as well as new financial in-
struments seem to have resulted in a faster transmission of policy and other effects, perhaps more
oriented towards sectors rather than countries.
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To analyse monetary policy and the transmission mechanism of policy decisions, quarterly
MUFA have to be designed in such a way that they provide a broad financial context for monetary
aggregates and credit, which are essentially derived fromMFI balance sheet statistics. While dif-
ferent sectors regularly take decisions in which types of assets they invest and how they finance
their investments, the sectoral framework leads to an extendedmonetary analysis covering mone-
tary aggregates vis-à-vis short-term financial investment aswell as other short-term and long-term
investment and financing. For example, long-term securities and shares reflect predominantly
long-term instruments of financial investment and financing.

1.2. The design from a perspective of financial analysis

The ‘portfolio-equilibrium approach’ seems to be themost appropriate framework to complywith
financial analysis: households, corporations, financial or non-financial, and government are seen
as the institutional units in an economymanaging efficiently their portfolios, i.e., their stocks of as-
sets and liabilities, including money (though, as noted above, money as the transactions medium
may be considered to have specific features and importance).1 Management comprises, beside the
structure of stocks, also decisions on transactions (financial and non-financial, like the net acquisi-
tion of assets, the net incurrence of liabilities, production, income, consumption, or saving) and
other flows – especially changes in prices (measured as holding gains or losses). The basic ac-
counting tools reflecting these activities are balance sheets as well as transactions and other flow
accounts. These are linked to the correspondingmacroeconomic accounts as summarised in sector
balance sheets, transaction and other flow accounts, after appropriate aggregation and consolida-
tion.
The approach concentrates on the consideration of wealth-holders’ decisions on investment –

financial or non-financial – and represents a generalisation of the treatment ofmoney, with its spe-
cial characteristics, as one among the wide range of assets, which are alternative ways of holding
wealth. The demand for money is seen as a decision in the formation of an optimal portfolio, the
choice among assets being determined by a trade-off between rates of return and “liquidity ser-
vices.”All transactions are covered,which contribute to the accumulation of assets held and liabil-
ities incurred by sectors within a period. Saving, net capital transfers, and net incurrence of liabili-
ties (financing) are used to acquire non-financial and financial assets (investment). There is a strict
requirement for each sector that its investment must be equal to its financing.
A further implication of the ‘portfolio-equilibrium approach’ is to monitor the structure of in-

terest rates and asset prices as well as the corresponding income and expenditure components re-
sulting from assets and liabilities. Asset prices may be derived from price changes as part of
changes in stocks allowing for the evaluation of holding gains and losses of the various sectors.
While a dichotomy is evident between financial and non-financial analysis, this is neglected in

the ‘portfolio-equilibrium approach’. The activities of the non-financial sectors and the financial
sectors are treated simultaneously, since sectors’ portfolio decisions are seen as interrelated. Nev-
ertheless, assets and liabilities are broken down in relation to their economic use, liquidity andma-
turity, as well as their tradability and volatility, etc.

1.3. The design from a statistical point of view

The design of quarterly MUFA follows closely an integrated approach as outlined above and re-
flected in the System of National Accounts (SNA 93) and in the European system of national and
regional accounts in the Community (ESA 95).2 QuarterlyMUFA cover accounts for transactions,
financial balance sheets and other flows. Transactions register the movements of the financial in-
struments from the sectors that used them as financing sources, directly or through financial inter-
mediaries, to those sectors that use them for investment (financial assets). Financial balance sheets
provide an overview of the stocks of financial assets held and of the liabilities incurred by the insti-
tutional sectors at the end of the quarter. Changes in these stocks reflect, besides transactions, other
changes in the volume of assets and revaluations during the quarter covered in the other flow ac-
counts.
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Quarterly MUFA are to be linked to non-financial accounts to reflect a comprehensive picture
of financial and non-financial transactions and other flows within the euro area, and a frequent
snapshot of outstanding amounts of assets (financial and non-financial) and liabilities.
Furthermore, who-to-whom information has to be integrated as much as possible into the

framework to complywith statistical aswell as analytical requirements.A “basic principle of com-
piling institutional sector accounts ismaking use of counterpart information; that is, in any transac-
tion involving two parties, information can be collected from the party from which it can be most
efficiently collected.”1 Consequently, quarterly MUFAs are seen as a powerful instrument for
achieving consistency in high-frequency financial data provided by money and banking, balance
of payments, capital market, and government finance statistics.

2. The step-by-step approach to compile quarterly MUFA

It is intended to implement quarterlyMUFAas a step-by-step approach based on the availability of
timely financial statistics for the euro area.2Work is nearly complete on theTable onFinancing and
Investment (TFI) of non-financial sectors in the euro area.3 A further step will be to expand this ta-
ble to full sector coverage (six resident sectors) including the rest of theworld. Further consecutive
steps will be to include a full set of instruments, the non-financial accounts (as much as possible)
and who-to-whom information.
Nevertheless, basic principles as described in ESA 95 have to be followed in implementing the

step-by-step approach. These are the selection of the instrument and account categories as well as
the institutional sectors. Others are implicitly covered by selecting ESA 95 as the basic method-
ological framework like time of recording, market valuation and residency.

2.1. Instrument and account categories

To enhance the analytical usefulness of the data, assets and liabilities are classified by their nature
into instrument categories following ESA 95. A distinction is drawn between financial transac-
tions as shown in the financial transactions account, non-financial transactions as shown in the
capital account and in other non-financial accounts, other flows as shown in the other changes in
the volume of assets and revaluation accounts, and stocks as shown in the balance sheets.4

2.1.1. The financial transaction account

In the financial transaction account, seven categories of financial transactions are distinguished in
ESA 95. They are classified according to their liquidity and their legal characteristics. Provision is
made for further breakdowns, mainly according to original maturity and type of instrument (ac-
count has also been taken of financial derivatives, which were not previously included in the ac-
counts). Shares and other equity are further broken down by quoted and unquoted shares, other eq-
uity and mutual fund shares.

First, a sub-set of financial instruments has been selected as themain financial investment and
financing components, which are covered in the TFI of non-financial sectors in the euro area. By
balancing of the financial investment and financing components of all euro area sectors and the rest
of theworld datamay be reconciled for the selected financial instruments. In a further step, the bal-
ancing processmaybe extended to all financial instruments according to the coverage shown in the
ESA 95 Transmission Programme, including some breakdowns by original maturity and type as
shown in Table 1.
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Table 1 – Coverage of financial transactions

TFI-related approach (selected components) Extended approach (full coverage)

F.1 Monetary gold and special drawing rights
(SDRs)
F.11 Monetary gold
F.12 Special drawing rights (SDRs)

F.1 Monetary gold and special drawing rights
(SDRs)
F.11 Monetary gold
F.12 Special drawing rights (SDRs)

F.2 Currency and deposits F.2 Currency and deposits
F.21 Currency
F.22 Transferable deposits
F.29 Other deposits

F.33 Securities other than shares, excluding financial
derivatives

F.331 Short-term
F.332 Long-term

F.3 Securities other than shares
F.33Securities other than shares, excluding financial
derivatives
F.331 Short-term
F.332 Long-term
F.34 Financial derivatives

F.4 Loans
F.41 Short-term

F.42 Long-term

F.4 Loans
F.41 Short-term
o/w Consumer credit
F.42 Long-term
o/w Mortgage loans

F.511 Quoted shares

F.52 Mutual fund shares
O/w Money market fund shares

F.5 Shares and other equity
F.51 Shares and other equity, excluding mutual fund
shares
F.511 Quoted shares
F.512 Unquoted shares
F.513 Other equity
F.52 Mutual fund shares
O/w Money market fund shares

F.6 Insurance technical reserves
F.61 Net equity of households in life insurance re-
serves and in pension fund reserves

F.62 Prepayments of insurance premiums and re-
serves for outstanding claims

F.6 Insurance technical reserves
F.61 Net equity of households in life insurance re-
serves and in pension fund reserves
F.611 Net equity of households in life insurance re-
serves
F.612 Net equity of households in pension fund re-
serves
F.62 Prepayments of insurance premiums and re-
serves for outstanding claims

F.7 Other accounts receivable/payable
F.71 Trade credits and advances
Trade credits

Advances

F.79 Other

2.1.2. The capital account, the other flow accounts and the balance sheet

The financial accountmay be extended by combining itwith the capital account resulting in the ac-
cumulation account due to transactions. As shown in Table 2, the capital account comprises the
(net) acquisition of non-financial assets as well as net saving including net capital transfers. The
acquisition of non-financial assets is, for each sector, the gross capital formation (excluding con-
sumption of fixed capital) and the net acquisition of non-produced non-financial assets. Saving
and capital transfer receipts excluding payments appear as net amounts available from the capital
account for investment purposes. Financial instruments are shown in the financial account as net
acquisition of financial assets or as net incurrence of liabilities by each sector. Saving, net capital
transfers, and net incurrence of liabilities are the various sources, which could be used to acquire
non-financial and financial assets.
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All financial transactions of a sector are combined into a net lending or net borrowing that is
either the excess of the sector’s financial investment over its external financing or, vice versa, the
excess of the sector’s saving including net capital transfers over its non-financial investment. Con-
sequently, two basic constraints on Table 2 apply: First, for each sector, total investment is the sum
of non-financial investment and financial investment, which is by definition equal to financing
shown for each sector. Second, on any row of the table the sum of all investments of the sectors is
equal to the sum of all sources of financing used by the sectors.

Table 2 – Sequence of institutional sector accounts

Production and income account

Uses Resources

Accumulation account

Changes in assets Changes in liabilities and net worth

Capital account

Non-financial investment (acquisition of non-finan-
cial assets)
Gross capital formation
Consumption of fixed capital (-)
Changes in inventories
Acquisitions less disposals of valuables
Acquisitions less disposals of non-produced non-fi-
nancial assets

Saving, net
(Current external balance: for the euro area as a
whole)
Capital transfers, net
Capital transfers, receivable
Capital transfers, payable (-)

Financial account

Financial investment (net acquisition of financial as-
sets)
Monetary gold and SDRs
Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts receivable

Net incurrence of liabilities

Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts payable

Other changes in the volume of assets account; and revaluation account

Non-financial assets
Financial assets
Monetary gold and SDRs
Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts receivable

Liabilities

Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts payable

Balance sheet

Assets Liabilities and net worth

Non-financial assets
Financial assets
Monetary gold and SDRs
Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts receivable

Liabilities

Currency and deposits
Securities other than shares
Loans
Shares and other equity
Insurance technical reserves
Other accounts payable
Net worth
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For a fully integrated system of accounts the other non-financial accounts (production and income
account), the other flow accounts (other changes in the volume of assets account and revaluation
account) and full balance sheets will have to be introduced. The selection of components as shown
in the tables of Annex 1 may provide a starting point.
An overall aim is to apply the integrated system in a way that it allows identification of vari-

ables and indicators, which are of specific analytical and political interest, like M3, private, gov-
ernment or external debt, net lending/net borrowing or deficit/surplus by sector, GDP, disposable
income, consumption, gross saving, gross capital formation, net acquisition of financial assets, net
incurrence of liabilities, or holding gains and losses.

2.2. Euro area sectors

While the quarterly TFI currently compiled by the ECB only covers three non-financial sectors
(non-financial corporations, general government and households including non-profit institutions
serving households), the seven-sector approach also includes three financial sectors (monetary fi-
nancial institutions (MFIs), other financial intermediaries other than insurance corporations and
pension funds including financial auxiliaries, and insurance corporations and pension funds).
Cross border transactions and positions of these euro area sectors with the rest of the world are re-
flected in the accounts of the rest of theworld (seen from the perspective of the euro area) (Table 3).

Table 3 – Sectors according to the TFI, the seven-sector approach and
the extended approach

ESA 95 code
(national econ-
omy)

Euro area sector TFI Seven-
sector
approach

Ex-
tended
approach

S. 11 Non-financial corporations X X X

S.121/122

S.123/124

S.125

Monetary financial institutions(MFIs)
Eurosystem

European Central Bank
National Central Banks

Other monetary financial institutions
Credit institutions
Money market funds

Other financial intermediaries, other than in-
surance corporations and pension funds, and
financial auxiliaries

European Investment Bank
Other

Insurance corporations and pension funds

X

X

X

X
X

X
X
X

X

X
X
X

S.13 General government
European Union (Budgetary) Institu-
tions
Central government
State government
Local government
Social security funds

X X X
X
X
X
X
X

S.14/15 Households and non-profit institutions serving
households

X X X

S.2 Rest of the world X X

Thequarterly data as specified in the current draft regulation on quarterly financial accounts for the
government sector would allow a further breakdown of the euro area general government sector
into the sub-sectors central government, state government, local government and social security
funds. For a full coverage of euro area general government transactions and positions, further fi-
nancial data are needed for several European institutions like the European Union (budgetary) in-
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stitutions and the European Investment Bank (the ECB is part of the MFI sector). Additional
sub-sectors may be included, especially within the financial corporations sector, depending on an-
alytical needs and available data.

2.3. Step one – the quarterly TFI of non-financial sectors in the euro area

2.3.1. The structure of the quarterly TFI

As a first step towards the compilation of quarterly MUFA, the TFI of non-financial sectors in the
euro area has been compiled and currently published as Table 6.1 of the euro area statistics section
of the ECBMonthly Bulletin. Table 4 provides an overview of these data. It covers the main items
under the financing and financial investment of the non-financial sectors in terms of the amounts
outstanding as at end-2001.

Table 4 – Financial investment and financing of non-financial sectors in the euro
area at end-2001

Amounts outstanding

Source: ECB.

The financial instruments currently covered by the TFI are in bold.

MFIs – Monetary financial institutions; OFIs – Other financial intermediaries (excluding insurance corporations and

pension funds) and financial auxiliaries; ICPFs – Insurance corporations and pension funds; NPISH – Non-profit institu-

tions serving households.
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Main financial assets
EUR

billions % Main liabilities
EUR
billion %

Total 15.084 100,0 Total 15.821 100,0
Currency and deposits 5.365 35,6 Loans 7.726 48,8

Currency 240 1,6 a) taken from
Deposits with 5.125 34,0 Euro area MFIs 6.899 43,6

Euro area MFIs 4.959 32,9 Other financial corporations 827 5,2
Non-MFIs 166 1,1 b) granted to

Securities other than shares 1.885 12,5 General government 891 5,6
Short-term 221 1,5 Short-term 50 0,3
Long-term 1.664 11,0 Long-term 841 5,3

Shares 4.462 29,6 Non-financial corporations 3.469 21,9
Quoted shares 2.619 17,4 Short-term 1.219 7,7
Mutual fund shares 1.843 12,2 Long-term 2.250 14,2

o/w Money market fund shares 264 1,7 Households 3.366 21,3
Insurance technical reserves 3.373 22,4 Short-term 283 1,8

Net equity of households in life
insurance and pension fund reserves 3.039 20,1 Long-term 3.083 19,5
Prepayments of insurance premiums
and reserves for outstanding claims 334 2,2 Securities other than shares 4.396 27,8

General government 3.881 24,5
Short-term 435 2,7
Long-term 3.446 21,8

Non-financial corporations 515 3,3
Short-term 137 0,9
Long-term 378 2,4

Quoted shares
issued by non-financial
corporations 3.281 20,7

Deposits
liabilities of central government 164 1,0

Pension fund reserves
of non-financial corporations 253 1,6



These categories are currency and deposits, loans, securities other than shares (excluding financial
derivatives), shares (excluding unquoted shares) and insurance products. Most of the financial in-
struments are either mediated through financial corporations to non-financial sectors or traded on
capital markets.
Broken down by original maturity, short-term financial investment relates predominantly to

holdings of broad money (M3) of the euro area non-financial sectors, supplemented by certain in-
vestments in financial assets vis-à-vis other financial intermediaries. Long-term investment com-
prises long-termdeposits and securities, insurance technical reserves, and shares.Deposits that are
part of long-term financial investment are those with an agreed maturity of over two years and
those redeemable at over three months’ notice. The major components of financing granted to
non-financial sectors are securities, loans and quoted shares. Non-financial sectors’ net financial
investment (stocks or transactions) may be derived by subtracting financing (liabilities or transac-
tions in liabilities) from total financial investment (financial assets or transactions in them).1

Table 5 shows a breakdown of the TFI by short-term and long-term financial investment and fi-
nancing. Short-term financial investment covers currency, short-term deposits, money market
fund shares, short-term debt securities and prepayments of insurance premiums and coincides
mainly with monetary aggregates. Nevertheless, most of the financial investments are long-term
comprising deposits, debt securities, shares and insurance technical reserves. This also applies to
financing of which approximately 15% of total is short-term and 85% long-term.
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Main financial assets
EUR

billions % Main liabilities
EUR

billions %
Total 15.084 100,0 Total 15.820 100,0
Short-term financial investment 5.479 36,3 Short-term financing 2.288 14,5

Currency 240 1,6 Loans 1.552 9,8
Deposits with euro area MFIs 4.255 28,2 General government 50 0,3

Overnight deposits 1.690 11,2 Non-financial corporations 1.219 7,7
With agreed maturity up to 2 years 949 6,3 Households 283 1,8
Redeemable at notice up to 3 months 1.360 9,0 Securities other than shares 572 3,6
Repurchase agreements 117 0,8 General government 435 2,7
Deposits of central government 139 0,9 Non-financial corporations 137 0,9

Deposits with non-MFIs 166 1,1 Deposits of central government 164 1,0
Money market fund shares 264 1,7 Long-term financing 13.533 85,5
Securities other than shares 221 1,5 Loans 6.174 39,0
Prepayments of insurance premiums and
reserves for outstanding claims 334 2,2 General government 841 5,3

Long-term financial investment 9.605 63,7 Non-financial corporations 2.250 14,2
Deposits with euro area MFIs 704 4,7 Households 3.083 19,5

With agreed maturity over 2 years 668 4,4 Securities other than shares 3.825 24,2
Redeemable at notice over 3 months 36 0,2 General government 3.446 21,8

Securities other than shares 1.664 11,0 Non-financial corporations 378 2,4

Shares 4.198 27,8
Quoted shares issued by non-
financial corporations 3.281 20,7

Quoted shares 2.619 17,4
Pension fund reserves of non-
financial corporations 253 1,6

Mutual fund shares (excluding money
market fund shares) 1.579 10,5

Net equity of households in life insurance
reserves and pension fund reserves 3.039 20,1

Source: ECB.

Table 5 – Financial investment and financing of non-financial sectors in the euro area
by original maturity at end 2001

Amounts outstanding

1 The framework behind this approach is based on the Council Regulation (EC) No 2223/96 of June 1996 on the Euro-

pean system of national and regional accounts in the Community (ESA95), which need to be amended to give guidance

on compiling quarterly accounts in the euro area.



2.3.2. Some shortcomings of the quarterly TFI of non-financial sectors in the euro area

Further work has to be done to fully reconcile all short-term financial investment components
vis-à-visM3. This relates predominantly to holdings of moneymarket fund shares, moneymarket
paper and debt securities (with an original maturity up to 2 years) issued by euro area MFIs. For
these items information on holdings of non-residents is available but not on the breakdown by resi-
dent sector. For currency there is no information on residency and sector of the holder.
A further shortcoming of the table is that also no data are shown in the TFI on the holdings of

monetary aggregates by sectors other than non-financial. These are non-MFI financial institutions
as well as non-residents of the euro area. Integrating also the financial institutions (such as insur-
ance corporations and pension funds as well as other financial intermediaries including financial
auxiliaries) and the rest of theworld into theTFIwould lead to an extension of theTFI to seven sec-
tors.

2.4. Step two – the extension of the TFI to seven sectors

The extension of the TFI to seven sectors will complete the coverage of sectoral data for monetary
aggregates as well as for the other financial instruments currently shown in the TFI. Extending the
table in this directionwould allow the data to be balanced, amounts outstanding as well as transac-
tions, instrument by instrument (Chart 1).
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Main financial assets
EUR

billions % Main liabilities
EUR

billions %
Total 15.084 100,0 Total 15.820 100,0
Short-term financial investment 5.479 36,3 Short-term financing 2.288 14,5

Currency 240 1,6 Loans 1.552 9,8
Deposits with euro area MFIs 4.255 28,2 General government 50 0,3

Overnight deposits 1.690 11,2 Non-financial corporations 1.219 7,7
With agreed maturity up to 2 years 949 6,3 Households 283 1,8
Redeemable at notice up to 3 months 1.360 9,0 Securities other than shares 572 3,6
Repurchase agreements 117 0,8 General government 435 2,7
Deposits of central government 139 0,9 Non-financial corporations 137 0,9

Deposits with non-MFIs 166 1,1 Deposits of central government 164 1,0
Money market fund shares 264 1,7 Long-term financing 13.533 85,5
Securities other than shares 221 1,5 Loans 6.174 39,0
Prepayments of insurance premiums and
reserves for outstanding claims 334 2,2 General government 841 5,3

Long-term financial investment 9.605 63,7 Non-financial corporations 2.250 14,2
Deposits with euro area MFIs 704 4,7 Households 3.083 19,5

With agreed maturity over 2 years 668 4,4 Securities other than shares 3.825 24,2
Redeemable at notice over 3 months 36 0,2 General government 3.446 21,8

Securities other than shares 1.664 11,0 Non-financial corporations 378 2,4

Shares 4.198 27,8
Quoted shares issued by non-
financial corporations 3.281 20,7

Quoted shares 2.619 17,4
Pension fund reserves of non-
financial corporations 253 1,6

Mutual fund shares (excluding money
market fund shares) 1.579 10,5

Net equity of households in life insurance
reserves and pension fund reserves 3.039 20,1

Chart 1 – The TFI covering the financing and investment components for all
euro area sectors

Financial investment

(net acquisitions of financial assets as

as changes in assets)

Financing

(net incurrence of liabilities

changes in liabilities and net worth)



Chart 1 also indicates (in bold) which financial instruments are currently covered by the TFI and
for which a full coverage across the various sectors is aimed at. These sectors are the three non-fi-
nancial sectors (non-financial corporations, general government and households including
non-profit institutions serving households) complemented by three financial sectors, namely
MFIs, insurance corporations and pension funds (ICPFs), and other financial intermediaries in-
cluding financial auxiliaries (OFIs). The seventh sector is the rest of the world (meaning all eco-
nomic agents outside the euro area).
Detailed accountswill have to be drawnup of further sub-sectors of general government and fi-

nancial corporations. This work will be closely related to the users’ needs, especially related to
monetary policy analysis. For general government, quarterly non-financial and financial accounts
will be available in the near future following the draft European Parliament and Council regula-
tions on quarterly accounts. Specific analytical interest relates to central government and social se-
curity funds. One option is to use these data together with quarterly accounts for ICPFs to evaluate
the economic and financial behaviour of the sub-sectors in the light of ageing populations in the
euro area. Similar analytical needs are seen in relation to institutional investors in the euro area,
principally financial corporations other thanMFIs. For that purpose a further separation of mutual
funds from OFIs may be useful.1

2.5. Step three – the extension of the TFI by including a full set of financial instruments

In step three all financial instruments not covered in the current TFIwill be added. These are finan-
cial derivatives, loans (granted by non-financial sectors), unquoted shares, other equity and other
accounts receivable and payable (trade credit, advances and other financial assets and liabilities).
Further work is needed on the collection and valuation of such data. Inclusion of these categories
will complete the coverage of financial instruments according to ESA 95 and will allow net lend-
ing/net borrowing to be derived.

A starting point for the collection of such data will be the annual data already available for na-
tional financial accounts as outlined in Tables 6 and 7 of the ESA 95 Transmission Programme
(Annex 2).

2.6. Step four – the extension of the TFI by integrating saving and non-financial investment

A further extension of the current TFI relates to the incorporation of saving and non-financial in-
vestment, to complete the coverage of investment (financial and non-financial) and financing (net
saving, net capital transfers and net incurrence of liabilities (Chart 2).
Chart 2 presents the accumulation account as a combination of the financial account with the

capital accounts. It covers all transactions of the euro area and its sectors, which contribute to the
accumulation of stocks of assets - non-financial or financial and held by the euro area and its sec-
tors - and liabilities incurred within the accounting period.2 There is a strict requirement in the ac-
cumulation account for each sector and the economy as a whole that the investment must be equal
to the financing.
Net lending/net borrowing does not appear in the accumulation account. It would be artificial

to show it because no corresponding item appears in the changes in (non-financial and financial)
balance sheets. The balancing item of the accumulation account is (net) saving.

The basic accounting tools reflecting these activities are balance sheets as well as transaction
and other flow accounts of institutional sectors such as households, non-financial corporations, fi-
nancial corporations and government. The management of their portfolios comprises, besides the
structure of stocks, also decisions on transactions (e.g. consumption and income) and decisions
taking into account other flows – especially changes in values (measured as holding gains or
losses).
Following this line of reasoning statistical discrepancies are shown between saving compiled

via the accumulation account and saving compiled via the use of income account, or form a new
category “error and omission” being either part of the use of income account or the accumulation
account.
The accumulation account will be complemented by components taken from the production

and income accounts. The link with real variables allows the interrelation between financial and
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real variables to be studied, which also relates to the monetary policy transmission process, as re-
flected in income and wealth effects.

2.7. Step five – who-to-whom quarterly MUFA

2.7.1. Who-to-whom information in the current TFI

The current TFI as published in the ECBMonthly Bulletin shows only partly who-to-whom infor-
mation. The kind of datamainly relates to deposits and loans, which are not traded onmarkets and,
therefore, easily identifiable by counterpart sector. For instance, the data taken fromMFI balance
sheet statistics allow deposits acquired or loans incurred by the individual non-financial sectors
vis-à-vis MFIs anywhere in the euro area to be shown. Non-financial sectors’ deposits and loans
vis-à-vis MFIs outside the euro area are not covered by the MFI balance sheet statistics.
Euro area aggregates derived from quarterly national financial accounts mostly provide a

breakdown by counterpart residency (resident and non-resident) from a national perspective. The
more detailed split of the data into otherMU and extra-MU (which is required for the derivation of
the rest of the world accounts) is not yet available for most of the national data.
To overcome these obstacles the national data need to be provided with a split by counterpart

residency into resident, other MU and extra-MU. For instance, to derive proper euro area aggre-
gates and to showwhich sectors (in the euro area) acquire quoted shares issued by resident corpo-
rations data have to be provided from a national perspective with the breakdown as indicated in
Chart 3.

108 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 1

Chart 2 – The TFI covering saving, financing and investment (a numerical example)

Changes in assets Changes in liabilities and net worth
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the
World
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nancial
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Euro
area

Rest of
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World

Financing 205 236 132 260 833 50

Changes in net worth due to

saving and capital transfers

65 4 -38 199 230 -38

Saving, net 48 11 -10 184 233

Current external balance -42

Capital transfers, receivable 33 6 23 62 4

Capital transfers, payable -16 -7 -34 -8 -65 -1

Net incurrence of liabilities 140 232 170 61 603 88

49 834 205 236 132 261 Investment

192 134 -1 12 47 Non-financial investment

376 250 9 37 80 Gross fixed capital formation

-222 -137 -10 -30 -45 Consumption of fixed capital (-)

28 26 2 Changes in inventories

10 2 3 5 Acquisitions less disposals of
valuables

-7 2 5 Acquisitions less disposals of non-
produced/non-financial assets

49 642 71 237 120 214 Net acquisition of financial assets



The same applies to the collection of national data on holdings of quoted shares: The national data
provided by the Member States should cover series on quoted shares held by resident sector (col-
umns) which are issued by resident, other MU and extra-MU non-financial and financial corpora-
tions (Chart 4).

In financial accounts the restriction always applies that, as for this example, the sum of quoted
shares held by residents (which are issued by residents and non-residents) is equal to the sum of
quoted shares issued by residents (which are held by residents and non-residents) – on a national as
well as on an euro area level. If for instance the euro area comprised two countries (c1 and c2), the
matrix of Chart 5 would have to be constructed in the following way:
For instance, the holdings of quoted shares by non-financial corporations (column 1) in the

euro area would comprise: The sum of the holdings vis-à-vis corporations (non-financial and fi-
nancial) in country 1 and in country 2 belonging to theMU as well as vis-à-vis corporations which
are not residents of theMU.Based on thiswho-to-whom information the data on holdings vis-à-vis
specific sectors as reported by country 1 should correspond to the data reported on the issuances
vis-à-vis specific sectors reported by country 2. For instance, items 3A and 1E should be identical.
If discrepancies would be reported reconciliation exercises would have to be undertaken.
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Chart 3 – Provision of data on the issuance of quoted shares from a national perspective
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debtor sector
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non-financial
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Resident financial
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2A 2B 2C 2D 2E 2F 2G 2H 2I

Chart 4 – Provision of data on holdings of quoted shares from a national perspective
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Chart 5 – Compilation of a who-to-whom euro area matrix for quoted shares in a
two-country case

2.7.2. Who-to-whom as reflected in methodological handbooks

Chapter 11.F of SNA 93 bases who-to-whom accounts (detailed flow of funds accounts) on two
three-dimensional tables (Tables 11.3a/b): The first table records transactions in assets cross-clas-
sified by type of asset and by debtor sector; the second table records transactions in liabilities
cross-classified by type of liability and by the creditor sector. Similar tables could also be designed
for balance sheet items. The chapter also describes how to use such tables in various economic pol-
icy areas.

The ESA 95 defines such a system as a financial account by debtor/creditor (of a sector or the
rest of the world), showing a breakdown of the net acquisition of financial assets by debtor sector
and of the net incurrence of liabilities by creditor sector (paragraph 5.13). The same applies for the
financial balance sheet by debtor/creditor (of a sector or the rest of the world) as outlined in para-
graph 7.69.

The IMF’sGovernment Finance StatisticsManual 2001 outlines the importance of classifying
transactions in (and stocks of) financial assets and liabilities by (counterpart) sector. It stresses
that, for a full understanding of financial flows and the role they play in government finance, it is
often important to knownot justwhat types of liabilities a government unit uses to finance its activ-
ities, but alsowhich sectors are providing the financing. In addition, it is often necessary to analyse
financial flows between subsectors of the general government sector. Table 8.4 of theGovernment
Finance Statistics Manual is an extended version of the ‘government part’ of Tables 11.3a/b of
SNA 93. Financial assets and liabilities are both classified by the residence and the sector of the
unit that issued the financial asset or holds the liability. Even for the non-resident units (referred to
collectively as the rest of the world) it is important to know not only the amount of financing re-
ceived from non-resident units, but also the types of non-resident units supplying the financing by
sector.
The IMF’s Quarterly National Accounts Manual as well as handbooks dealing solely with the

rest of the world account like the Balance of PaymentsManual, 5th edition, refer to the importance
of showing detailed counterpart information. By definition, assets and liabilities of the euro area
rest of the world account are presented in relation to its counterparts, the resident sectors. For in-
stance,whether debt is depends on the residence status of the creditor and debtor. For external debt,
the institutional sector presentation follows the concept described in SNA 93.
To conclude, the three-dimensional tables as described in the SNA93 cover the breakdowns by

instrument, debtor and creditor sector necessary for a detailed who-to-whom presentation - either
designed for the whole euro area or for specific euro area sectors and subsectors. The tables allow
an analysis of who is financingwhom, towhich amount and bywhich instrument. Questions could
be answered like:What are the counterpart sectors of financial investment and financing decisions
of a sector or a subsector? Which are the corporations (financial or non-financial, resident or
non-resident) in which the government sector holds participations? Alternatively: who is holding
the government or corporations debt in the euro area or abroad?
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2.7.3. Collection of who-to-whom statistical information

To compile who-to-whom quarterly MUFA, counterpart information has to be collected for the
various financial instruments held and incurred by the institutional sectors, like deposits, loans, se-
curities, and shares including other equity. To extract who-to-whom information from themost re-
liable statistical source, data derived from the various accounting systems of institutional units
should be used – amended by statistical information taken from capital markets. Usually, no de-
tailed quarterly counterpart information is available for non-financial corporations and house-
holds including non-profit institutions serving households. Even from other financial statistics,
only partial who-to-whom information is accessible.

2.8. Step six – an integrated system of quarterly MUFA

For a fully fledged system with who-to-whom relationships, work is needed on accumulation ac-
counts and balance sheets.Major obstacles might be to develop a set of other flow accounts cover-
ing revaluation and other changes in the volume of assets accounts and to collect data for the com-
pilation of amounts outstanding for non-financial assets; work on these aggregates for households
and non-financial corporations should start.

3. Constraints in compiling quarterly MUFA

Two main restrictions have to be taken into account in compiling quarterly MUFA, relating to the
quality, including timeliness, of statistical sources and to scarce human resources.

3.1. Statistical sources to compile quarterly MUFA

As derived statistics, quarterly MUFA draws on quarterly national financial accounts and – as far
as possible – on relevant euro area statistics likemoney and banking, balance of payments, and se-
curities issues data available at theECB. For the time being, only quarterly balance sheet and trans-
action data of quarterly national financial accounts (for deposits, loans, securities, quoted andmu-
tual fund shares, and insurance technical reserves), MFI balance sheet statistics (for currency, de-
posits and loans), andBIS international banking statistics (for deposits and loans) are incorporated
into the quarterly TFI of non-financial sectors in the euro area.

3.1.1. Quarterly national financial accounts

Quarterly national financial accounts are provided by theMembers of theWorkingGroup onMon-
etary Union Financial Accounts for ten euro area Member States covering financial transaction
and balance sheet data for selected financial instruments (financial assets and liabilities). The data
transmitted to the ECB cover non-financial corporations, general government and households in-
cluding non-profit institutions serving households. The requirements have been specified during
various test data transmissions. Since the beginning of February 2002, the data sets for deposits
with non-MFIs, securities other than shares (excluding financial derivatives), loans taken from
non-MFIs, quoted shares,mutual funds shares and insurance technical reserves are regularly trans-
mitted with a time lag of approximately four months.

3.1.2. MFI statistics

As shown in the ECB Monthly Bulletin (euro area statistics, Chapters 1 and 2), timely and
high-frequent balance sheet and transaction data are available for the Eurosystem (s.121)1, other
euro area monetary financial institutions (other MFIs, s.122), and euro area MFIs on a consoli-
dated basis (s.121/122).MFI statistics covermonthly and quarterly stocks and transactions as orig-
inally specified in the Regulation (ECB/1998/16)2 concerning the compilation of the consolidated
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balance sheet of theMFI sector.1The data - available from 1997Q3 onwards - are broken down by
financial instrument, original maturity, institutional sector, currency, and residency. The balance
sheet data are the basis for the compilation of euro area monetary aggregates.
In general, transaction data are not directly collected but derived from changes in stocks with

adjustmentsmade to remove from the flows the impact of non-transactions.While euro areaMem-
ber States supplymonthly adjustments on ‘reclassifications’ and revaluations other than exchange
rate changes, they have only recently started to report quarterly adjustments for more detailed sec-
toral breakdowns necessary forMUFAs (data onTables 2 and 3of theRegulationECB/1998/16).

3.1.3. BIS international banking statistics

For cross-border transactions and positions of banks and non-banks, the BIS international banking
statistics on deposits and loans are currently used. These stock and transaction data comprise de-
posits and loans of euro area non-banks vis-à-vis non-euro area banks. The data are not broken
down by euro area sector.
Such constrains may lead to a gradual substitution of this data source by series taken from the

balance of payments and the international investment position statistics.

3.2. Quality standards of the statistical sources used to compile the quarterly TFI

3.2.1. Quality standards related to ESA 95 principles

The data sources used to compile quarterly MUFA usually comply with principles as specified in
ESA 95. These are mainly the appropriate treatment of instrument classification, institutional sec-
tor and area delimitation (residency criteria), market valuation and time of recording.

3.2.2. Quality standards related to the derivation of euro area aggregates

Specific requirements are necessary to compile euro area euro area aggregates. As noted earlier,
national data like quarterly national financial accounts need a breakdown of the counterpart into
the categories ‘residents of the national economy’, ‘residents of other euro area member states’,
and ‘other non-residents’, to permit the compilation of euro area sectoral accountswith a “counter-
part” sector rest of the world. FewMember States in euro area can currently provide such a com-
plete residency split;more timely and detailed quarterly data on the balance of payments and inter-
national investment position will allow gradually such a split in quarterly MUFA.
Others issues relate to the coverage of data on transactions and positions of the EU institutions.

For the time being, only a subset of these data is available.

3.2.3. Quality standards related to who-to-whom information

To compile quarterly financial accounts in a who-to-whom framework, the collection of statistical
data will concentrate on financial data directly collected from the respective institutional units.
Such a direct reporting by institutional units allows awho-to-whompresentation of financial trans-
actions and stocks if appropriate who-to-whom information is available.
Existing data collection systemsmay in time have to be amended. This may be especially nec-

essary for households, non-financial corporations and insurance corporations and pension funds.
One option will be to design surveys for these sectors covering statistical information of their fi-
nancial investment and financing. For corporations, national databases which cover individual in-
formation on balance sheets, profit and loss and financial transactions should be combined to ex-
tract additional statistical information on these sectors. Security-by-security databases covering
individual information on issues and holdings of securities and shares will have to be designed in
such a way that who-to-whom information can be extracted.
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3.2.4. Quality standards related to metadata information

To allow an appropriate commentary and analysis of the quarterly MUFA, the transmission of na-
tional data have to be amended by metadata which provide additional information on specific de-
velopments, like major transactions, reclassifications or mergers and acquisitions, and on revi-
sions. In this respect, theManual onSources andMethods for theCompilation ofESA95Financial
Accounts disseminated by Eurostat is an essential contribution.

3.3. Human resources

Few people work on the compilation of financial accounts, comparedwith other areas of statistics.
One reason for this might be that the development of detailed systems of financial accounts has
been started in many European countries rather late –mainly influenced by the legal requirements
to compile and transmit financial accounts laid down in ESA 95.

4. Steps done so far and further steps

Since themiddle of last year, substantial progress has beenmade in the field in compiling and com-
menting quarterly MUFA. A sub-set of quarterly financial accounts, the TFI of non-financial sec-
tors of the euro area, was published for the first time in the May 2001 issue of the ECB Monthly
Bulletin.

4.1. Quarterly TFI

a Commentaries in the March, June, September and December issues of the ECBMonthly Bul-
letin cover the quarterly TFI (e.g. the box in the June 2002 issue on the financing and financial
investment decisions of the non-financial sectors in the euro area to the end of 2001).

b The regular transmission of the quarterly supplementary financial accounts data for Table 6.1
in the euro area section of the ECB Monthly Bulletin and further development of quarterly
MUFAs will be enhanced and stabilised through an ECB Guideline.

c The regular quarterly transmissionwill also contain commentaries (metadata) on revisions and
major events related to transactions, other changes in the volume of assets and revaluations
(during themost recent quarter). The commentarieswill be integrated into theMUFAcompila-
tion system, summarised in a quarterly report on revisions and major events.1

d Based on the available set of supplementary quarterly national financial accounts and with
euro area financial statistics (MFI, balance of payments, international investment position,
government finance statistics) the system of consistency and plausibility checks within the fi-
nancial accounts framework will be further developed. This will also cover further reconcilia-
tion between the short-term financial investment components and M3.

e A first comprehensive set of quarterly national financial accounts for the central government
sub-sector is expected to be received by the end of September 2002 in the framework of the
(currently draft) European Parliament and Council regulation for quarterly financial accounts
for the government sector. These quarterly data will be integrated into the current TFI and their
consistency will be assessed with the data transmitted so far for the non-financial sectors.

4.2. Extension of the quarterly TFI

The aim is to compile and publish a broader set of quarterly euro area financial accounts (by sector)
initially with the instrument coverage of the current TFI.
a The sector coverage of the quarterly TFI will be extended by integrating additionally financial
investment and financing data of ICPFs.

b Afterwards, sectoral data of MFI and OFIs will be shown by combining money and banking
statistics and related statistics already available at the ECB and supplementary national finan-
cial accounts.
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c The work will also continue to compile the rest of the world financial transaction account and
balance sheet using money and banking and balance of payments and external reserves
sources.Within these accounts, availableMFI data aswell as balance of payments and interna-
tional investment position data will be integrated - taking also into consideration the work al-
ready done in relation to the monetary presentation of the balance of payments.

By balancing the net acquisition of financial assets and net incurrence of liabilities – and the
amounts outstanding – across euro area sectors and instrument by instrument, a set of consistent
and integrated financial transaction accounts and balance sheets will be compiled for six euro area
sectors and the rest of the world.

4.3. Compilation of annual financial and capital accounts for the euro area

As a further step towards a fuller set of sectoral accounts the ECB intends to publish annual sec-
toral financial and capital accounts based on national data. The annual data are seen as a bench-
mark to continue the work on quarterly MUFA as outlined above.1
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The International Investment Position:
Measurement aspects and

usefulness for Monetary Policy
and Financial Stability issues

Frederic Lambert and Laurent Paul (Banque de France) 1

1. Introduction

The international investment position (IIP) under the formof a balance sheet covering all the exter-
nal assets and liabilities of a country is a rather new concept with respect to other statistical aggre-
gates designed at a national level. Indeed, only in 1993, with the publication of the fifth edition of
the Balance of Payments Manual, did the InternationalMonetary Fund (IMF) lay down a series of
common principles for the reporting and valuation of financial claims and liabilities vis-à-vis for-
eign countries. Until then, only a limited number of developed countries had regularly published
an IIP in accordance with their own methodologies. Even today, only a few countries produce IIP
aggregates: at the beginning of 2002, 78 countries provided the IMF with an IIP, of which 57 on a
yearly basis and 21 on a quarterly basis. 2

In part, IIP statistics developed slowly due to complexmethodological problems relating to the
construction of this aggregate, notably issues regarding stock valuation and reconciliation with
flows recorded in the balance of payments. More fundamentally, the IIP has become particularly
relevant in the light of the financial globalization process under way for the last twenty years.
While countries recorded limited cross-border financial flows – mainly of public origin – in their
balance of payments financial account, reserve assets and external public debt were sufficient to
assess the net position vis-à-vis other countries. However, the huge development of cross-border
private financial transactions since the early 1980s, as a consequence of the general trend of liber-
alization of capital flows, makes it all themore useful to have a complete and detailed IIP showing
a functional (direct or portfolio investments, loans and deposits) and sectoral (general government,
monetary authorities, banks and other sectors) breakdown.
The development of IIP statistics reflects both the growing internationalization process of

large companies and the increasing role of capital markets in the financing of national economies.
However, beside being a very topical subject, the IIP as a financial indicator remains little used and
often quite unknown among economists. This situation is essentially due to objective factors, i.e. a
lack of historical data as aggregates are recent, a data frequency limited on thewhole to a yearly pe-
riodicity and different methodologies complicating the interpretation and comparison of national
data. Yet the usefulness of the IIP is not in doubt. It provides very comprehensive information for
central banks, as it makes it possible to estimate the consequences of a lasting external surplus or
deficit of a country, aswell as those of domestic or foreign shocks on the value of stocks of external
financial assets and liabilities.
The structure of the paper is as follows. Section 2 situates the IIP within the panel of other sta-

tistical indicators and dealswith a number of issues such as valuation problems that have to be con-
sidered before any analysis ismade. Section 3 illustrates the usefulness of the IIP formonitoring fi-
nancial stability and for assessing the impact of monetary policy decisions and section 4 presents
the different possibilities of enhancing the usefulness of these statistics.
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2. What is the IIP?

2.1. The role of the IIP within the panel of other statistical indicators

The Balance of Payments Manual (Fifth Edition) published by the IMF provides the following
definition: “the international investment position is the balance sheet of the stock of external finan-

cial assets and liabilities. The financial items that comprise the position consist of claims on non-

residents, liabilities to nonresidents, monetary gold, and SDRs.” The IMF recommends that IIPs
be compiled on a yearly basis, but encourages their quarterly publication. The IIP has been in-
cluded in the series of statistical indicators covered by the special data dissemination standard
(SDDS) implemented by the IMF in 1996 and to which 50 countries have subscribed so far.
Insofar as it represents the external balance sheet of a country, the IIP is complementary to bal-

ance of payments (BOP) statistics. Indeed, flows reported in the financial account and reserve as-
sets, together with revaluations and other adjustments, can account for the variation of the position
from one period to another. It therefore makes it possible to check the consistency between both
sets of statistics. This is the main reason why the IMF dealt with the IIP methodology in a joint
manualwith the balance of payments, adopting the same item classification for the IIP as for the fi-
nancial account of the BOP.

Figure 1 – International investment position: standard components

Source : IMF, Balance of Payments Manual (Fifth Edition)

As regards portfolio investment and other investment, four sectors must be distinguished: monetary authorities, general

government, banks and other sectors.
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The reconciliation process of flows and stocks is described byCommitteri (2000). The IMF (1993)
makes the following distinction between the different sources of changes in stocks :
• balance of payments flows related to the financial account and reserve assets. Excluding errors
and omissions, these flows offset those of the current and capital accounts, thus enabling to de-
termine the country’s external surplus or deficit;

• price variations of financial assets or liabilities resulting for instance from changes in stockmar-
ket prices. Except for “other investments” which are recorded for their nominal value, all other
items in the IIP should in principle be valued at market prices;

• impact of currency revaluation in comparison to the previous period;
• other adjustments that do not arise from transactions, such as reclassifications, allocations of
SDRs or debt cancellations.
This can be summarized by the following approximated equation for one specific security

(adapted from Committeri, 2000):
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where

S n stands for the stock of this security held at the end of year n,

Pn the price of the security at the end of year n,

P n
m
the monthly average price of the security during month m of year n,

en the applicable exchange rate at the end of year n,

en
m
the monthly average exchange rate during month m of year n,

Fn
m the monthly BOP flow for month m of year n, and

NTn
mnon-transaction changes occurred during month m of year n.

There is also a close relationship between the IIP and the external debtwhich in practice represents
a sub-section of the IIP. As regards external debt, international organizations have made consider-
able efforts to improve the transparency and readability of statistics published by countries. Thus,
within the framework of the SDDS, the IMFhas scheduled a publication of the external debt aggre-
gate for participating countries on a quarterly basis starting as of end ofMarch 2003, the reference
date. Themethodology for compiling external debt statistics has been updated by the Inter Agency
Task Force on Finance Statistics (IATFF)1 in a guide published by the IMF in November 2001 and
is entirely consistentwith themethodology adopted for the IIP. In practice, the external debt covers
– together with identical items – all the liabilities reported in the IIP except for equity capital in di-
rect and portfolio investment, reinvested earnings of inward direct investment, and liabilities
within the financial derivatives item.However, additional information is required for external debt
statistics with a breakdown based on the remaining maturity (under one year/over a year).
Finally, the IIP is integrated in the national accounts (rest of theworld account). For this reason,

when the IMF laid down the foundations for the IIP methodology in the Fifth Manual, it favored
the greatest possible integration of these statistics in the revised System of National Accounts
(1993 SNA). The aim is to achieve a certain consistency between both sets of statistics, i.e. the bal-
ance of payments and the IIP, and the national accounts, through common methodological stan-
dards (reporting based on the same types of financial transactions, on the notion of residence and
on identical valuation rules). At the same time, presentation standards still differ : national ac-
counts focus on an analysis by financial instrument and institutional sector as outlined in the 1993

SNA, which is more detailed and not fully comparable to balance of payments and IIP data. An-
other problem lies in the use by national accountants, for certain items related to the rest of the
world sector, of data differing from balance of payments or IIP data e.g. when certain breakdowns
are not available or valuationmethods differ in practice. Thismatter can be solved through a recon-
ciliation process led jointly by statisticians in charge respectively of these two aggregates. In the
case of France, gaps existing before the publication of the Fifth Manual between the IIP and the
rest of the world account have since almost entirely disappeared.

118 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 1

1 The IATFF was created in 1996. Its members are international organizations interested in financial statistics : the BIS,

the Commonwealth Secretariat, the ECB, Eurostat, the IMF, the OECD, the Paris Club Secretariat, the UNCTAD and

the World Bank.



Figure 2 – Links between the IIP and the other main statistical aggregates

2.2. Main practical problems to be considered before analyzing the IIP

With economists tending to ask for shorter lags for the disclosure of financial information, the
main disadvantage of the IIP is obviously its low publication frequency, i.e. quarterly, if not yearly,
and its long production delays. The IIP is published six to ninemonths after the reference date 1 and
a large part of it is based on estimates, e.g. direct investment and portfolio investment figures will
generally be revised at the next publication when actual stock data are available.
Statisticians have to use data from various sources to compile the IIP and face problems very

similar to those encountered for the compilation of the balance of payments. 2 In principle, balance
sheet data are available on amonthly basis for monetary authorities and the banking sector (mone-
tary and financial institutions or MFI) for monetary statistics purposes, though marked-to-market
data may be missing. Central government data are usually available ; other central government
agencies included in the general government sector also provide annual stock data. However, ex-
ternal claims and liabilities of “other sectors” may be less accurate. Some other sectors’ financial
flowsmay be reported by banks, since they processmost of the capital transfers abroad. Yet the re-
porting of stocks must be obtained through surveys relating to assets (or liabilities) with non resi-
dent counterparts, like for direct investment. In addition, households and companies may show
some reluctance to provide statistical reports, e.g. for privacy reasons. Besides, unlike the financial
sector, non-banks are generally less used to giving marked-to-market information. 3

Financial disintermediation makes the problem even more acute, since the increase in
cross-border transactions has essentially involved other sectors in the major developed countries.
In the case of the French IIP, at the end of 2000, non-banks accounted for 48% of external assets
and 52% of external liabilities. These figures were both below 30% in the early 1990s.
The data collection of financial derivative stocks as well as their valuation is uneasy. It is espe-

cially hard tomake the split between assets and liabilities as some of these instruments (swaps) can
move from one side to the other throughout their life. Furthermore, different valuation methods
can be applied (replacement cost, valuation at credit risk equivalents, stress value, etc). These
problems can explainwhy a large number of countrieswhich publish an IIP do not include any data
on financial derivative stocks. So far the overall net outstanding amounts of these instruments has
remained subdued.
Where actual stock are not available, stocks are derived from flows, taking into account ex-

change rate and price variations. This is probably the most sensitive part of the work, particularly
in periods of high volatility of financialmarkets. Balance of payments flows are indeed recorded at
market value at the time the transaction took place i.e. “at the actual price agreed upon by transac-
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tors” (IMF, 1993), while stocks should be valued at market price at the end of the period to which
the balance sheet relates. Hence the need to revalue flows and the initial stock in order to compile
an estimated final stock. In France, this revaluation is currently made under the very strong as-
sumptions that BOP flows are evenly distributed and exchange rates and prices vary linearly over
the period under review. Initial IIP estimates should therefore be consideredwithmuch caution.
Independently of the problem of deriving stocks from flows, the method of stock valuation,

when actual stock data are available, is an issue in itself. One can distinguish threemethods of val-
uation of IIP stocks:
1 the historical cost valuation (using information from the asset side of the balance sheets of in-
vestors),

2 the book valuation (information from the liability side of the balance sheets of direct invest-
ment companies, issuers or any beneficiary of foreign investments), and

3 the market valuation (using information from financial markets).1

Short-term and long-term loans and deposits to/from banks and non-banks are usually re-
corded at historical cost, while official reserve assets are valued at market prices at the end of the
period.2 However the question is more complicated for direct investments in equity capital and
portfolio investments in domestic or foreign securities.
Valuationmethodsmay differ depending onwhether the financial instrumentmaterializing the

investment is quoted or not. Most portfolio investments are made in quoted instruments, for obvi-
ous liquidity reasons. On the contrary, we observe, at least in France, that the greatest part of direct
investment is directed toward unquoted companies.
When the instrumentmaterializing the investment is quoted, market value can be estimated ei-

ther on an aggregate basis using market indices, or on a security-by-security basis using commer-
cial or public databases. As shown by Committeri (2000), the results obtained by the second
method are unsurprisingly much closer to actual values than aggregate estimates.
In the case of direct investment in unquoted companies, several methods may be used to esti-

mate market value. Most of them are based on the extrapolation to unquoted companies of ratios
which can be observed for quoted companies, e.g. ratio capitalization / nominal capital or capital-
ization / own funds at book value, price earnings ratio, etc. However, such an extrapolation re-
quires that unquoted companies be comparable to quoted companies (comparable size, same sec-
tor of activity, etc), which may be a strong assumption.
Market value can also be estimated by discounting future cash flows to the present value. This

method is commonly used by financial analysts and is easy to apply provided that future cash flows
are known with certainty (as for fixed income securities) or can be estimated without much diffi-
culty after choosing the relevant discount rate. In practice, for the valuation of direct investment
stocks in equity capital, past net operating results can be used as a proxy for future cash flows,
while a long-term interest rate is used as discount rate. Most of the time though, direct investment
stocks both in quoted and unquoted companies included in the IIP remain at book value (nomarket
value is estimated).3

The choice of a valuation method has major consequences. In 1990, the U.S. Bureau of Eco-
nomic Analysis temporarily suspended the publication of the net IIP of the United States, because
of concerns regarding valuationmethods (Landefeld and Lawson, 1991). In the case of the French
IIP, two different figures for direct investment stocks are published, one at book value and the other
at market value. At the end of 2000, the market value of French inward and outward direct invest-
ment stocks was more than twice the book value. At the time, the net French IIP was positive (net
assets of EUR 81.2 billion) when considering direct investment stocks at market value, but nega-
tive (net liabilities of EUR 127 billion) when taking direct investment stocks at book value. The
difference reflects significant price revaluations following stock market changes. In 2001, these
changes may lead to a reduction in marked-to-market direct investment stocks at the end of the
year, as main stock markets have been falling almost continuously over the period.4
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It is therefore important to be aware of themethods of compilation and valuation before analyz-
ing the IPP, which is the subject of the next section.

3. Use of the IIP as an analysis tool for central banks

3.1. The IIP as a measurement of the financial openness of a country and an indicator of external
debt sustainability

The IIP in all its components is probably the statistical aggregate that best reveals the scale of fi-
nancial openness of an economy. As cross-border financial flows have been growing during the
last twenty years, the ratio of total external claims and liabilities to gross domestic product for the
main developed countries soared dramatically (Graph 1).

Source: IMF, International Financial Statistics

The IIP provides a comprehensive measurement of the outstanding claims and liabilities of an
economy. As such, it serves as a basis for assessing the risk of a country experiencing a short-term
financial crisis (liquidity crunch) or a long run financial crisis (solvency risk), in accordance with
the methods of analysis commonly implemented by international organizations.
Obviously, this risk will be assessed differently according to the degree of financial develop-

ment.
In the case of emerging countries, the external debt aggregate remains more relevant for mea-

suring the risk of financial instability. Indeed, apart from reserve assets, external claims (mostly in
private hands) aremost of the time unavailable to cover external liabilities, particularlywhen these
are owed by the central government or public administrations. Furthermore, the revenues drawn
from the assets are generally not repatriated. This is probably the case in Argentina : last data re-
leased at end 2000 showed external liabilities amounting to USD 226.8 billion, representing 80%
of theGDP for the same year.Meanwhile, claims amounted toUSD152.4 billion (thereof 26.9 bil-
lion of reserve assets) bringing the debit balance of the IIP to USD 74.4 billion (26% of the GDP).
Yet the outstanding amounts of financial claims reported in Argentina’s IIP largely reflect the ex-
tent of capital flight initiated by local private agents and therefore cannot be considered as a re-
source to cope with a financial crisis.
However, the IIP is useful for emerging countries as it gives retrospective information on the

impact of the capital account liberalization on the different types of cross-border financial flows.
The progressive dismantling of exchange control systems inevitably causes the swelling of
cross-border financial flows, thusmaking it difficult to anticipate the behavior of economic agents
and heightening risks of a financial crisis during the transition period. These risks result either
from an uncontrolled (short-term) capital inflow, or from capital flight abroad. In addition to the
analysis of flows via the balance of payments, the IIP can therefore be used tomonitor the sequenc-
ing of liberalization through the impacts observed on the external balance sheet of the country.

In the case of developed countries,whose national currencies are internationally accepted and
which do not present a default risk, the IIP seems to be the appropriate tool for assessing financial
stability. Indeed, debt sustainability is in this case better assessed by considering all the external li-
abilities recorded in the IIP. However this assessment should not be restricted to the net position
but should also cover gross stocks of external claims and liabilities whichmake it possible to value
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thewealth effects resulting from changes in exchange and interest rates. Furthermore, this analysis
of wealth effects should be conducted not only at an overall level, but also according to the various
breakdowns – by instrument and by sector – available in IIP data.

3.1.1. Interpretation of the financial openness ratio

The financial openness ratio is the first indicator to be looked at. Taking into account the level of fi-
nancial liberalization of the country, as well as its attractiveness to foreign investment makes it
possible to size up the potential impact of external constraints on national wealth. The easiest
method consists in calculating the ratio of the cumulated stock of external claims and liabilities to
the gross domestic product (GDP) of a country, as shown in graph 1. The financial openness ratio is
then expressed as follows:

FinancialOpennessRatio
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where Ai j t, , represents the assets of country i owned in country j at the end of period t.

Although this indicator or its variants are widely used among economists for comparing levels
of financial openness among different countries, it does have some shortcomings. First, it com-
pares asset stocks with flows, with GDP being used as a denominator to control for the relative
sizes of countries in international comparisons. Second, unless the capital-output ratio is the same
in all countries, the above ratio does not provide an adequate measurement of the actual financial
openness of a country compared to another, or of the penetration of foreign capital in the economy.
Intertemporal comparisons may also be biased if the capital-output ratio were to move signifi-
cantly over time.1 A better denominator may therefore be the total stock of domestic financial as-
sets or capital.
In addition to this overall measurement, detailed IIP statistics are useful for assessing potential

risks associatedwith financial openness. These depend onboth the breakdownof assets and liabili-
ties by counterpart countries (risk of contagion) and the structure of the IIP itself.

3.1.2. Usefulness of geographical breakdowns

Geographical breakdowns of assets and liabilities recorded in the IIP are useful to analyze the risk
of contagion. For creditor countries, it is a prerequisite to calculate their full exposition toward a
country with high risk of default. For debtor countries, it gives indications on their dependency
vis-à-vis specific countries. Geographical breakdowns are however rarely available for all the
items included in the IIP.

3.1.3. Analysis of the structure of the IIP

IIP statistics allow the analysis of both gross and net figures. As regards gross figures, calculating
the ratio of the external debt, on the one hand, and of other liabilities, on the other hand, to the sum
of liabilities reported in the IIP, makes it possible to obtain an idea of the capacity of a given coun-
try to attract “stable” financing (direct investment and equity portfolio investment) in comparison
to fixed-term debt. As explained before, the IIP liabilities can indeed be split up in the following
way:
IIP liabilities = External debt
+ Inward direct investment in equity capital and reinvested earnings
+ Portfolio investment in domestic equities
(+ Liabilities relating to financial derivatives which can be overlooked)

Chang-Velasco (1996) and Frankel-Rose (1996) showed that the smaller the amount of direct in-
vestment received in proportion to external debt, the higher the risk of a foreign exchange crisis.
This ratiomust however be considered togetherwith other indicators related to the financial stabil-
ity of a country and especially the size of the current account deficit.
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When analyzing the structure of the net IIP, it is useful to distinguish between the net direct in-
vestment position, which in principle represents the non liquid part of the IIP 1, and the net position
for other components of the IIP.
Fromgraph 2, it is possible to discriminate between countries according to the signs of their po-

sitions, i.e. whether or not both show the same sign.
As regards developed countries, the euro area as well as France and theUnitedKingdom regis-

ter a positive balance for direct investment which is offset by net liabilities vis-à-vis the rest of the
world for other components of the position. This pattern is different from that of the United States
or Japan where both sub-positions are of the same sign, negative in the case of the US, positive in
the case of Japan.

Source: IMF, International Financial Statistics

Regarding other countries, direct investment liabilities are offset by net other assets in the Czech
Republic, whereas in Argentina and in Thailand, direct investment and other net liabilities both
contribute to financing the domestic economy.
It is also interesting to compare gross external debt to available external assets. The usual as-

sessment of the risk of a liquidity crunch, partly formalized by the IMF (2000), consists in compar-
ing short-term debt and borrowing requirements corresponding to forecasts of the current account
balance with available foreign reserve assets.
Finally, the analysis of debt sustainability through the IIP can be supplemented by the assess-

ment of the impact of flows of financial revenues on the equilibrium of the BOP current account.
External debt is traditionally considered as sustainable when the ratio debt /GDP has a finite limit.
On an intertemporal basis, the steady-state trade balance can then be expressed with the following
equation (Lane and Milesi-Ferretti, 2001):

tb r b� �'

where tb is the trade balance to GDP ratio, r’ the rate of return on external assets and liabilities and
b the net stock of the IIP as a ratio to GDP. This means that a country can run a steady-state trade
deficit equal to the income flow on its net foreign asset position or, conversely, that a country with
net external liabilitiesmust run a trade surplus equal to the net income flowpaid up to the rest of the
world in order to stabilize its external debt broadly assessed through the net IIP.2

A prospective analysis is however very difficult to implement. Calculating the income flows
implies assessing future rates of return for the different categories of assets and liabilities. In the
case of direct and portfolio investments in equities, the rates of return will depend essentially on
the GDP growth rate which is hard to predict on a medium to long term basis.
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Graph 2 : Structure of IIPs at the end of 2000
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2 To makes things simpler, we overlook other components of the current and capital accounts, like the compensation of
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The case of the United States is interesting, since it still records net positive income flows,
whereas its net IIP has been increasingly negative since 1989. This reflects an average return on
external assets in theUS IIP substantially higher than the average cost of external liabilities.A sim-
ple calculation based on data for 2000 shows that the average return on US external assets is one
percentage point higher than the return on external liabilities. 1Thus, the imbalance in the US IIP
has had so far no direct impact on the US current account and hence no effect on the dollar ex-
change rate.
This last point directly raises the issue of the link between the IIP and variables of interest for

monetary policy, starting with the exchange rate.

Source: IMF, International Financial Statistics

3.2. The IIP and monetary policy

The financial openness observed via the IIP largely affects the conduct of themonetary policy in its
domestic framework. In practice, there is a bijective relationship between monetary policy which
exerts an impact on the IIP via inferred changes in the value of external claims and liabilities, and
the IIPwhichmay influence key indicators, such asmonetary aggregates and the exchange rate via
inter alia the impact on net income earned from abroad (or paid to the rest of theworld) by resident
economic agents.
The strength of these relationships progressively increases as financial openness rates rise as a

result of the explosion of direct and portfolio investment flows. This phenomenon must be as-
sessed by taking into account the size of the respective net positions of the various sectors (i.e.
monetary authorities and banks, general government, and other sectors). The behavior of eco-
nomic agents and the wealth effects inferred by a change in their external financial assets may in-
deed prove to be very different.
Central banks are almost unaffected by a capital loss on reserve assets, inasmuch as, theoreti-

cally, they are notmanaged for profits. Similarly, commercial banks usually hedge part of the risks
on external claims and liabilities.Not only do they not take foreign exchange positions, but, in gen-
eral, they also limit their interest rate risks on portfolio debt securities. Besides, theymake little in-
vestment in equities and their share in total direct investment flows is usually relatively small.
Thus, wealth effects are concentrated on the non-banking sector, whose external assets or liabili-
ties are generally not hedged. Therefore, we should assess the net composition, broken down by
sectors, as an analysis of the overall stocks may be over-simplistic.
The usefulness of a sectoral breakdown can be illustrated by the Japanese IIP which at the end

of 2000 showed a significant positive net balance of USD 1157.9 billion, or 25 % of GDP. The
breakdown by major sectors was as follows :
Central bank (reserve assets) : USD 361.0 bn
Banking sector : USD 637.2 bn
Others : USD 159.7 bn
On the whole, non-banks only hold 14% of the Japanese IIP surplus. Indeed, though Japanese

households have a particularly high saving rate, they mainly invest on their domestic market in
spite of theweak return on yen denominated securities or deposits. Consequently, the external sur-
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Graph 3 : United States

Net IIP - Net Investment Income Flows

-2000

-1500

-1000

-500

0

500

1000

1500

2000

2500

1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Billions of USD

-40

-30

-20

-10

0

10

20

30

40

Net IIP (l.h.s.) Net Investment Income Flows (r.h.s.)

1 The main explanation lies in the weak return on inward direct investment stocks.



plus of Japan is invested abroad via the banking system and the central bank. Wealth effects may
then be more limited than could have been thought by looking only at aggregated figures.
A currency breakdown of external claims and liabilities, or at least a distinction between local

and foreign currencies, is essential for an in-depth analysis of investors’ behavior, as well as in as-
sessing the vulnerability of an economy to foreign exchange variations. Though the provision of
this component is encouraged by the IMF, national publications rarely give this information. Only
partial information can be obtained, through theBIS statistics regarding the external position of re-
porting countries’ banking sectors. 1

One easyway to analyze the links between the IIP andmonetary policy is to refer tomonetary pol-
icy transmission channels. Economic theory usually distinguishes four channels:
• exchange rates ;
• interest rates ;
• the credit channel through banks’ reactions to liquidity injections or interest rates variations, or
in a broader sense, the impact of monetary policy measures on the net worth of borrowers ;

• wealth effects relating to asset price variations.

Figure 3 – Stylized representation of the interactions
between monetary policy and the IIP

3.2.1. The exchange rate channel

The impact of a country’s net foreign asset position (its IIP) and its exchange rate has been covered
through extended economic research. Lane and Milesi-Ferretti (2002) show that net foreign asset
positions influence long-term real exchange rates, defined in terms of consumer prices, through
their impact on current accounts. Larger liabilities lead indeed to higher net payments – interests or
dividends – to the rest of the world, whichmust be financed by a trade surplus in equilibrium. This
normally requires a lower currency valuation. Hence a negative long-run relation between the
trade balance and the real exchange rate when controlling for other determinants.
Conversely, the exchange rate has also an impact on the net IIP. Indeed, other things being

equal, any depreciation of the national currencywill increase the share of external assets and liabil-
ities denominated in foreign currencies compared to national wealth (immediate impact). This
change in the value of external assets and liabilities may then induce changes in the behavior of
economic agents, which in turn affect the IIP (delayed impact). Expectations of local currency de-
preciation may for instance, encourage economic agents to raise the share of their assets denomi-
nated in foreign currency and vice-versa.
Estimates made on the French IIP make it possible to assess the size of the immediate impact.

Thanks to the positive position in direct investment and portfolio investment stocks, the French IIP
is long in foreign currency and short in euro assets. This implies that any depreciation of the euro
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would tend to boost the net external position. That is what occurred in 1999 et 2000with the fall of
the euro against the dollar. All other things being equal, the French net asset positionwould indeed
have improved by 59% between 1999 and 2000, while the euro was loosing 7.3 % against the US
dollar.
It is necessary to have a detailed currency breakdownof assets and liabilities forming the IIP (at

least a split between foreign and domestic currency denominated stocks) to estimate the delayed
impact of the exchange rate channel.Moreover, it is important to assess the volume of hedging op-
erations on foreign exchange positions vis-à-vis other countries initiated by local agents (either via
spot transactions or via derivatives). While hedging can considerably affect the extent of the
wealth effect related to an exchange rate variation, a study of the IIP alone gives only an approxi-
mate idea of the extent of this impact. However, it can be assumed that the hedging of foreign posi-
tions is primarily performed by banks.
Another difficulty lies in assessing the impact of foreign exchange fluctuations on the different

types of underlying instruments. The wealth effect generated for economic agents will depend on
the investment outlook. It can therefore be posited that the more short-term the investment, the
greater the impact of a foreign exchange loss. Conversely, direct investment will remain largely
unaffected by short-term variations of the exchange rate.

3.2.2. The interest rate channel

The net IIP can also influence interest rates. This ismainly the case in emerging countries or in any
fixed exchange rate system. A country recording large net liabilities and a current account deficit
may indeed need to increase the yield on inward investments by raising its interest rates in order to
attract foreign financing and avoid a liquidity crisis. While entailing an immediate increase in the
deficit on income,1 this rise in interest rates should ultimately lead to a contraction of domestic de-
mand that reduces the trade deficit and eventually tends to restore the current account equilibrium.
In turn, like exchange rates, interest rates have both an immediate and a delayed impact on the

IIP. Monetary policy may be more concerned by the impact of short-term rates over which central
banks theoretically have absolute control. Besides, the effects are much less predictable on
long-termmaturities, as economic agents’ expectations, depending on the credibility of the central
bank and on fiscal policy, may impede the stance of monetary policy.
As regards the immediate impact, the market value of investments in quoted debt securities is

affected in a very classicalway by changes in interest rates.An increase in interest rates is expected
to lead to a reduction in themarket value of both equity securities (by lowering the present value of
discounted future corporate profits) and bonds (following the traditional reverse relationship be-
tween bonds’ prices and interest rates).
Indirectly, portfolio investments in debt securities could also be affected by arbitrage between

equities and fixed-income securities following changes in stock market indices.
Effects may stem from either a change in domestic rates, or an adjustment of foreign interest

rates. This brings us back to the problem of the currency breakdown of claims and liabilities in-
cluded in the IIP. Hedging of interest rate positions can also change the analysis. However just as
for the exchange rate channel these transactions mainly involve banks.

3.2.3. The credit channel effect

As regards the credit channel, it is useful to analyze the impact ofmonetary policy on the IIP for the
banking sector, above and beyond effects strictly related to exchange or interest rate variations. In-
deed, changes in monetary conditions applied to their domestic market will have an influence on
domestic banks’ activities abroad. Thus, a slowdown in credit demand from residentsmay encour-
age banks to increase the granting of loans to non-residents and vice-versa.
Above all, the extent of these reactions depends on local banks’ ability to expand their opera-

tions abroad. They may be discouraged from doing so by internal problems relating to the weak-
ness of their capital structure (Japanese banks provide today a clear example of such a phenome-
non) or their risk aversion. Finally, as banks are more andmore multinational, they tend to expand
their activity vis-à-vis non-residents via subsidiaries and branches abroad without any flow being
recorded in the BOP (and followingwithout any stock in the IIP), except for possible cross-border
inter-company transactions.
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3.2.4. Wealth effects linked to asset prices variations

The last channel usually identified in economic theory is that of wealth effects linked to asset price
variations, be they securities or real estate. These effects are not easy to analyze as theymay lead to
opposite behaviors.Negativewealth effectsmay for instance encourage economic agents, either to
take their loss and carry out disinvestments, or to make new purchases (in order to keep the same
balance in the composition of portfolios, or because of expectations of an imminent market recov-
ery, etc).
As pointed out before, other sectors – households and companies – are first concerned by

wealth effects. Facedwith a loss in the value of their investment abroad, companiesmay thus limit
their future investment because of a decrease in their borrowing capacity, while households may
either increase their saving rate to rebuild their wealth or, on the contrary, reduce their savings to
maintain their consumption.
These mechanisms are identical to those observed for domestic assets and liabilities, except

that foreign assets and liabilities can create more violent wealth effects, given the impact of ex-
change rates in the short run and increasingly of “herd behavior”. Thus, the greater the volume of
external assets and liabilities compared to the overall financial assets of non-banks, the more sig-
nificant the reactionswill be. Obviously, such a reaction only applies to few companies and house-
holds, even in the most open economies. This is particularly the case for multinational companies
because of their direct investment abroad, or for households with a large part of their savings in-
vested in foreign shares. But the extent of the spill-over caused by these economic agents to the
whole domestic economy would then remain to be determined.

To conclude on the links between the IIP andmonetary policy transmission channels, we can refer
to the structure of the IIP as analyzed in sub-section 3.1. According to graph 2, four main types of
external position can be identified, each raising very different problems for central banks.
Japan typifies the first case. The net IIP is positive thanks both to direct investment and other

external stocks. In such a context, risks arise primarily from an appreciation of the yen, which
would reduce the value of foreign currency denominated assets, and in addition from a cut in for-
eign interest rates or a fall in foreign stock market indices. This may be one of the justifications of
the interventions of the Bank of Japan to avoid any overvaluation of the yen.
The US is an example of the opposite case, with a negative position due both to direct invest-

ment and other financial stocks. In theory, major risks here would come from a depreciation of the
dollar and a rise in foreign interest rates. However, this should be viewed against the fact that,
thanks to the dollar’s status as themain international reserve currency, a large part of the US exter-
nal debt is denominated in dollars.Moreover, while a decline in the dollar exchange rate has a neg-
ative impact on the net IIP, it subsequently results in a reduction in the US borrowing requirement
vis-à-vis the rest of the world, via the improvement of the current account balance.
The third case applies to the euro area,where the overall balanced IIP reflects direct investment

abroad financed by foreign currency denominated loans recorded in other liabilities. The main
risks are twofold : a fall in foreign stockmarket indices leading to a decline in the value of external
assets and a rise in interest rates abroad, which would result in higher borrowing costs.
Apart from the Czech Republic, there is currently no clear illustration of the last case : an over-

all balanced IIP position reflecting inward direct investment, offset by net other external assets. In
this case, risks vary according to the currency of denomination of these net external assets. If they
are denominated in foreign currencies, the country faces a foreign exchange risk. If they are de-
nominated in the domestic currency, the risk relates to possible diverging developments in the
value of assets on the one hand and liabilities on the other hand, should the yield on inward direct
investment rise faster than the yield on net external assets.

3.3. The French IIP

The Bank of France has published an IIP on a yearly basis since 1989. Data for direct investment
stocks have been available at book value from this date and at market value since 1994 (the latter
information is released in the IFS review). The creation of this aggregate, prior to theFifth Manual

of the IMF, coincided with the complete dismantling of capital controls in France enforced by the
decree dated December 29, 1989 which anticipated the complete liberalization of capital flows
within the European Union by July 1, 1990.
During the 1990s, France registered the fastest growth rate among theG5 countries of stocks of

external assets and liabilities. It now has the second highest financial openness ratio after the
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United Kingdom (graph 1). This trend is mainly due to the sharp increase in direct investment
stocks (both assets and liabilities).
Developments in the French net IIP during the 1990s have been largely disconnected from

those of the balance of payments current account. Despite a current account surplus from1992, the
French net IIP was constantly negative up to 1996. After turning positive during a single year in
1997, it became negative again from 1998 onwards. Preliminary figures for 2001 show a
close-to-zero net position. Revaluation effects thus played a great role in these variations.

Source: Banque de France

This overall trend shows a constantly positive position for net direct investment stocks, which
sharply increased over the recent years.
The share of long-term assets and liabilities continuously increased throughout the period. Di-

rect investment stocks (at book value) which accounted for just 15 % of the total outstanding
amount of external claims in 1990, reached 25% in 2001 ; likewise, it rose from 11% to 15%of li-
abilities. As far as portfolio investment is concerned, its share rose from11% to 34%of claims and
from 28% to 46 % of liabilities for the same period.

Source: Banque de France

The spectacular expansion in the French stock of direct investment abroad and foreign stock of di-
rect investment in France is mainly the result of flows reported in the balance of payments, which
dramatically increased following the internationalization process of French companies. However,
valuation effects are particularly large as French and foreign stock indices rocketed until 2000. In-
deed, the difference between estimates of direct investment stocks at their book value and at their
market value shows that more than half of the rise in stocks that has occurred since 1990, for both
claims and liabilities, is related to valuation effects.
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Graph 4 : French Net International Investment Position
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The same causes have the same effects on portfolio investment ; stocks of portfolio investment
benefited from both the growth of flows and revaluation effects due to the rise in stock indices and
declining interest rates in the 1990’s. Besides, the structure of portfolio investment shows a clear
distinction between equities and debt securities on the assets side and on the liabilities side. French
investors favor debt securities,which accounted for 76%of their portfolio at the end of 2001 (com-
pared to 50% in 1990).Non-resident investors hold a somewhat larger share of equities, represent-
ing 43 % of their portfolio of French securities at the end of 2001, compared to 25 % in 1990.
The difference in types of investors may explain this distinction. As far as French residents are

concerned, banks are the main investors and they favor debt securities transactions, which entail a
much less significant risk of capital loss. As far as non-residents are concerned, the share of
non-bank investors ismuch higher, especiallyAmerican orBritish pension funds in search of prof-
itable long-term investments, which favor equities.

Looking at the impact of the speculative attacks against the French franc in the early 1990s on the
IIP shows both the usefulness and the limits of the IIP as an analysis tool for central banks.
It can be seen that speculative assaults were not caused by the state of the French IIP, as it

showed a slightly negative balancewhich could not have raised anticipations of a possible debt cri-
sis. Thiswas emphasized bymonetary authorities in their communications vis-à-vis financialmar-
kets during the crisis.
The external liabilities were a major factor in the French monetary authorities’ decision to

maintain the franc’s external value. A devaluation would have caused a loss of confidence among
non-residents who would then have asked for an additional premium for any new investment de-
nominated in francs.Gains obtained through an easing ofmonetary policywould have been proba-
bly offset by a rise in long-term rates and a decline in French equity prices.
However, the 1992 and 1993 IIPs only reflect to a limited extent the speculative crises that af-

fected the French franc during both years. It is true that, at the end of each of these years, the situa-
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tionwas nearly back to normal, as foreign exchange reserves had been rebuilt to a level close to that
prior to the crisis. Due to the very short period of crisis (a fewweeks at most), it is almost impossi-
ble for the IIP to reflect, even retrospectively, the extent of the tensions, as far as the closing date
does not fall in the period of speculative assaults.1

The form of speculative attacks observed during this period presents an additional problem.
Besides using usual mechanisms (i.e. term loan and spot sale of the currency expected to depreci-
ate), speculators partly resorted to derivative instruments offering a leverage effect. In the case of
France, a significant part of the speculative positions in 1992 and 1993 took the form of purchases
of 3-month PIBOR contracts. Speculators expected a rise in the price of the contract following a
fall of short-term rates which would have been coupled with the devaluation of the franc
(P it t� �100 ),wherePt is the price at time t and it is the 3-months interest rate at time t).2 This type
of transactions initiated by non-residents only appears in the IIP for guarantee depositsmade on the
purchase of the contract. However these deposits only represent aminor part of the total amount of
the position.
Crises experienced by the French franc during this period nevertheless had a delayed impact on

the composition of France’s IIP via the outstanding amounts of debt securities held by non-resi-
dents.

Reforms in the functioning of the public debt market in the mid 1980’s were accompanied by
growing investment in French government securities (bonds, bills and notes) by non-residents.
Thus, the holding ratio of the Frenchmarketable government debt by non residents increased from
3%at the end of 1987 to over 35%at the end of 1992 (Patat, 1994). In addition tomaking easier the
financing of France’s public deficit, which strongly increased during this period, this process con-
tributed to enhancing the international use of the French currency.

After stabilizing at that level in 1992 and 1993, a downward trend began in 1994, as the holding ra-
tio fell to 14% at the end of 1996. This turnaround can partly be attributed to the failure of specula-
tive assaults affecting the French franc in 1992 and 1993.3 Until that time, non-resident investors
had registered significant capital gains due to the constant reduction of spreads between French
franc and Deutsche mark interest rates. A number of these investors following short-term strate-
gies had expected additional gains on their portfolios of fixed-rate securities due to a further de-
cline in French interest rates after a devaluation, which would have reduced them below the level
of German interest rates. Therefore the holding of the Franc parity led non resident investors to re-
duce their French debt security positions. In principle, such a phenomenon did not have any impact
on the French net IIP because the French franc denominated loans granted to the non-residents for
financing the purchase of French debt securitieswere simultaneously paid back.Only its composi-
tionwas affected. From1997 onwards, the holding ratio of Frenchmarketable government debt in-
struments by non residents has been rising again with the prospect ofMonetary Union and declin-
ing European interest rates, which has definitively restored investors’ confidence.
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In recent years, the global balance of the French IIP showed diverging trends between the net
direct investment stocks and the net position for the other assets and liabilities. While the figures
for the net direct investment stocks were increasingly positive because of the growing number of
transactions by French companies, the net position for the other assets and liabilities became in-
creasingly negative. These two phenomena can be partly related. The outflows of direct invest-
ment have been financed by a growing debt in foreign currency, either in the form of securities is-
sued by investors, or via the resident banks borrowing from their non-resident correspondents.

Source: Banque de France

Thus, the composition of the French IIP illustrates the classical maturity mismatch risk borne by
French resident companies, like many other large Western companies, pursuing leverage strate-
gies aimed at increasing the return on equity,with direct investment financed by short-term loans.

4. Conclusion: the need to improve the availability and quality of the IIP

The theoretical value of the IIP lies in the complexity of international financial relations.However,
the numerous practical difficulties in compiling it, and to some extent, the lack of detail (e.g. cur-
rency breakdown) explains why it is so hard to use the IIP for analytical purposes.
Analyzing the IIPmakes it possible to better understand ex post the origins and development of

financial crises, caused by insufficient monitoring of financial openness, or unsustainable debt
levels. The question remains openwhether this aggregate can be used ex ante as an indicator for the
implementation of corrective measures.
Practical experience suggests that the IIP is more useful for backward-looking analysis to

better understand past events, than formaking forecasts or for the implementation of economic and
monetary decisions.While this is the case for most statistical aggregates, it is evenmore so for the
IIP because of particularly long computation lags and low data frequency. Indeed, contrary to the
balance of payments, the IIP has not been included in the panel of indicators monitored by the
Eurosystem for the conduct of its monetary policy.
It is clear that expected or effective actions by monetary authorities do have an effect on exter-

nal investment behavior of economic agents, as well as on the value of their net external assets.
However these effects on the IIP are all the harder to estimate as a large number of parameters need
to be taken into account.
• The impact of monetary policy measures will concern gross stocks of claims and liabilities
whichmost of the time are farmore substantial than the net balance of the IIP. Therefore it is par-
ticularly difficult to foresee the trend on the net IIP.

• Moreover, the impact has to be differentiated according to the maturity and liquidity of the in-
vestments concerned. Indeed, short-term deposits abroad can rapidly be shifted in reaction to
monetary policy decisions while this is almost impossible in the case of direct investment in eq-
uity capital.
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Graph 10: French International Investment Position
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• Finally, impactswill be differently felt according to the type of economic agent. Normally,mon-
etary authorities and general government are largely unaffected by wealth effects. As far as
banks are concerned, they often have the means to hedge against risks related to their invest-
ments or their external debt. Impact is concentrated on other sectors comprising households and
companies.

• If the objective were to set the IIP among operational indicators followed by monetary authori-
ties, a large number of conditions would have to be met.

• Time and periodicity requirements should be dealt with first. The publishing of a quarterly IIP -
an aim encouraged by the IMF -would be highly desirable. Besides, it is essential to reduce pub-
lishing lags to less than a quarter after the end of the reference period, as is planned today for ex-
ternal debt aggregates in the SDDS.

• The comparability between aggregates provided by the different countries needs to be en-
hanced. Statistics on the IIP published by the IMF in its International Financial Statistics review

cover important methodological gaps which greatly limit their possible use.
• In particular, if some countries are able to report their investment stocks at market value, a ma-
jority of them continue to report them at book value. In general, reporting countries should give
more information about the valuation indices used for direct and portfolio investments (the
so-called “metadata”).

• Currency breakdowns, rarely available, are essential for estimating wealth effects. Geograph-
ical breakdowns, at least for main counterpart countries, would also be of great analytical inter-
est. Moreover it seems highly desirable that IIP data be supplemented by information concern-
ing positions on derivatives as recommended for the elaboration of external debt aggregates.

It must be emphasized that the various statistics on external stocks compiled by international orga-
nizations (e.g. BIS international banking statistics on a locational basis, or results of the coordi-

nated portfolio investment survey conducted under the aegis of the IMF, to the extent that a major-
ity of countries will participate) can be very helpful in the elaboration of national IIPs or for
cross-checking purposes.
Hence the need for continuing efforts of harmonization. The international statistical commu-

nity which has made substantial efforts to improve external debt aggregates over the past years,
couldmake the IIP its new target for transparency in financial statistics by promoting the effective
and consistent implementation of internationally agreed standards.

Abstract

The international investment position (IIP) is the balance sheet of a country’s external assets and li-
abilities. It can be used to measure the degree of financial openness of a country and to provide in-
dications on the sustainability of its external debt. As such, it is a helpful tool formonitoring finan-
cial stability. Although studies of the IIP are fairly new,we shall review somemechanisms through
which this aggregate can impact on variables relating tomonetary policy, such as interest rates and
exchange rates for amedium to long-termhorizon. These variablesmay in turn explain shifts in the
external balance sheet, due in particular to revaluation changes, that may lead towealth effects at a
macroeconomic level. As an illustration we shall briefly analyze developments in the French IIP
during the 1990s.We shall conclude by suggesting ways of improving the compilation of external
balance sheet statistics.

Keywords: International investment position, balance of payments, external debt, monetary pol-
icy

132 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 1



References

Banque de France (2002),Rapport annuel sur la balance des paiements et la position extérieure de la France

2001

BIS, Commonwealth Secretariat, Eurostat, IMF, OECD, Paris Club Secretariat, UNCTAD and World Bank
(2001), External debt statistics : guide for compilers and users, IMF, November

Blomberg, Gunnar, Östberg, Johan (1999), “Market valuation of external position – a new picture of Swe-
den’s international dependence”, Sveriges Riksbank Quarterly Review, n°2

Bergqvist, Robert, Lundberg, Tomas (1996), “Aspects of Sweden’s external debt”, Sveriges Riksbank Quar-

terly Review, n°4

Chang,Roberto,Velasco,Andrés (1998), “TheAsianLiquidityCrisis”,NBER Working Paper, n°6796,Novem-
ber

Committerri, Marco (2000), “Effects of Volatile Asset Prices on Balance of Payments and International In-
vestment Position Data”, IMF Working Paper WP/00/191, November

IMF (1993), Balance of Payments Manual (Fifth Edition)

IMF (2001), Balance of Payments Statistics Yearbook

IMF, International Financial Statistics, various issues

European Central Bank (2001), European Union Balance of Payments / International Investment Position

Statistical Methods, November

European Central Bank (2001), Review of the International Role of the Euro

Faruqee, Hamid (1995), “Long-Run Determinants of the Real Exchange Rate: A Stock-Flow Perspective”,
IMF Staff Papers, vol. 42, n°1, March

Federal Reserve Bank of New York (1989), “Studies on U.S. External imbalances”, Quarterly Review, vol.
13/4, 14/1, Winter-Spring

Frankel, Jeffrey A. Rose, Andrew K. (1996), “Currency Crashes in Emerging Markets: Empirical Indica-
tions”, NBER Working Paper, n°5437, January

Gagnon, Joseph E. (1996), “Net ForeignAssets and EquilibriumExchangeRates: Panel Evidence”, Board of
Governors of the Federal Reserve System, International Finance Discussion Paper, n°574, December

Landefeld, J. Steven, Lawson, AnnM. (1991), “Valuation of theU.S. Net International Investment Position”,
Survey of Current Business 71, n°5, May, 40-49

Lane, Philip R.Milesi-Ferreti, GianMaria (2001), “Long-TermCapitalMovements”,NBER Working Paper,

n°8366, July

Lane, Philip R. Milesi-Ferreti, Gian Maria (2002), “External Wealth, the Trade Balance and the Real Ex-
change Rate”, CEPR Discussion Paper, n°3153, January

Obstfeld, Maurice, Taylor, Alan M. (2002), “Globalization and Capital Markets”, NBER Working Paper,
n°8846, March

OliveiraMartins, Joaquim, Plihon, Dominique (1990), “L’impact des transferts internationaux d’épargne sur
les déséquilibres extérieurs”, Economie et Statistique, n°232, May

Patat, Jean-Pierre (1994), “Non-residents’ holdings of French government securities”,Cahiers économiques

et monétaires de la Banque de France, n°43

Penalosa, JuanM. Sastre, Teresa (2001), “Flow of funds analysis in the experience of the Banco de Espana”,
in Klöckers, H.J. Willeke, Caroline (ed.), Monetary Analysis : Tools and Applications, ECB, August

Senior, Stephen,Westwood, Robert (2001), “The external balance sheet of theUnitedKingdom: implications
for financial stability ?”, Bank of England Quarterly Bulletin, Winter

Sparling, Robert P. (2002), “Dutch external assets”,De Nederlandsche Bank Statistical Bulletin, Special Is-

sue, February

Wooldridge, Philip D. (2002), “Uses of the BIS statistics: an introduction”, BIS Quarterly Review, March

Frédéric Lambert

frederic.lambert@banque-france.fr

Laurent Paul

laurent.paul@banque-france.fr

FREDERIC LAMBERT AND LAURENT PAUL

IFC Bulletin 12 — October 2002 133



Euroconversion
in international databanks

Henk Lub1 (De Nederlandsche Bank)

1. Introduction

The replacement of twelve different national currencies by a common currency, the Euro, poses
special demands to statistics and its compilers. Statisticians have to face the challenge of introduc-
ing a new unit of account, while preserving the comparability of data over time and between coun-
tries. Theymust preserve users from the pitfalls related to the euroconversion, i.e. the transition to
the Euro as a unit of account. In this paper, I give an overview of some aspects of the
euroconversion that are overlooked too easily. In addition, I give a critical judgement of the way
official international databanks (Eurostat, ECB,BIS and IMF) have dealtwith the euroconversion.
The transition to a new currency by a country is not a unique event. Countries struggling with

hyperinflation in particular have introduced a new currency from time to time. Examples may be
found in Latin America (Argentina and Peru, among others) and - more recently – among the for-
mer soviet republics and the countries in Eastern Europe (Russia andBulgaria, among others). Of-
ten, the new currency is a thousandth or ten thousandth part of the old currency (“deleting zeros”).
Statisticians are able to compile consistent time series by using the new currency as a unit of ac-
count for the past as well.
Formany years, the IMF applies twomethods presenting time series in its publication Interna-

tional Financial Statistics (IFS). They imply very different solutions to the presentation of time se-
ries that are influenced by a currency reform.The firstmethod is presenting data in the original cur-
rency. With respect to the influence of currency reform on time series this comes down to doing
nothing. A drawback of this method is that a time series may contain several breaks. IFS does
clearly indicate the unit of account in each time period.Nonetheless, users of datawhowant to con-
vert them to a single unit of account in order to obtain consistent time series face a cumbrous task,
because the conversion rates have to be derived from other information (for example exchange
rates with the SDR). The IMF uses this method for monetary variables, banks’ balance sheets and
National accounts.
The second method is using an external currency, the US dollar, as a unit of account. This

method fosters the international comparability of data between countries. In addition, this is a
method that improves the comparability over time for countrieswith an unstable or strongly depre-
ciating currency. The IMF uses this method for the balance of payments and international liquidi-
ties. The use of the dollar as unit of accountmeans that in this case a correction ismade to the break
in time series due to currency reform.

2. Statistical aspects of euroconversion

In many respects, the introduction of the Euro is from an arithmetical point of view not different
from the examples of currency reform mentioned above. In the eleven founding members of the
EMU the national currencywas replaced by a new currency on January 1, 1999. As opposed to the
cases of currency reformmentioned above, the ratio between the new and the old currencywas not
a round figure, but was determined by the exchange rates between the currencies and the ECU on
December 31, 1998.Owing to the introduction of the Euro at a rate of Euro 1 =ECU1, official con-
version rates resulted that can only be expressed in many decimals (see table 1). Greece followed
as the twelfth eurocountry on January 1, 2001.
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Table 1. Irrevocable conversion rates for the Euro
(Quantity per Euro)

Belgian/Luxembourg
franc

40,3399

German mark 1,95583

Greek drachma 340,750

Spanish peseta 166,386

French franc 6,55957

Irish pound 0,787564

Italian lira 1.936,27

Dutch guilder 2,20371

Austrian schilling 13,7603

Portuguese escudo 200,482

Finnish mark 5,94573

The transition to a new currency, and at the same time to a new unit of account, would lead to a
break in national time series that complicates comparability over time, unless action is taken. I call
this the time aspect of euroconversion. Statisticians in the eurocountries have chosen to compile
consistent time series for their countries by dividing data for 1998 and previous years by the offi-
cial (irrevocable) conversion rate. With respect to National accounts this means that both data in
current prices and data in constant prices are divided by the samenumber. Consequently, the devel-
opment of these data over time remains the same: index numbers and percentage growth rates are
unchanged. Implicit deflators, ratios between the same data in current and constant prices, do not
change either. So, the euroconversion by use of official conversion rates offers a solution to the
time aspect of national time series. From a national point of view, this is a completely satisfactory
solution.
One of the pitfalls related to the euroconversion is that contrary to the currency reforms previ-

ouslymentioned, which related to single countries only, the Euro became the common currency of
12 different countries. National data that are converted into Euro are not comparable across coun-
tries right away. I call the comparability between countries the geographical aspect of the
euroconversion. The official conversion rates reflect the central rates within the EMS that were in
force on December 31, 1998. In fact, exchange rates between the currencies of the eurocountries
fluctuated strongly in the past. Thismeans that historical data for countrieswith a depreciating cur-
rency are converted at an exchange rate that is too low and, therefore, they are undervalued. Like-
wise, historical data for countries with an appreciating currency are converted at an exchange rate
that is too high and, therefore, they are overvalued. As a matter of fact, the national data have not
been converted into a common unit of account, but they have only been rescaled. The
euroconversion by means of official conversion rates offers no solution for the geographical as-
pect of time series. Users of the data should not be misled by the common label “Euro” carried by
the time series. Statisticians have a duty to preserve users from this pitfall.
It is not possible to solve the time aspect and the geographical aspect concurrently. We can

make time series comparable between countries by converting them into the same currency, as a
common unit of account, using historical exchange rates. But at the same time, we affect the con-
sistency over time, because exchange rates have not been constant in the past. As a consequence
annual growth rates of, for example, National accounts data are determined not only by the move-
ments of the original time series, but also by changes in the exchange rate between the original cur-
rency and the common unit of account. It can be easily seen that the results are also influenced by
the choice of the unit of account. The exchange rate development between the guilder and the
D-mark has been different from the one between the guilder and the Italian lira.
We canmake a further step and calculate historical time series in Euro as a unit of account.We

can do so by first converting data from the original national currency into one of the
eurocurrencies, which functions as a pivot currency, and consequently convert them into Euro by
use of the official conversion rate of the pivot currency.As explained in the previous paragraph, the
development over time of these “Euro”series depends on the choice of the pivot currency.
The points made above are illustrated in Graph 1 “GDP and euroconversion”. With respect to

GDP in current prices, it shows the difference between a time series calculated through direct con-

HENK LUB

IFC Bulletin 12 — October 2002 135



version from lira into Euro (using the official conversion rate) and a time series calculated through
indirect conversion using theDutch guilder as a pivot currency. First, it appears that the former lies
below the latter, reflecting the history of the lira as a depreciating currency compared to the guilder.
Use of the official conversion rate, determined onDecember 31, 1998 leads toGDP figures that are
undervalued. Second, the two time series show different movements over time. This reflects the
exchange rate fluctuations between the lira and the guilder. Of course, the two time series overlap
in 1999 and following years after the introduction of the Euro. With respect to GDP in constant
prices the graph shows that the time series calculated through indirect conversion lies consistently
below the time series calculated through direct conversion. This is due to the use of the 1995 ex-
change rate between guilder and lira for the conversion over thewhole period. The lira happened to
be at a low point in international currency markets in that year.

Initially, the ECB tried to find a solution for the problem of cross-country comparability by con-
structing a fictitious Euro for 1998 and previous years. With the fictitious Euro the ECB tried to
construct a unit of account that more or less minimised the errors due to the adverse effect on the
comparability over time. By doing so, the ECBwas striving for an unattainable goal. The fictitious
Euro had several drawbacks.
1 The calculationmethod - aweighted average of exchange rates, withweights being based upon
GDP and population size - had only a weak theoretical foundation.

2 The calculation was performed for the 11 countries that were the original members of EMU.
Given the basic assumptions, the fictitious Euro would have to be recalculated every time new
countries joined. As a consequence, all “Euro” amounts would change.

3 It meant the introduction of a new basket of currencies, next to the ECU. This can only create
confusion.

Themost remarkable fact is that the fictitious Euro has never been used despite all the energy spent
on its calculation. Yet, the ECB had a number of opportunities to use the fictitious Euro. In the first
place, the calculation of historical monetary data. The ECB, however, opted for country data that
had been calculated by use of the official conversion rates and for the calculation of aggregates for
the Euro area by simply adding those data, even though this is strictly speaking not correct. In the
second place, the calculation of effective exchange rates. The ECB, however, preferred to derive a
different set of fictitious Euro exchange rates on the basis of trade weights. In the third place, Na-
tional accounts. However, the ECB uses the data provided by Eurostat. Eurostat calculates histori-
cal time series with the ECU as unit of account and never considered use of the fictitious Euro.
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Italy (Euro) constant prices
Italy (Euro) current prices
Italy (Euro vs NLG) constant prices
Italy (Euro vs NLG) current prices



3. Aggregates for the Euro area

The geographical aspect does not only relate to the comparability of data between countries, but
also to the calculation of aggregates for the Euro area. At the same time the time aspect gets in-
volved. This means that whatever solution is chosen by statisticians for the calculation of Euro ag-
gregates, it may have properties not suspected by users and for which they have to be warned. In
general, every user of Euro area aggregates has to ascertainwhich properties the time series he uses
possess. The choice of a particular time series depends on the kind of analysis hewants to perform.
Thismaymost clearly be illustrated byway of the calculation of GDP for the Euro area. A time

series of GDP in current prices denominated in Euro can be calculated by first converting the na-
tional data into a pivot currency and next converting these into Euro by use of the official conver-
sion rate. The resulting time series reflects both the value developments of the national data as the
movements in the exchange rates. The outcome also depends on the choice of the pivot currency.
This means that every calculation method is arbitrary to a certain degree, but this does not need to
be an important drawback for GDP in current prices.
This is different for a time series of GDP for the Euro area in constant prices. If this were calcu-

lated by use of current exchange rates, then this would mean that exchange rate changes influence
the outcome. A price effect creeps into the volume development. Moreover, the size of this price
effect depends on the choice of the pivot currency. This is clearly an undesirable result. The solu-
tion is to calculate GDP in constant prices for the Euro area by use of fixed exchange rates. How-
ever, this also influences the way we look at GDP in current prices. If we calculate an implicit de-
flator of GDP, then use of a GDP in constant prices calculated on the basis of fixed exchange rates
and a GDP in current prices calculated on the basis of current exchange rate would lead to an out-
come that also reflects changes in exchange rates. The interpretation of this variable is rather diffi-
cult. The solution is to derive theGDP deflator from aGDP in current prices that has also been cal-
culated on the basis of fixed weights, thereby excluding the influence of exchange rate fluctua-
tions.

4. Euroconversion in international databanks

In this paragraph, I offer a critical review of the way official international databanks deal with the
euroconversion. I confinemyself to data onGDP, both in current prices and constant prices.When
applicable, I also consider the implicit deflator of GDP. In my view, users of data are best served if
they find consistent time series for individual countries in a database. In the case of the
eurocountries this should be supplemented with a warning against the use of these data for geo-
graphical comparison. In addition, users should receive advice on how to deal with aggregates for
the Euro area.
The main conclusion is that there are quite a few differences between international databanks.

Users are confronted with a labyrinth in which it is not easy to find their way. The biggest obstacle
theymeet is that not all databanks provide consistent time series (IMF,BIS).Moreover, some data-
banks contain errors demonstrating the complexity of the euroconversion.

• Eurostat Eurostat is responsible for the compilation ofGDPof theEuropeanUnion and theEuro
area. In addition, it stores GDP data of all EU member countries in its databank NewCronos.
NewCronos offers two data sets on GDP in current prices of the eurocountries and the Euro
area:

1 The first data set comprises time series denominated in national currency, i.e. the Euro.
The data for the period before 1999 have been calculated by conversion with the fixed
conversion rate.

2 The second data set comprises time series denominated in ECU for the period before
1999 and denominated in Euro for the period starting with that year.

The time series in the first data set offer a solution for the time aspect with respect to the individ-
ual eurocountries. The second data set offers a solution for the problem of cross-country compa-
rability. In both data sets the time series for the Euro area are identical. This means that Eurostat
considers the ECU the national currency for the Euro area in the period before 1999. As a conse-
quence, annual GDP growth rates of the Euro area are influenced by exchange rate fluctuations
between the eurocurrencies and the ECU during that period.

NewCronos also contains two data sets on GDP in constant prices of the eurocountries:
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1 The first data set comprises time series in 1995 prices, based on the Euro-value of GDP
in that year;

2 The second data set comprises time series in 1995 prices, based on the ECU-value of
GDP in that year.

The time series based on the ECU show larger values than the same time series based on the
Euro, because in 1995 theECUhad reached a lowpoint against the eurocurrencies. Italy is an ex-
ception, because the lira had evenmore depreciated in the aftermath of the currency criseswithin
the EMS in 1992 and 1993.

NewCronos also contains GDP price indices of the eurocountries and the Euro area with base
year 1995. In the calculation of the price index of the Euro area Eurostatmakes amethodological
error. It calculates the index by dividing GDP in current prices by GDP in constant prices of
1995. In this way, Eurostat does not calculate a “pure” deflator, but a deflator that also includes
the effects of exchange rate changes. The price index calculated by Eurostat is a weighted index
of national price levels corrected for the exchange rate difference between the national curren-
cies and theECU.For the sake of the calculation of a “pure” deflator, Eurostat should have used a
differently calculated time series for GDP, i.e. one based on the data denominated in national
currency, weighted with 1995 GDP values (see also paragraph 3).

Graph 2 “GDP deflators” shows the somewhat bizarre results of the deflator calculated by
Eurostat: price deflation in 1997 and strongly fluctuation inflation levels over the last ten years.
As a matter of fact, the outcomes are distorted by exchange rate movements between the
eurocurrencies and the ECU.

When it comes to judging Eurostat’s performance in the euroconversion, I notice as strong
points that Eurostat presents two sets of time series for the eurocountries, thereby providing so-
lutions for both the time aspect and the geographical aspect. In addition, it provides advice on
the use of these data.However, it is to be regretted that these notes are posted on the homepage of
NewCronos. Users looking for data on National accounts may be inclined to skip this informa-
tion. It would be better, if they receive awarning about the use of these data once theymake a se-
lection ofNationals accounts data. Aweak point is thewayEurostat dealswith the calculation of
aggregates for the Euro area. It does not give any explanation of the way Euro area aggregates
are compiled. Moreover, it makes an error in the compilation of deflators. This is to be regretted
because Eurostat is the compiler of these data and also the source for other databanks.

• ECB The ECB derives its data from Eurostat. The time series mentioned above are also con-
tained in the ECBdatabank. The ECB also discovered the shortcomings in the calculation of the
GDP price index of the Euro area. It publishes deflators based on its own calculations in the
Monthly Bulletin. This price index has been calculated as a weighted average of national price
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Graph 2 – GDP Deflators
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indices with constant weights. The ECB data bank is not accessible to the public. Therefore, ad-
vice on the use if these data is less necessary.

• BIS TheBIS receives country data from the individual countries. Data on the Euro area are pro-
vided by Eurostat. The BIS data bank has a completely different way of storing data. With re-
spect to the eurocountries, the BIS stores data from the period up to and including 1998 in the
original national currencies (inBIS jargon: they are discontinued time series). Data for 1999 and
later years are stored in Euro. For Greece, the break lies between 2000 and 2001. This method
has important drawbacks:

1 The BIS does not offer consistent long time series for the countries concerned;
2 Users who need long time series are forced to make an extra effort and must calculate
these themselves. I admit that this method also has an advantage: users are forced to
deal thoughtfully with the data and to think about the type of euroconversion that they
want to apply.However, it seems tome that the latter is not a function of an international
databank.

3 The separate storage of historical data in discontinued time series also bears the risk that
data are not properly updatedwhen revisions aremade. Staff at central bankswho trans-
mit National accounts data to the BIS are confronted with a complicated procedure.
Historical data covering the period before 1999 that are published in Euro by statistical
instituteswho apply the rules of euroconversion have to be converted back into the orig-
inal national currency.

The BIS databank is not accessible to the public. So, there is less need for an explanation on the
use of data denominated in Euro.

• IMF The IMF receives country data from the individual countries. Data on the Euro area are
provided by Eurostat. In its monthly IFS and in the IFSYearbook, the IMF publishes GDP data
of the eurocountrieswith a break in the time series: in the original national currency up to and in-
cluding 1998 and in Euro afterwards. The IMF’s choice for publication of the data in the original
currency is to be regretted, even though it is a consistentway of dealingwith the break in time se-
ries. In the cases of currency reformmentioned previously, the IMFdid notmake corrections for
a break in time series either. By doing so, the IMF takes a different road from the one followedby
the eurocountries and Eurostat, who make an effort to publish data with a solution for the time

aspect. Users of IFS, on the contrary, do not find consistent time series for individual countries
and are forced to make calculations themselves. The fixed conversion rates they need can be
found with a little effort in the country notes.

Time series onGDP for theEuro area start in 1998 only.With respect to data for 1997 and before,
the reader is referred to Eurostat. The notes state: “Data for 1997 and earlier can be obtained
from Eurostat”. Possibly, there are shortcomings in de data exchange between Eurostat and the
IMF. For users, however, this is rather annoying. Finally, a mistake: the break in time series in
GDP of the Euro area caused by the membership of Greece is mentioned correctly in the text of
the notes, but in the table it is indicated in the wrong place: between 1998 and 1999 (in IFS of
May 2002).

• Datastream Datastream is not an official, but a commercial databank. It shows, however, how
managers of databanks struggle with the euroconversion. Datastream offers National accounts
data of the eurocountries in Euro. It has calculated historical data (before the introduction of the
Euro) by use of the fixed conversion rates.With respect to the countries that joinedEMUon Jan-
uary 1, 1999 the results are correct. However, the calculations for Greece contain an error. Table
2 shows that GDP-data in Euro have not been calculated with the fixed conversion rates, but
with variable rates. This produces wrong results with most serious consequences for GDP in
constant prices. According to the Euro denominated time series volume growth of GDP in 2000
amounted to 0.6%,whereas the original drachma denominated time series showed a growth rate
of 4.3%.
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Table 2. Greece: Gross Domestic Product
(in millions of Euro/drachma)

GDP in current prices GDP in constant prices

Euro Drachma implicit
conversion
rate

Euro Drachma implicit
conversion
rate

1995 82,820 27,235,200 328.8 82,820 27,235,200 328.8

1996 91,030 29,935,088 328..8 84,773 27,877,488 328.8

1997 100,666 33,103,792 328.8 87,753 28,857,488 328.8

1998 109,085 35,872,496 328.8 90,431 29,738,192 328.8

1999 117,462 38,147,152 324.8 94,646 30,737,296 324.8

2000 122,113 41,135,536 336.9 95,210 32,072,592 336.9

2001 130,181 44,359,296 340.8 98,406 33,531,936 340.8

Ssource: Datastream (14-06-02)



Discussion comments

Leon Taub (Federal Reserve Bank of New York)

A theme common to all nine papers presented this afternoon is that the data requirements faced by
central bank statistical compilers are growing, and, in fact, growing rather rapidly. In some cases,
the growth in requirements is a direct result of changes in the financial markets. In other cases, the
additional requirements are due to the adoption of new monetary stabilization policies. Currency
changes, including the introduction of the Euro, have imposed new burdens on statistical compil-
ers. Further, even without changes to the financial markets, the needs of internal data users has
been growing as theworld has become increasingly reliant upon timely, sophisticated information.
Through increased international standards, external data users have also been able to apply pres-
sure for additional economic data. Clearly, like it or not, we are in a “growth industry.”

Samuel Alfaro in his paper “Banco de Mexico’s experience in measuring the risk position in
Mexican pesos of foreign investors and its relevance for monetary policy” discusses the difficulty
of collecting data on foreign currency risk positions in a freemarket/flexible exchange rate regime.
Mr.Alfaro does an excellent job of explaining the need for, and the difficulties of,monitoring these
positions under freemarket conditions, particularly given the recent growth in sophisticated finan-
cial instruments. The paper presents a useful indicator of these positions and shows its perfor-
mance during the recent past. A similar monitoring of the cross-currency positions of local busi-
nesses and investorsmight also be useful, as local businesses grow in size and sophistication. Dur-
ing themost recent financial crises inAsia and LatinAmerica, there is some evidence that local as-
set holdersweremore aggressive than foreign holders in shifting the currency composition of their
assets.

Francesco Columba in his paper “Transaction technology innovation and overnight deposits de-
mand in Italy” shows that technological changes in the provision of retail banking services shifts
the demand curve formonetary aggregates.As a result, themeaning and implications of changes in
key monetary aggregates is altered. This excellent paper demonstrates the importance of a com-
prehensive monitoring of the economy. Monitoring monetary aggregates alone during periods of
rapid technological change can not provide clear direction for monetary policies. An extension of
this paper might address the extent to which there are long-run changes in the demand function for
components of the money supply due to the technological changes.

Two of the papers, those of Peter Vojtisek “Statistical implications of the chosen monetary policy
strategy: the Czech case” and Adrian Armas “Gathering predictive information for implementing
inflation targeting: the case of Peru” note that countries which adopt inflation targeting strategies
find that, as a result, their policymakers have greatly increased data needs. In addition to all of the
normal macroeconomic variables, a greater effort must be made to decompose the real and price
components accurately and to obtain a measure of “core inflation.” Further, under a regime of in-
flation targeting, it is important to be able to track recent changes in the markets for labor, goods,
and services. These papers are very important, as the increased data requirements of new policies
are not always considered until the new policies are adopted.
In addition, inflation targeting requires ameasure of inflationary expectations. However, mea-

suring inflationary expectations is very difficult. Both countries have used surveys to create an in-
dex of inflationary expectations. The United States does not measure inflationary expectations
through surveys, but does use surveys to measure consumer expectations. The general finding is
that these surveys primarily provide “backward-looking” information, with very little new infor-
mation content. By contrast, the United States does issue “inflation protection” bonds, which, de-
spite a relatively illiquidmarket, have anticipated recent declines in inflation.As capitalmarkets in
these countries develop, the development of market-driven measures, perhaps even inflation-in-
dexed derivatives, should be explored as a way of providing more useful information about infla-
tionary expectations than surveys.

Laurent Paul and Frederic Lambert in their paper “International Investment Positions: Measure-
ment aspects; usefulness formonetary policy and financial stability issues” discuss the importance
of the establishment of the creation of international investment position (IIP) data which can help
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to track key indicators such as the wealth effects of revaluation changes at the macroeconomic
level. Their excellent paper discusses compilation problems and prospects for improvement. Valu-
ation problems are particularly important and difficult components of the construction of IIP ac-
counts. Paul and Lambert conclude that the value of these accounts is sufficiently great that further
efforts to improve their timeliness, productivity, and quality need to be taken.

Henk Lub in his paper on “Euro-conversion in international data banks” and Amelia Pinto in her
paper “Challenges for the Central Bank of Ecuador under dollarisation” both discuss the difficul-
ties of creating historical data series when a country changes the currency in which historical data
are to be presented. Lub explains that the conversion of historical time series of multiple countries
to the Eurowithout changing historical rates of growth caused bilateral inconsistencies to develop.
In fact, the actual problem is even more severe. If national accounts are to be presented in the new
currency, statisticians must present data that make it appear that history is being rewritten! For ex-
ample, GDP growth even in nominal terms, in the new currency of denomination can not be the
same as growth in the former currency of denomination. As Ms. Pinto describes, creating a set of
accounts in the new currency of denomination is extremely difficult both conceptually and practi-
cally. One option might be to create an estimate of value-added by industry, based upon the new
currency of denomination and then to create an index ofGDPby summing these value-addedmea-
sures. (For the Euro, obviously this would have to be based upon synthetic data, based upon an av-
erage of at least the major currencies that were merged together.)

As Reimund Mink describes in his paper “Financial Accounts for the Euro Area” a tremendous
amount of progress is beingmade in creating quarterly financial accounts for the Euro area, which
cover both transactions and positions. The creation of the Euro area makes it imperative that a set
of economic data be presented for the residents of that area as a whole, a major undertaking. A
question which Euro area statistical compilers may face in the future is the extent to which re-
sources should be devoted to collecting supra-national data, as opposed to the aggregation of na-
tional data. Statistical programs that try to create data for large regions as well as sub-regions, with
similar quality and timeliness, often face inherent difficulties. For example, local area data for
multiple areas requires far larger samples than would a single supra-national estimate, making the
process very expensive. Similarly, the need to estimate, and difficulty of estimating, missing data
accurately is far greater with smaller-area data than supra-national data. The problem is evenmore
severe when compilation is occurring at multiple sites under multiple authorities. In some cases,
local area data and national area data have inherent inconsistencies, whichmust be reconciled. For
example, there is a very different definition of “foreign resident.” Thus, the collection of consistent
national and supra-national data can result in larger costs and reporting burdens.

Grazia Marchese’s paper “The value of discrepancies” provides some very important contribu-
tions. Although her comments relate directly to the financial accounts, I can testify frommy expe-
rience as a national accountant that published statistical discrepancies are very useful in the evalu-
ation of economic activity. Even if the published statistical discrepancies are “managed” to some
extent, the public release of these discrepancies remains quite useful for several reasons. First, dis-
crepancies provide a clear indication of the differing trends and positions shown by the underlying
data. This, in itself, is very useful information. Second, if one assumes that statistical authorities
aremanaging the discrepancies, one can discern additional information from the direction of large
discrepancies. Third, the publication of discrepancies puts pressure on the statistical compilers to
make the conceptual and practical changes needed to improve the accounts. For example, large
published discrepancies cause compilers to re-examine vigorously, the assumptions in their esti-
mating methodologies. Fourth, the publication of discrepancies may also cause statistical compil-
ers to re-question, and perhaps even to override, preliminary data from weak data sources. Thus,
weak preliminary data sources are given less weight than strong sources.

Leon Taub

leon.taub@ny.frb.org
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Rudi Acx (National Bank of Belgium)

The paper byMr. Alfaro and the one byMr. Columba deal basically with the need for continuous
adaptations in the way economic reality must be measured, given the changes in economic behav-
iour, structure, economic regulations and innovations in products aswell as in the infrastructure.
The papers differ however in their statistical and analytical approach. The use, in the Mexican

case, of the definition of the Uncovered Net Position in Government Securities, replaced later by
the Net Position in Pesos of the Foreign Sector, follows a macro-economic approach. The specifi-
cation of demand for overnight deposits in Mr. Columba’s paper is based on more disaggregated
data, which goes into the direction of a micro-data approach, an approach which has become pre-
dominant in economic analyses in recent years. The Mexican approach is oriented towards more
global information or policy information,while the demand for overnight deposits seeks details on
different behaviour over time and by location.
The choice of approach must be seen in the light of the purpose of the information. For mone-

tary policy decisions, indicators must be readily available and they must be chosen in coherence
with and in function of the policy aims. The cost involved also plays an important role. These argu-
ments favour probably the selection of a global indicator like the Net Position in Pesos of the For-
eign Sector. Even if the indicator is not exact for the full 100 per cent, this approach may be pre-
ferred in as far as the user is aware of the limitations of the indicator, as it is suggested in the paper
by Mr. Alfaro. Furthermore, information for decision support must be flexible, especially in a
changing economic environment and one must take into account the burden put on the reporting
agents. If data collection is very heavy in terms of costs, one will loose the flexibility to change the
data collection system even if economic developments impose a quick rethinking of the informa-
tion required by policy makers.
One can raise the question if a global indicator alone is sufficient as the main indicator for the

conduct of monetary policy. Therefore, it is interesting to know to what extent the Net Position in
Pesos by the Foreign Sector is supported by other statistical information andwhat is themutual re-
lationship between the main indicator and other information.
The Alfaro paper points indirectly to another very important point. Data collection must not

only be flexible to cope with innovation, but the data itself must be of high quality so that policy
makers can rely on them. For that reason instructions to reporting agents must be very strict and
clear to achieve that the information content is in conformity with the user’s understanding of it.
This is not only true for domestic reasons but also in domains where international comparisons are
made or, even more, where international aggregates are made, e.g. in the case of economic unions
or monetary unions.
Indicators for monetary policymust be replaced/adapted from time to time, and this holds also

for the money demand function or components of the money demand, as is clearly demonstrated
byMr. Columba. TheCagan-like demand function has been completed for transaction technology.
The empirical evidence from the paper, confirmed by results obtained by other authors, shows
clearly their impact. As it is always the case in empirical research, the specifications may be influ-
encing the outcome. Central questions here are:
• Is the right information used for the selected variables?
• Are all relevant phenomena taken into account?

Dealing with the first item, the number of ATM/POS could be replaced by the number of transac-
tions via ATM/POS or the amounts of money involvedwith ATM/POS transactions. Is the interest
on large balance sight deposits (over 10.000 euro) the correct reference for the calculation of the
opportunity cost inmoneydemand functionswhich dealmainlywith effects in the retail segment?
On the second item, the pricing policy of financial institutions and operators of the electronic

network for payment services should be considered.One should also take into account the effect of
prepaid cards,which inmyopinionmight further increase the share of sight deposits at the expense
of cash holdings. Furthermore, home banking facilities, which recently are gaining in importance,
will also exert an impact on the relative part of the sight deposits. Home banking, including elec-
tronic banking for enterprises, provides an instrument for swift portfolio reallocations, which can
have a negative impact on the outstanding balances of sight deposits or at least make the estimated
function less stable.
Such more elaborated specifications may affect the relationships on which reaction functions

are based.

DISCUSSION COMMENTS
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To complete information on missing issues, survey results could be used as is demonstrated in the
paper on the need for data in case of inflation targeting. This bringsme to the papers ofMrs. Pinto,
Mr. Armas and Mr. Vojtisek.

Here too, the papers describe the need for new statistical information, but now due to the shift
ofmonetary policy to a regime of inflation targeting, as in the case of theCzechRepublic and Peru,
or to opting for dollarization of the economy, as is it the case of Ecuador. Both in the CzechRepub-
lic and in Peru, policy makers rely on an extensive set of economic indicators. In the new environ-
ment, inflation forecasting on different components takes a predominant position, as well as the
measurement of inflation expectations. Differentiating inflation by components creates a better
picture for the understanding of the inflation process and contributes to the understanding of the
transmission of price and cost effects.
Information on inflation expectations of market participants is in both countries based on sur-

veys. But approaches differ in terms of the surveyed populations. Up until very recently Peru lim-
ited the survey to analysts of the private sector and to treasurers of financial institutions, while the
Czech Republic includes also managers of non-financial corporations and households. This gives
rise to some questions:
• Do inflation expectations in the Czech Republic differ among the sub-populations? Although
inflation targeting is not relevant to theBelgian case, Belgiumhas since a couple of years indica-
tions on the inflation expectations by households. The available data are not yet very conclusive
but it seems that inflation expectations by households are not indifferent to current inflation
rates.

• Do the expectations coincide with observed price evolutions of financial products and with ob-
served price evolutions in futures markets, or what additional information is obtained from the
surveys?

• What value is attributed to the survey results on inflation expectations (in general and by
sub-population) for monetary policy purposes, or in what sense do they influence the monetary
policy ?

The four papers in the second part of the session deal, on the one hand, with the quality of data pro-
vided to the users and, on the other hand, with new statistical products which can, or according to
the authors should, complete the existing set of information to policy makers.

The quality aspect is touched upon in the paper ofMr. Lub dealing with the problem of currency
conversion after the introduction of a new common currency. In the case of the European Union,
long and intense discussions took place within the European Central Bank and the Committee for
Monetary, Financial and Balance of Payments Statistics, which resulted in the outcome as de-
scribed in the paper. The problem to safeguard the internal dynamics, or the time aspect as it is
called in the paper, and the problem related to international comparisons, or the geographical as-
pect, cannot be solved through the creation of one single conversion method: for the analysis of
each of the two aspects, meaningful series would be lost.
The author proposes to publish consistent time series with annotated explanations. This brings

us to themetadata on statistics, which gain in importance as statistics are becomingmore andmore
complicated in nature and construction. In order for these annotations to become effective, the us-
ers should take the attitude to consider carefully any footnotes and methodological annexes in the
publication. As we all know, this is not always the case and therefore user-friendly techniques and
presentations must be implemented. The risks to which users are exposed is clearly demonstrated
by Mr. Lub’s example of the erroneous GDP deflator for the Euro-area.

The discrepancies between the balance of the capital account and the balance of the financial ac-
count by sector, as analysed in the paper ofMrs. Marchese treats a delicate and fundamental issue
for both statisticians and users. As the sources for the two types of accounts are different, full co-
herence is not attainable without intervention of the statisticians. The question comes up to what
extent the statistician may adapt the value of figures resulting from two distinct statistical pro-
cesses. On the other side of the spectrum there are the users, which prefer data fully in line with the
theoretical concepts. A modus vivendi must be found.
To put this problem in perspective, one should be aware that the construction of national ac-

counts, incl. the financial accounts, is a complex statistical process, of which estimates and “arbi-
trage” form an integral part. Arbitrages are carried out by specialists, who act to the best of their
knowledge and in an non-biases manner, depending on the relative reliability of the data involved.
So, even before comparing the balances of the two accounts involved, statisticians have already
improved and interpreted the data, which constitutes in fact part of their value added. The next step
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for a full integrated set of accounts would be to apply some arbitrage between the balances of the
capital account and the financial account,whichmay exert effects in the upward and downward ac-
counts and balances of the SNA93/ESA95-system.
The position defended by Mrs. Marchese, namely to explain any arbitrage effectuated to re-

duce or to eliminate the discrepancy between the balances of both accounts, should therefore also
become more common for similar actions in estimating accounts of the integrated system of na-
tional accounts other than the financial and the capital accounts. This transparency in the statistical
process should contribute to a more correct assessment of the data quality. Concealing these inter-
ventions of “accommodating arbitrage” can be misleading for the users and would moreover con-
tribute to false quality reports as mentioned in the paper. However, even in using a forced balance
not disclosed to the user, a further detailed comparison among different variables in the national
accounts can reveal the existence of that kind of actions. But this is “playing games” with the user,
which does not contribute to the image of reliable statistics.
The attempt for reducing discrepancies between the accounts implies in most countries a close

co-operation between the national statistical offices and the central banks.
The relevance of the empirical part of the study on the discrepancies is of course the challenge

for the countries to provide explanations and solutions for improvement. As far as Belgium is con-
cerned, a large part of the discrepancies observed are due toworking hypotheses in the financial ac-
counts, where some balances are forced. The statistical difference which is caused by these hy-
potheses must be reallocated to other sectors (mainly the households and the non-financial corpo-
rations), which in the end generates the discrepancies with the capital account. In most, if not all,
countries analysed in the paper, it can be observed that the discrepancies in the general government
sector are minor. This, of course, is a positive effect of the large investments made by most of the
countrieswithin the framework of theExcessiveDeficit Procedure for theEuropeanCommission.

The paper ofMr. Mink points to the importance of the financial account for monetary policy. The
external component of the financial account in stocks forms the statistics on the International In-
vestment Position (IIP), which is strongly promoted in the paper by Messrs. Lambert and Paul.
Detailed financial accounts and IIP do indeed provide structural information to the policymakers.
In as much as this information becomes available within short delays, which is unfortunately not
yet the case inmany countries, this will contribute to a better understanding of the potential effects
of policy decisions, forwhich in the best casewe currently have only general indications at our dis-
posal while for many other interesting and maybe crucial information we are confronted with a
black box. From both papers, and especially from the project descriptionwith the ESCB, it is clear
that the statisticians still face a lot of work before reaching the ultimate goal. Both elaborated sta-
tistical products will provide information which fit into the existing economic theories.
Stock data are important to get an idea on the potential wealth and substitution effects, but the

calculation of stocks still poses a lot of problems, which makes them less useful for analysis and
hence for policy purposes.
As thework is far from finished, it is advisable that the users – the policymakers – are consulted

in defining priorities on required breakdowns and on the frequency atwhich these details should be
made available.

Rudi Acx

rudi.acx@nbb.be
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Central bank statistics and financial stability
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Session 2:
Central bank statistics
and financial stability

Issues paper

Paul Tucker (Bank of England)

Central bank statistics for financial stability analysis

During the five years since the Asian crisis, the range and depth of financial stability analysis has
increased substantially. Those involved include central banks, regulators, international agencies
and academics, as well as market participants, in both developed and developing countries. Much
of the early work, both initially and since, involved wrestling with some of the conceptual issues
involved: e.g. what do we mean by “financial stability”; can we measure it; what, in principle, do
“early warning” indicators look like?More recently the emphasis has shifted to the more practical
problem of identifying appropriate data sources.
At first glance, this may not seem especially challenging, given the plethora of financial infor-

mation available at both the national and international level. But closer examination shows that the
available data have been generally (if not universally) designed and collected tomeet specific pur-
poses that do notmap precisely to the needs of financial stability analysis. As a result the challenge
– and one of themain themes of this session – has been to developways to adapt or cannibalise ex-
isting data sources.
One of the main sources of financial data in most countries is the monetary dataset, designed

explicitly to meet monetary requirements. Often this is also used to produce banking sector inputs
to the national accounts. These data do provide useful information for financial stability analysis,
but there are gaps. Most obviously, monetary data by definition focus on the (domestic currency)
activities of the resident offices of credit institutions whereas financial stability analysis casts its
net much wider as the global activities of a bank could cause losses.
Another potentially rich source of information comes from regulatory return, which constitute

specific datasets designed to permit analysis of individual financial institutions groups. To the ex-
tent that these data were designed formicro-regulation (i.e. to assess individual firms’ vulnerabili-
ties) it might appear to be a relatively simple next step to aggregate these data to produce outputs
that would contribute to macroprudential analysis. But in many countries the data were not de-
signed to be aggregated, and there can be inherent features (i.e. the nature of the data requested or
the collection methodology) that make aggregation difficult; for example, the use of exception re-
porting (where certain ratios are exceeded) or different levels of consolidation.
Both sets of data have value for financial stability analysis provided users interpret the results

carefully. Even so, they are not bespoke datasets so one question is whether they can satisfactorily
meet the financial stability needs.
We have a number of papers that address topics that are directly relevant to this debate, and the

speakers have been asked to bring out in their presentations the specific issues outlined above (full
papers will be available to participants to download before the conference from the e.bis site).
There are two papers examining the compilation of macroprudential indicators (from Barbados
and Costa Rica), two papers exploring the use of supervisory and monetary datasets for financial
stability analysis (from India and the UK) and a paper discussing the Portuguese experience of us-
ing Central Credit Registers.
As demonstrated by the range of papers, these questions are beingwidely addressed at the indi-

vidual central bank level in a number of countries. In addition, international bodies such as the
IMF, the ECB and of course the BIS are looking at the second-stage, but no less important, issue of
comparability between different national datasets to facilitate cross-country analysis. Accord-
ingly, we have papers from the IMF and the BIS that explain aspects of their work in this area. And
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we have a discussant from the ECBwho will be able to draw on the experiences of theWGMA in
trying to construct EU indicators from national data.

I expect our speakerswill provide enoughmaterial to stimulate an interesting discussion in the sec-
ond half of the session.But, among the questions that I believewe should attempt to address, are:
• Does the lack of purpose-built datasets matter? What are the major gaps? Is timeliness an issue
for some data?

• Indeed, given systematic work on financial stability is relatively new, can we yet know how
much it matters? Can anyone point to specific examples where research into financial stability
issues has been materially impeded or prevented by lack of suitable data?

• How prepared are central banks, or other data compilers, to adapt forms for a new purpose? Can
anyone offer specific examples from their own countries?

• Is there a case for introducing – or planning to introduce – new returns specifically to capture
data for financial stability purposes? Any examples? How would we explain the reasons for
such returns to the banking community?

• Should we collect data from non-bank sector? The focus above has implicitly been on the bank-
ing sector, both because they still remain themain transmissionmechanism for financial imbal-
ances, within and between countries, and because there is already a much more comprehensive
range of available data. But what about securities dealers, which in many markets act as quasi
banks?And insurance companies,which are increasingly active in credit risk transfermarkets?

Paul Tucker

paul.tucker@bankofengland.co.uk
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The use of macro prudential indicators
The case of Costa Rica

William Calvo V. (Central Bank of Costa Rica)

I. Introduction

It is very common now to hear about financial crises in different regions of the world and espe-
cially in developing countries. From 1980 to 1996 nearly 120 member countries of the Interna-
tionalMonetary Fund (IMF) faced banking problems of different magnitude. The subject of bank-
ing crises is very complex by the diversity of forms and operational schemes of the financial sys-
tems in different countries and by the variety ofmeasures that different countries have taken during
the crises.
The reasons why the banking problems require special attention are their domestic conse-

quences on the economies and their effects on other countries in view of the high integration of the
international financial markets.
In general, the causes of the banking crises can be divided in macroeconomic and microeco-

nomic causes. In the former we can find: shocks affecting assets quality, funding, credit dynamics,
excessive expansion of themonetary aggregates and the effect of the public’s expectations and the
external and internal volatility. With regard to the microeconomics causes: a weak banking super-
vision and regulation, quick financial liberalization, inadequate account frameworks, increases in
non-performing loans and narrowing bank interest margins, the share of the state in banks prop-
erty, loans to related groups and asymmetric information problems.
The international financial disturbance occurred in the second half of the 90s has raised many

reflections about how the world financial system can be strengthened.
Different studies have measured the huge fiscal and quasi-fiscal costs (rescue loans from cen-

tral banks) that the crises have caused, which have amounted to almost 33%of theGrossDomestic
Product (Chilean case).
Also, different studies have shown that in themajority of cases countries experienced lower av-

erage rates of growth in the five years after the crises than in the five years before these. Another
important feature is the high interrelation between the international financial markets, which has
led to contagion situations, inclusive between countries seemingly different and far away like
Mexico, Brazil, Russia and Turkey.
To strengthen the supervision over the financial sector, we need adequate indicators of the

strength and stability of the financial system. These macro-prudential indicators (MPI) are very
important for several reasons. First, they enable to make evaluations based on objective measures
of the financial strength. If the indicators are disclosed, the supply of financial information to the
markets is improved. Also, it is only possible to compare indicators between countries, if these
countries adopt international prudential, account and statistical standards that facilitate supervi-
sion on a domestic and international base.
MPI include both aggregate micro-prudential indicators about the solvency of the financial in-

stitutions and macroeconomic variables related to the strength of the financial system. Financial
crises occur when both types of indicators mark vulnerability, when the financial institutions are
weak and suffer macroeconomic disturbances.
Towait for a crisis,with the purpose to explain it afterwards, is not a satisfactory strategy. There

is an urgent necessity for finding indicators which can measure the probability of a bank bank-
ruptcy and, in general terms, to measure the development of a banking crisis before it occurs.
Macroprudential analysis closely complements and reinforces early warning systems and

other analytical tools to monitor vulnerabilities in the external position, using macroeconomic in-
dicators as key explanatory variables. Macroprudential analysis and the associated stress testing
focus on vulnerabilities of the domestic financial sector to macroeconomic, external and capital
account developments.WhileMPI and these analyses primarily aim on predicting banking crises,
they also provide an important input tomore general vulnerability analyses and early warning sys-
tems. Their usefulness for these purposes will depend on the solution of measurement and /or
availability problems,which have so farmade it difficult to incorporate them systematically in vul-
nerability analyses.
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II. The case of Costa Rica.

Before the 80s the Costa Rican banking industry was dominated by four state banks; private bank-
ing was practically nonexistent.
The most important implication of that situation was the nonexistent competency within the

banking sector, which was reflected by the degree of efficiency (high spreads) and innovation, as
well as by a clear lack of client service. In 1980 the state banks had nearly 99% of the banking sec-
tor's total assets and 99%of total credit; both indicators show the high concentration in this period.
During the first years of the 80 decade, there was an increase in the number of private banks in

the country. These banks appear with a clear orientation toward the services, specially those re-
lated to international trade and lending to some activities like trade, services and consumption, ac-
tivities which the state banks consider unimportant.
The sharp increase in the private banks’ share is evident from the number of banks in operation:

in 1980 there were only five private banks and in 2002 there are sixteen. These banks now have
40% of total assets and 50% of total credit.
The financial system of Costa Rica is composed of five groups of entities: 1) state banks, in-

cluding three state-owned commercial banks and three banks created by special laws; a second tier
entity that finances housing projects, a worker's bank and a saving system for teachers; 2) sixteen
private banks, seven of which are foreign owned (branches of foreign banks are not permitted); 3)
sixteen non-financial institutions,which engage inmost banking transactions except for taking de-
mand deposits and participating in international trade finance; 4) a SavingCredit Cooperative; and
5) three mortgage banks.
Following a rapid liberalization of the capital account in 1992, Costa Rica has conducted a pro-

cess of financial sector reform in the context of a gradual exchange-rate based stabilization. These
reforms have involved some reductions in the preferences enjoyed by the state-owned banks, oper-
ational strengthening of the state banks, improvement in the organization framework for supervi-
sion of financial institutions andmarkets, and strengthening of prudential regulations and supervi-
sory procedures. Reforms have also been implemented in the area of public debt management,
with the introduction of an auction for central government bonds in 1996 and efforts to seek greater
standardization of such bonds to improve their liquidity and enhance their marketability. The pub-
lic debt auction (expanded to include central bank bills) and subsequentmoves toward greater uni-
formity and a lower level of reserve requirements have represented important moves towardmore
market-based indirect instruments of monetary policy.
Notwithstanding progress in financial reforms, the financial system in Costa Rica continues to

be characterized by significant distortions caused by heavy taxes specific to the banking system, a
requirement for the private banks to maintain a 17% reserve of demand deposits at below market
rates with state-owned banks, unless certain other costly conditions are met. In addition, a number
of legal, regulatory and institutional factors have impeded the development of an efficient and inte-
grated money and interbank market.
These characteristics of the Costa Rican financial system have contributed to the heavy con-

centration of resources in an inefficient state-owned banking system, a high level of disintermedia-
tion reflected in large off-balance sheet and unsupervised “off shore” operations of banks and shal-
low and segmented liquidity markets. Together with relatively limited development of modern
risk management systems and practices in the banking system, volatility of short term interest
rates, and intermingling of transactions of various types of trust and investment funds with the op-
erations of the banks that manage them, these aspects of the financial system raise concern about
vulnerability to significant shocks. These vulnerabilities are exacerbated by questionable account-
ing practices and limited information on the large parallel operations of the banking system,which
create serious problems of transparency (and thus the measurement and monitoring of risks).
About 40 per cent of credit granted by the banking system is denominated in foreign currency.

Loans to borrowers that do no generate foreign currency earnings could thus involve a dimension
of credit risk (indirectly related to foreign exchange risk incurred by the borrower) in the event of a
large depreciation of the colon. In addition, banks that depend upon dollar-denominated liabilities
for funding their operations, particularly when such liabilities are due to nonresidents, are subject
to liquidity and interest rate risks that differ substantially from liquidity and interest rate risk re-
lated to colon-denominated liabilities. It is not clear that this extra dimension of risk in foreign cur-
rency operations is explicitly taken into account in existing prudential regulations and supervisory
oversight. More fundamentally, the weak and primitive internal risk control systems and policies
of commercial banks in Costa Rica combinedwith questionable accounting practices lead to inad-
equate incorporation of risk in the pricing of portfolios.
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III. Macroprudential indicators in Costa Rica.

1. Microeconomic indicators.

Costa Rica has three supervision agencies; a) Superintendency for Banks and Financial Institu-
tions (SUGEF), which supervises the financial system; b) Superintendency for Securities Market
(SUGEVAL), which supervises the stock market and the stock exchange; c) Superintendency for
the Pension System. All of these agencies are conducted by a Board named the Financial System's
National Supervisory Board.

The SUGEF supervises the financial system through theCAMELSmethodology, which consist of
microeconomic indicators in six different areas of banking performance: Capital, Assets,Manage-
ment, Earnings, Liquidity and Sensitivity to Market Risk.
The SUGEF, with the purpose to evaluate the economic and financial situation of the super-

vised institutions, defines the following risks;
• Solvency risk: It is presentwhen the level of the capital is not sufficient to cover the losses except
those covered by the reserves. The estimated losses are based on the quality and structure of the
financial institutions' assets. Then the solvency risk includes the asset risk.

• Liquidity risk:This risk originates when the financial entity doesn't have the liquidity resources
to attend their liabilities in the short term.

• Interest rate risk: It is the exposure to losses for fluctuations in the interest rates when there is a
mismatch in the terms of assets and liabilities.

• Exchange rate risk:A entity face this risk when the value of his assets and liabilities in foreign
currency are affected by exchange rate fluctuations and the amounts are undermining.

• Credit risk: This reflects the possibility of non payment.
• Operational risk: It is when the management information systems are unsuitable or when inter-
nal control is weak.

The CAMELmethodology was adopted by the SUGEF from January,1999, with necessary modi-
fications to adapt it to the Costa Rican financialmarket. Currently, thismethodology is established
in “Rules to evaluate the economic and financial situation of the supervised entities”. The global
rating is compounded by a quantitative and qualitative rating. The former is CAMEL, and the
SUGEF adds an area to analyze the sensibility to market risk, hence the name CAMELS.
For each of the six areas, the SUGEF set one or more indicators. For each indicator there are

ranges depending on the size of the risk that the financial institution assumes. For example: normal
level, level 1, level 2 and level 3. The major is the riskiest.
The sum of the qualifications of the elements of the six areas result in qualitative rating.

Following, we present a short description of the indicators used by SUGEF.

1. The evaluation of the Capital focuses on the adequacy of capital resources. In the case of Costa
Rica the minimum capital ratio requirement is 10%. This 10% minimum is weighted for the
different type of risk.

Indicator Normal level Level 1 Level 2 Level 3

Capital Adequacy � 5% � 20% but > 5% � 35% but > 20% > 35%

2. The quality of theAssets is analyzedwith the relation between the non-performing loanswith a
maturity of more than 30 days and the total of credit. Also the level of waiting losses resulting
from delay loans is calculated.

Indicator Normal level Level 1 Level 2 Level 3

Overdue Loan
more 90 days /
Direct portfolio

� 3% � 10% but > 3% � 20% but > 10% > 20%

Wait losses in
loans /
total portfolio

� 1.7% � 3.7% but > 1.7% � 8.6% but > 3.7% > 8.6%
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3. TheManagement evaluation is made with some indexes about resources allocation, about am-
ple overdue loans and about the relation between administrative expenditures and the gross op-
erational utility.

Indicator Normal level Level 1 Level 2 Level 3

Productive asset /
Liability with cost

� 1 time � 0.9 times
but < 1 time

� 0.8 times
but < 0.9 times

< 0.8 times

Ample overdue � 5% > 5% but � 12% > 12% but � 22% > 22%

Indicator Normal level Level 1 Level 2 Level 3

Administrative
expenditures /
gross utility

� 5% / (P/8 + 5%) > 5% / (P/8 + 5%)
but � 10%

> 10%
but � 15% /
(-P/8+15%)

> 15% /
(-P/8 + 15%)

4. TheEarnings evaluation ismade bymeans of the following relations: utility to productive asset
and utility to accounting patrimony.

Indicator Normal level Level 1 Level 2 Level 3

Final Utility /
Productive Assets

�P/8 < P/8 but � 0% < 0% but � -P/8 < - P/8

Note: P is the interannual rate of inflation measured by the Consumer Price Index. The number 8 is a factor that relates pro-

ductive assets to total assets.

5. TheLiquidity indicator ismeasured by thematch between assets and liabilities at one and three
months. Both indices are adjusted for the volatility of current account and savings deposits.

Indicator Normal level Level 1 Level 2 Level 3

Match A and L at
1 month

> 1.00 T < T but � 0.83 T < 0.83 T but � 0.65 T < 0.65 T

Match A and L at
3 months

> 0.85 T < 0.85 T but � 0.70 T < 0.70 T but � 0.50 T < 0.50 T

A= Assets

L= Liabilities

6. Finally, the Sensitivity toMarket Risk is evaluatedwith the index of the interest rate and the ex-
change rate indicator.

Indicator Normal level Level 1 Level 2 Level 3

Interest rate risk � 5% > 5% but � 20% > 20% but � 35% > 35%

Exchange rate risk � 5% > 5% but � 20% > 20% but � 35% > 35%

The Qualitative Rating is another element of evaluation. This qualification is issue by SUGEF as
result of an evaluation “in situ”. Themain aspects included in this qualification are (theweight is in
parenthesis): Planning (15%), Policies (15%), Human Resources Administration (10%), Control
Systems (35%) and Management Information System (25%).
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Indicator Normal level Level 1 Level 2 Level 3

Planning � 80% � 50% but < 80% � 30% but < 50% < 30%

Politics � 80% � 50% but < 80% � 30% but < 50% < 30%

Personal Administration � 80% � 50% but < 80% � 30% but < 50% < 30%

Control Systems � 80% � 50% but < 80% � 30% but < 50% < 30%

Manager Information
System

� 80% � 50% but < 80% � 30% but < 50% < 30%

2. Macroeconomic indicators.

With respect to macroeconomic indicators, there is broad consensus to include variables like eco-
nomic growth, the balance of payments, the level and stability of inflation, interest rates, exchange
rates, credit growth, share prices and real estate prices, the terms of trade, etc. Also, we need indi-
cators which show the correlation between financial markets and the contagion through trade and
investment.
The level and trend of these variables can have a direct or indirect influence on banking perfor-

mance by bringing it to serious solvency problems and general crises.
In some cases, the influence of these variables is reflected on the client´s payment capacity, for

instance, reductions in economic activity or in some productive sectors like coffee or bananas af-
fect significantly the overdue loan indicator of the banks and, consequently, their solvency. A fall
in the terms of trade can have similar effects on the export sector.
Credit booms and rises in share prices and real estate prices without real fundamentals (bub-

bles) could be observed in a lot of well-known financial crises.
In the end, drastic and unexpected changes in interest rates and exchange rates can cause im-

portant decreases or losses in the bank's financial income and in the client's payment capacity.
The Economic Division of the Central Bank of Costa Rica has been charged to produce and

monitor a macroprudential indicator system for the country.

This system covers twelve early warning indicators relative to the performance of the Costa Rican
economy:
• Aggregate growth rates.
• Sectorial growth rates.
• Balance of payments current account.
• International reserves.
• Terms of trade.
• Capital flows.
• Inflation volatility.
• Volatility of interest rate and exchange rate.
• Real interest rate.
• Real effective exchange Rate.
• Credit.
• Fiscal deficit.

IV. Recent economic trends

In this part of the paper, wewill analyze the behavior during the last three years of some of the vari-
ables mentioned above. The aim of the analysis is to ascertain if the macroprundential indicators
can predict or not a banking crisis in our country or have an explanation why a crisis has not oc-
curred.

1. Production
As mentioned before, a production fall can be reflected in credit portfolio quality. It is clear that
debtors whose activity is depressed have a high probability to fail paying back the loans.
During the last three years, the Costa Rican production, without theHigh Technology Industry,

has presented a poor performance andwe don’t expect relevant positive changes in the short orme-
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dium term. In these three years, the average production has grown by 3.1%, in contrast with a 5.4%
average in the seven years before.
The modest growth of the agricultural sector has been a good example of developments that

have ill effects on performance of banks.

2. Exports
A bad performance of the export sector could cause an increase in overdue loans of this sector and
also reduce financial service income of the banking sector.

Like total production, Costa Rican exports have shown a negative trend in the last three years
(with some decreases), mainly in the High Tech Industry. After elimination of the effect of HTI,
this variable shows a much more stable trend, but likewise with decreases in two of the last three
years. It is important tomention the effect of coffee and bananas on the total export performance.

3. Credit
Some banking crises were preceded by credit booms, which reflected high economic activity and
an undue flexibilization of loans requirements.

In 1998 Costa Rica experienced a credit boom. Credit to the private sector grew by nearly 50%
in that year. And in the next years credit grew by 23% on average, this is about a real growth of
12%. The credits to the private sector were used for consumption and housing.
It is important to point out that in the last few years the dollarization of credit has become im-

portant because of the differential between the loan's interest rate in foreign currency and in do-
mestic currency. The majority of credits in foreign currency were supplied to sectors which don't
have any earnings in that currency. This trend is serious because it burdens the banking sector with
a high exchange rate risk and, in some circumstances, it presents a constrain on the exchange rate
policy of the Central Bank.
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4. Inflation
The level and volatility of inflation are two factorswhich affect the financial agent's decisions, pro-
voke distortions on othermacroeconomic variables, like interest rates, andmay impel the financial
system to growth appropriately.

The Costa Rican inflation from 1996 to 2001 was smaller than six years before. For example,
from 1990 to 1995 the average inflation was 20%, while in the last six year it was 11.5%. Notwith-
standing that decrease, the changes in the price level have been relatively high compared with
other countries in the region. Nevertheless, the volatility has been low, which is a positive aspect
for the banking sector. We don’t expect important changes that can modify the economy’s price
performance in the short term.

5. Interest rates
Interest rates are a key element in banking performance. The interest rate risk is a relevant factor in
the analysis of a financial entity’s solvency, not only for the institution itself but also for the super-
visory agency.

Depending of the sensibility of the banks’ assets and liabilities structure to the interest rates, in-
creases or decreases in interest ratesmay affect the net financial incomeof these institutions signif-
icantly. In the Costa Rican case the commercial banks, state bank specially, present a negative
structure (more liabilities than assets sensitive to the interest rate) in domestic currency. Therefore,
an increase in domestic currency interest rates can affect their financial result.
From another point of view, the level and volatility of the interest rate can affect the payment

capacity of the borrowers increasing the banks’ non-performing loans.
The interest rates inCostaRica,mainly in domestic currency, have showed high levels recently

(but nomore than in other periods). Their volatility has been high,whichmay affect the confidence
in the financial system and its soundness.
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6. Terms of trade
Asustained deterioration in terms of trade is prejudicial for the economy in general and could, spe-
cifically, indicate problems in the export sector if the deterioration is on the side of the export
prices. This situation can negatively affect the performance of banks which have important rela-
tions with the economic sector concerned.

In the last few years Costa Rica has suffered an important deterioration in terms of trade caused
by a significant fall in the coffee price and an increase in the oil price. This situation has affected
some coffee producers and subsequently state banks which had lent to that sector. We don’t see a
more positive development in the future because of the conflicts in Asia and the overproduction of
coffee in the world.

7. Real effective exchange rate
In some financial crises, problems were related to the exchange rate policy, mainly by a failure to
adjust the exchange rate appropriately.

In Costa Rica the real effective exchange rate (REER) has shown a small overvaluation of the
colon compared with the US dollar from 2000 until now. Since December the Central Bank of
Costa Rica has accelerated the rhythm of devaluation to adjust the REER.
That increase in the exchange rate has represented a devaluation of more than 3% and, conse-

quently, has pushed up the effective interest rate in foreign currency. That action could have effects
on the dollar debts and increase non-performing loans in that currency, specially for borrowers
who lack dollar earnings.

8. Fiscal deficit
Fiscal deficits affect the interest rate and inflation; they produce crowding out of the private sector
and burden economic performance of a country. All of that impede the development and good
functioning of the financial system.
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Costa Rica has faced continuous fiscal deficits through several years. This is themain problem
that the country’s economy currently faces.

9. Current account deficit
Another element that has proven to be relevant to explain some financial crises is the permanent
and unsustainable deficit in the balance of payment’s current account. Such a deficit can provoke
international reserves losses and pressure on the exchange rate. In Costa Rica the current account
deficit has been nearly 5% of the GDP in the last five years.

Briefly, some macroeconomic variables show levels and trends, which without be dangerous (at
least to the extent as in countries that suffered financial crises), call the attention since they show a
behavior that could affect the financial system’s performance: high and volatile interest rates,
mid-inflation rates, a poor production and export performance, terms of trade deterioration,
permanent fiscal and current account deficits and a high dollarization of bank portfolios.

V. Conclusion

Costa Rica has not had an important banking crisis, though in the last fifteen years ten banks were
intervened by the authorities, five of them were declared bankrupt, two were merged with others,
one is still operating and the last two were closed.
Nonetheless, those bankrupt didn’t provoke a systemic crisis because in the most of the cases,

there were specific problems, which affected only the own entity.
Whenwe analyze the bankruptcy causes, it is possible to identify some common elements pres-

ent in those episodes: management problems, an inadequate legal and regulatory framework and
weak supervision.
In the last few years Costa Rica has made progress in the legal framework, in the supervision

approach of the SUGEF, in the release of information to the public and in the banking capital re-
quirements.
Also, the Central Bank of Costa Rica calculates a group ofmacroprudential indicators with the

purpose of analyzing the effect of macroeconomic variables on the financial system. The use of
these indicators is recent.
When we look at the development in recent years of the leading indicators for banking crises,

we can find somewarning signals that imply the necessity to take some economic policymeasures
to avoid a currency or banking crisis.
In the last year the Central Bank of Costa Rica took some actions in that sense: it increased the

annual devaluation percentage, reduced the reserve requirement on banking deposits in domestic
currency and tightened the monetary policy to reduce credit growth and inflation.

William Calvo Villegas

calvovw@bccr.fi.cr
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The use of Central Registers for
statistical activities in the light of

Financial Stability:
The experience of the
Portuguese central bank*

Orlando Caliço (Banco de Portugal)

Introduction

The “Use of Central Registers for statistical activities in the light of Financial Stability” is a part of
a more generic topic, well known in the economic literature as the relevance of reliable data on the
credit market in order to reduce the ever-present asymmetric information between the borrower
and the lender.
For the lenders, it acts as a most valuable instrument to support sound risk management prac-

tices; for borrowers it represents a reduction on credit operations costs, due to the availability of
detailed information on their loans past performances.
For National Central Banks, due to the fact that financial market surveillance and analysis are

an essential part of the Banks macro prudential task, the availability of information leading to an
identification of lending and borrowing behaviour of the different sectors of the economy is of the
utmost relevance, minimizing large exposures and preserving financial stability.
This topic, extremely important for both lenders and borrowers, is of no less importance for na-

tional authorities in charge of supervision, which, in the case of Portugal, is the Central Bank.
It is also an interesting theme for future developments in the European Monetary Union con-

text, since, for the creation of a trulyEuropean creditmarket, the existence of a process of exchang-
ing information about borrowers’ behaviour, at awider level and reasonable costs, seems essential.
In this context, financial stability in the European Monetary Union imposes cooperation be-

tween national supervisors, in order to avoid the spill over effects of a special borrower problems in
a specific country.

Credit Registers integration in the context of Central Bank activities

Integration in the Statistics Department of the Banco de Portugal

In Central Banks organization there is no common rule for the integration of the “Credit Registers
DataBank”. In general, there are three situations: (i) it is part of theMarketOperationsDepartment
– thatwas the situation in Portugal until themiddle of 1999; (ii) it is part of the SupervisionDepart-
ment, and (iii) it is part of the Statistics Department – which is the present situation in Portugal.
The option for the integration of the “Credit Registers Data Bank” in the Statistics Department

was recommended by a Committee of Bank directors (Market Operations; Payments System; Re-
search; Statistics; Information Systems and Organization; Human Resources) based particularly
on the fact that the Statistics Department was better placed to provide information for internal and
external users, observing, at the same time, the usual restrictions on banking secrecy and statistical
confidentiality that are absolutely crucial in the management of this data bank.
After the integration of the “Credit Registers Data Bank” in the Statistics Department, we be-

came aware that the general knowledge about “Credit Registers”, not only by the general public,
but also by the financial community and by the Government Departments, was very scarce.
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In order to fill this gap, the Board of the Banco de Portugal decided to create a permanent advi-
sory Group (“Group for Monitoring the Credit Registers Data Bank”), in charge of following its
functioning and making proposals for a better adequacy to the needs of the different users. The
Group meets every four months and it is composed by representatives of:
i. Financial institutions;
ii. Government Ministries;
iii. Banco de Portugal.

General characterization of the Portuguese Credit Registers

The first historical reference toCentral Credit Registers (CCR) in Portuguese lawdates from1957,
when a Decree Law established the bases of the credit system and banking structure reorganiza-
tion. However, only in 1968 did a contract between Banco de Portugal and the Government define
the specification of the service.
After some preliminary work done by the Banco de Portugal, the rules laid down in Decree

LawNo. 47909, of 7 September 1967, signalled that the foundations could be laid for a centralisa-
tion of information, on a monthly basis, concerning risks with credit operations, in order to enable
credit institutions and financial companies to evaluate the risks attached to these operations. In fact
this was only implemented in 1978. There were only a number of financial institutions as partici-
pants, and only liabilities from enterprises and entrepreneurs were communicated. Since then a
computerised system was developed and conditions were created to receive information from the
whole financial system and also to include liabilities on credits to individuals (this occurred in
1993).
In 1996, Decree Law No 29 of 11th April revised the rules laid down in the previous Decree

Law and gaveBanco de Portugal the rights tomake use of information for three different purposes:
credit risk centralisation, prudential supervision and statistical production and especially the ca-
pacity to exchange information with the central credit registers of other countries.
Today, theCredit Registersmanaged byBanco de Portugal covers credit activities of thewhole

financial system. All credits with a minimum threshold of 50 Euros have to be communicated, the
only exception being credits between monetary institutions.
Since last year, some adjustments have been made in order to follow market evolutions. One

example is the need to receive information on securitisation. These operations have growing im-
portance in the Portuguese financial system and correspond to a credit portfolio sale.However,
these securitised credits shall continue to be reported to the Credit Registers because they are
relevant for an individual risk evaluation.
Credit institutions engaged in credit functions or credit-related activities, contribute to the cen-

tralisation of liabilities by supplying information on end-of-month balances of loans carried out
with resident and non-resident enterprises and individuals. This information is centralised and dis-
tributed by Banco de Portugal, as shown in the next figure.

Figure 1 – CRC activity
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Banco de Portugal sends monthly a list to the participating institutions containing the total liabili-
ties for each of their credit clients. The liabilities (received and sent) are aggregated in 10 different
types and 12 categories, as follows:

By Types:

Types 1 to 5 Liabilities in regular situation (includes commercial liabilities,
liabilities from discount operations and short, medium and
long-term financing operations)

Type 6 Off-Balance Sheet Liabilities

Types 7 to 8 Default Credit

Type 9 Write-Offs

Type 10 Default credit re-negotiated.

By Categories:

Category 1 Individual Accounts

Category 2 Joint Accounts – First borrower

Category 3 Joint Accounts – Other borrowers

Category 1.4, 2.4,
3.4

Liabilities used in credit securitisation

Other Liabilities related to emigrants savings accounts

The amount of information centralised in the Credit Registers is very high. In fact, considering the
number of participants (around 260) and the operations covered (with a very low exemption
threshold), the number of individuals and corporate bodies included in the database is significant,
around 5 millions, and is growing (it represents more or less the double, comparing with 1998
data)1, as shown in the next picture.

Figure 2 – Evaluation on credit beneficiaries

The participating institutions can contact Banco de Portugal to obtain information on the liabilities
related to existing credit beneficiaries or to those who requested the credit and authorised the scru-
tiny. Liabilities can also be analysed by economic activity or other types of aggregation.
This information is also important for insurance companies authorised to operate with credit

insurance, and also for individuals and enterprises. In fact, credit beneficiaries, in compliancewith
constitutional and legal provisions intended to protect citizens, are entitled to obtain the informa-
tion on their own situation from the Central Credit Registers of the Banco de Portugal2. In fact the
number of inquirers is increasing, as shown in the next figure, not only because more credit inci-
dents exist but also because this service is becoming more widely known.
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Figure 3 – Number of inquirers

Another important Credit Registers service is to provide statements on construction enterprises in-
volved in public works, a service attributed to Banco de Portugal by Decree LawNo 59/99 of 2nd
March. The control of credit granted under the emigrants savings regime also falls under the aegis
of Banco de Portugal as laid down by Decree Law No 323/95.
Banco de Portugal is aware of the importance of this kind of information to financial institu-

tions and has taken advantage of new technologies to invest in the CCR system. Nowadays indi-
vidual banks and financial institutions can have on-line access to the database, which provides a
big contribution to a faster decision process on a credit demand,without the risks associated to lack
of information.
Also, with the liberalisation of capital movements and the possibility of freely granting credit

in every country of the EU, the risk associated is even bigger. It is therefore very important for the
regulator and for the financial participants to have a record of total indebtedness of the borrower.
As an answer to this request, Banco de Portugal is preparing a regular exchange of information
with the central credit registers1 in the Central Banks of other EU countries, thus providing details
on the common borrowers of each country.

The experience of the Statistics Department using Credit Registers Data Bank

In Portugal, as was shown in the previous section, the Central Bank experience working with the
Central RegistersDataBank is very long. Themain areas forwhich theCredit RegistersDataBank
has been used are the following:
• Statistics
• Supervision
• Economic analysis
• Information for Government agencies dealing with public works
• Information for the financial sector community and market operations
• Information for individuals and enterprises

Statistics

The aggregation of data on an individual basis gives better statistical information in areas such as:
i. The breakdown of credit by economic activity;
ii. The breakdown of default credit by geographic area and economic activity;
iii. The availability of a database on individuals loans allows the construction of sampling exer-
cises. One of this exercises wasmade recently, in co-operation with our Research Department,
selecting a representative sample of total credit for individuals. Based on this sample we
launched a questionnaire addressed to commercial banks with about fifty questions on credit
behaviour, in order to get a clearer view of credit policy. Some examples of the results obtained
are:
• Different credit policies pursued by different banks, in terms of interest rates, credit to in-
come ratio, monthly payment to monthly income ratio, etc.
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• Social and economic characterisation of the population with access to credit for housing ac-
quisition and durable goods acquisition.

• Social and economic characterisation of default credit population.

These results,without specification of each reporting bank,will be sent to participating institutions
for their own analysis.

Supervision

For supervision authorities, the availability of detailed information is an essential tool. The possi-
bility of accessing individual data allows a thorough analysis – specifically sensibility analysis – of
the implications on the balance sheet of financial institutions and consequently for their financial
stability resulting from:
• Total indebtedness of “economic groups”, with a great number of enterprisesworking in several
sectors of activity and subject to a wide range of economic situations;

• Crises in some sectors of activity, or in some geographical areas.

Economic analysis

In addition to the characterisation of borrowers and credit policies of a variety of credit institutions,
sensibility analyses of the impact of specific shocks – regional or sectoral – on banks’ balance
sheets are a very important and easy result, that can be achieved by particular questionnaires based
on credit register data.
This data is even more important when the structure of outstanding credit has changed signifi-

cantly over time, as happened in Portugal. The chart below gives the outstanding credit amount
comparedwith the level ofGDPand reflects the importance of credit activity through the years.

Figure 4 – Measure of credit importance

The breakdown between credit to enterprises and credit to individuals gives more or less equal
shares. However, the risks connected with credits to individuals are different from those resulting
from loans granted to enterprises.
In fact, in credits to individuals, the average amount of credit per borrowers is much smaller,

the distribution over a large number of debtors leads to greater diversification of risk and a very
large proportion of the debt is covered bymortgage guarantees. However, it must me remembered
that individuals depend almost exclusively on the banks for their financing and have great diffi-
culty in adjustments in cases of financial crises.
If a Central Bank, as is the case in Portugal, has also a “Balance Sheet Data Bank” on non-fi-

nancial enterprises, some complementary information can help analysing the indebtedness of
enterprises. For example, information provided by thePortugueseBalanceSheetDataBank shows
that bank credit represents around 25%of financing sources of Portuguese enterprises, but a break-
down between the enterprises with positive results and those with losses shows that credit is even
more important in less profitable enterprises. In these cases the role of “Credit Registers” informa-
tion for the assessment of demand for credit by these enterprises is clearly reinforced.
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Figure 5a – Development of financing structure of profit-making
Portuguese companies

Figure 5b – Development of financing structure of non-profit-making
Portuguese companies

Figure 6 – Indicators of profitability of Portuguese companies

Nowadays, with the total domestic credit representing around 140% of GDP (see figure 1), which
is a relatively new situation in Portugal, Banco de Portugal has been making significant improve-
ments in the resources available for public information.
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Provision of information for financial sector community and market operations

Themain objective of the credit register data base is to provide information for the financial sector
community, reducing the adverse effects of asymmetric information on credit decisions with posi-
tive implication on financial stability.
For this purpose, Central Banks are particularly suited for the task since they may impose the

report, check the information reported with other sources (information for statistical purposes and
supervision purposes) and consequently they canmake use of a data base of good coverage and ac-
curacy.
For the Central Bank this information is also relevant in order to evaluate the credit risk of col-

lateral.

Provision of information for individuals and enterprises

In the past this objective was not considered as important as today by the Banco de Portugal, since
individuals didn’t owe significant amounts of credit. Indeed, up to the 1980s housing financing
was not developed in Portugal. Large-scale consumer credit is even more recent.

Provider of information for Government agencies dealing with public works

The obligation imposed on every enterprise that the documentation presented for a bid in public
works includes a certification issued by Banco de Portugal, based on the information available in
the Credit Registers Data Bank, about total indebtedness vis-à-vis the banking system, is also an
element contributing to the financial stability.

Conclusions

The concept of asymmetric information gives rise to the phenomenon of adverse selection and
moral hazard. In this context, the ability to provide financial institutions and decision-makers with
good information is a priority and a contributor to financial stability.
TheCredit RegistersDataBank is an important tool to complement and supportmacro pruden-

tial analysismade by theSupervisionAuthorities and economic researchmade byCentralBanks.
Central Banks, which nowhave aCredit Registers Data Bank,may reinforce the conditions for

avoiding over-indebtedness by individuals and enterprises, if they have a more active position re-
garding the availability of information to the public, that is to say, a more public oriented informa-
tion access policy.
It seems that there is not enough knowledge about the possibilities of using information from a

Credit Registers Data Bank in economic research and in supervision, even inside Central Banks,
whichmakes a strong point for improving cooperation between departments in charge of theman-
agement of theCreditRegistersDataBank and, at least, Research andSupervisionDepartments.
A Credit Registers Data Bank with a high coverage can be an important source of information

for quality control of statistics reported by financial institutions andmay also be used to reduce the
charge for Banks reporters and so reducing the cost without losses in statistical quality.
There is also a need for improving cooperation between Central Banks of EMU countries with

a Credit Registers Data Bank, which points to an acceleration of the legal basis for exchanging in-
formation and sharing experiences on the use of a Credit Registers Data Bank for economic analy-
sis and supervision purposes.

Abstract

The National Central Bank’s role in financial stability is usually seen as essentially focused on the
macroeconomic determinants underlying the stability of the banking system. However, the in-
creased changes in the financial environment, with a significant enlargement of the credit markets
and the strong developments in information technologies, have given a new role to “Credit Regis-
ters”. This paper is a contribution, based on the Portuguese experience, on how, and through what
channels, credit registers can contribute to financial stability. The paper is presented in three main
sections. The first section introduces the subject in appreciation. The second section covers the
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Credit Registers integration in the core activities of a Central Bank, with a special emphasis on the
potentialities resulting from its integration in the Statistics Department. In the third section some
conclusions and implications for the future are presented, regarding an increase of the use ofCredit
Registers in the framework of financial stability.

Orlando Caliço

ocalico@bportugal.pt
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Early warning indicators
for emerging economies

John Hawkins and Marc Klau1 (BIS)

This paper summarises work on early warning indicators for emerging economies. It describes in
particular the use within the BIS of relatively simple indices summarising information about
emerging economies currently under pressure in financial markets and those vulnerable to such
pressure in the future. The survey of the literature suggests financial crises are typically preceded
by overvalued exchange rates, inadequate international reserves, large foreign debt, recessions
and excessive credit growth. These indicators are included in the summary indices of vulnerability.
The vulnerability indices have modest predictive power for the pressure index but like other early
warning signals are best regarded as an aid to analysis rather than a definitive predictive tool.

1. Introduction

The global economy has been shaken by a series of financial crises since themid-1990s.While the
epicentres of these shocks were in Mexico, East Asia, Russia, Turkey and Latin America respec-
tively, theywere feltmore globally. One financial “tsunami” swept across the Pacific fromMexico
in 1995 affecting Asian (and other) financial markets, and another travelled in the opposite direc-
tion in 1997. In September 1998 the Russian financial crisis caused a worldwide retreat from risk
and reduced liquidity globally. Subsequent crises in Argentina, Brazil and Turkey also caused
tremors, but these were largely confined to neighbouring countries.
These events led to extensive research into what variables can serve best as measures of pres-

sures facing emerging economies and thosemaking them vulnerable to pressure in the future. This
burgeoning literature on “early warning indicators” is surveyed in Section 2. Some simple indices
usedwithin theBIS are described in Section 3 and theAnnex. Section 4 gives a tentative evaluation
of early warning systems.

2. The “early warning indicators” literature

The increasing incidence of financial “crises” – disturbances in financial markets of sufficient size
to cause significant disruption to the real economy– has led to increasingwork in this area. The use
of aggregate indices of country risk has beenwidespread in the private and public sectors for some
time. The banks evaluate country risk as part of their credit assessment and monitoring, although
they usually do not make such ratings public. Their supervisors sometimes calculate country risk
weights for domestic banks to apply to their lending abroad. The IMFhas developed earlywarning
indicators – see IMF (2002), aswell as their relatedwork on “macroprudential” (also known as “fi-
nancial soundness”) indicators: see Craig (2002) and Sundararajan et al (2002). Rating agencies
produce sovereign risk ratings. Export credit/insurance agencies calculate country-specific risk
premia.
Some of these institutions use statistical studies to help in selecting the variables to include in

these indices. Three different approaches have in general been followed:
• Qualitative comparisons, graphically comparing economic fundamentals immediately preced-
ing a financial crisis with those in normal times or in a “control” group of countries which did
not suffer a crisis.

• Econometric modelling, either using regressions to explain some measure of exchange rate
pressure or logit or probitmodels to test whether indicators are associated with a higher proba-
bility of a financial crisis.
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• Non-parametric estimation, evaluating the usefulness of a number of different variables in sig-
nalling a pending or potential crisis. Threshold values are chosen for each indicator so as to
strike a balance between the risk of many false signals and the risk of missing the crisis alto-
gether.

A good summary of this literature, as it stood prior to theAsian crisis, is inKaminsky, Lizondo and
Reinhart (1998). They reviewed 28 studies of currency crises, which between them tested 105 pos-
sible indicators, of which 43 are significant in at least one study. The first column of Table 1 sum-
marises the results of their survey and the second column summarises a subsequent survey by
Hawkins and Klau (2000). The other columns show results from some more recent papers.

Table 1 – Indicators of financial crisis

Pre-97: number of times indicator is statistically significant in 28 studies surveyed by Kaminsky, Lizondo and Reinhart

(1998).

1998-2000: number of times indicator is statistically significant in 21 studies surveyed by Hawkins and Klau (2000).

B&P: number of times indicator is significant in 5 studies of financial (particularly banking) crises surveyed by Bell and

Pain (2000).

IMF DCSD: indicators currently included in IMF’s Developing Countries Studies Division early warning system; see IMF

(2001).

IMF Signals: indicators currently included in IMF’s Crisis Signals early warning system; see IMF (2001).

B&L: indicators found to have good predictive power by Brüggemann and Linne (2002).

JPM: indicators included in JPMorgan’s assessment of country risk, described in Hargreaves (2001).

DNB: indicators significant at 5% or better level in De Nederlandsche Bank (2000).

Mulder: indicators found to have significant explanatory power by Mulder, Perrelli and Roche (2002).

The most important indicators appear to be international reserves, the real exchange rate, credit
growth, and realGDP (either growth or relative to trend). The evidence ismixed on the importance
of current account deficits. In theoretical models and informal discussions of countries thought to
be at risk, this tends to be one of themost frequentlymentioned indicators. In the empirical studies
it is one of the most commonly tested variables but is often statistically insignificant. This may re-
flect that the impact of a large current account deficit depends on the sources of the imbalance (eg it
is more damaging if due to excessive levels of consumption rather than high levels of productive
investment) and its funding (direct investment leaves an economy less exposed than short-term
portfolio flows) as much as its absolute size.
There have been some changes in emphasis over time. The size and composition of external

debt was rarely found to be a useful indicator in early studies but has been given more attention
since the Asian crisis.

JOHN HAWKINS AND MARC KLAU

IFC Bulletin 12 — October 2002 167

Pre-97 1998-
2000

B&P IMF
DCSD

IMF
Signals

B&L JPM DNB Mulder

GDP, output gap 6 16 5 v
Budget balance 3 6 v
Real exchange rate 12 22 1 v v v v v
Current account 4 10 v v v v
Exports 2 9 v v v
Terms of trade 2 6 2
Capital account 3 1
External debt 4 1 v v v
Debt to international
banks

4

International reserves 11 18 3 v v v v v
Money supply 2 16 3 v v
Credit 5 10 4 v v v
Real interest rate 1 8 4 v
Equity prices 1 8 1
Inflation 5 8 4 v v
Contagion 1 5
Political/legal 3 3 1 v



3. An approach used within the BIS

Some economists in the BIS have for some time been constructing earlywarning indices. The goal
is deliberately modest; to suggest which of two dozen emerging economies are deserving of more
attention inmeetings of central bankers to discuss developments in the global economy and finan-
cial system.This closer study involves not just examining awider array of economic data but an as-
sessment of non-quantitative and non-economic factors as well.
It is conceptually useful to think of a crisis as excessive pressure in financial markets, which

has been triggered by various developments in a vulnerable economy.1 Financialmarket pressures
may be triggered by political events, natural disasters or contagion, all of which are largely unpre-
dictable. But often a crisis will occur after a gradual deterioration in various aspects of the real
economy and/or the financial sector rendering the economy more susceptible to shocks. Such in-
creases in vulnerability can usefully be summarised in indices.
TheBIS approach therefore involves constructing three indices, each encompassing indicators

weighted and scaled so that themaximum (worse) score is 10.2 The first is amonthly index of pres-
sures manifest in financial markets. Continuing the earthquake analogy with which the paper
opened, it is the equivalent of aRichter scale. The next two look for stresses in the tectonic plates as
signalled by indices of vulnerabilities in the external and banking sectors, respectively.
The indicators were chosen and the weights applied judgementally, but after consultation with

experts and after reviewing the available literature. For simplicity, the same weights were applied
to every economy, rather than, for example, distinguishing between different exchange rate re-
gimes and degree of openness in choosing the weight to assign the exchange rate. On the face of it,
this approach may be regarded as “arbitrary”. But while econometrics could be used to select the
indicators and weights, Table 1 shows that different econometric exercises give different conclu-
sions. Judgementally choosing just one study as definitive would be just as arbitrary as choosing
the indicators themselves. Furthermore, indicators found most useful in econometric studies of
past crises are not necessarily the best ones for constructing indices of present dangers. Indices of
vulnerability need to contain timely data. This is why, for example, the BIS international banking
data are used in thisworkwhereas an econometric study of past crisesmight use a broadermeasure
of international debt which becomes available much later. Finally, using relatively simple, trans-
parent techniques makes it clear what is driving the results, rather than facing a complex “black
box”.

The three indices

The financial pressure index

The most obvious sign that an economy is under pressure, that may be the first stage of a financial
crisis, is a large depreciation of its exchange rate. However, the authorities may be able to deflect
the impact on the exchange rate, at least for a time, by some combination of raising interest rates
and running down international reserves. For this reason, following Eichengreen, Rose and
Wyplosz (1995), the index of pressure encompasses three elements; the exchange rate, interest
rates and international reserves.
The interest rate used is based on the real rate of interest. This created an anomaly in the case of

China, where real rates are high because of declining prices and not because nominal rates have
been raised to defend the exchange rate. However, experiments with the obvious alternative –
nominal interest rates – produced rathermore apparent anomalies. The highest riskweight is given
when real interest rates exceed the world rate by over 5%.
The exchange rate enters the index twice, once as a change over three months and once as a

change over one year. The reasons for this approach are: (i) to give greater weight to more recent
exchange rate movements but (ii) to discount a reversal of a sharp exchange rate movement a year
earlier.
The data on reserves are admittedly imperfect and, during the run-up to the Asian crisis, the

published data were actually misleading; in some cases, they omitted off-balance-sheet transac-
tions that had reduced the amount of reserves available for the defence of a besieged currency.3
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This should not be a problem in future. The prescriptions for international reserves data in the
IMF’s Special DataDissemination Standardwere significantly strengthened inMarch 1999 to fol-
low a template developed in conjunction with the Committee on the Global Financial System: see
CGFS (1998).

The external vulnerability index

The first two measures of underlying external disequilibria included are the real effective ex-
change rate and current account deficit, while the third is based on recent export growth, as a slow-
down in exports has frequently preceded crises. For the exchange rate and export growth, the indi-
cators are expressed relative to a base period. The choice of the base period is inevitably somewhat
arbitrary. There is a trade-off between choosing a single recent year, which may be unrepresenta-
tive, or a longer-termaverage thatmight not reflect longer-term structural changes.One possibility
is to choose a period regarded as “normal” or an “equilibrium”. This is very difficult, especially
without the benefit of hindsight. Also, a normal period for one regionmay be abnormal in another;
yet using different time periods as bases for different countries would involve adding more com-
plexity.
The final three indicators cover external debt. BIS data on liabilities to international banks and

on international bonds outstanding are availablemore frequently, aremore timely, and aremore in-
ternationally comparable than data on other forms of external debt. Moreover, such flows tend to
dominate year-to-year movements in the capital account – in the Asian crisis they displayed large
movements in and out. In the calculation of debt/GDP ratios, GDP is converted intoUS dollars at a
“smoothed” exchange rate.

The banking system vulnerability index

Unfortunately, this is an areawhere reliable data are hard to find. In principle, it would be desirable
to have indicators such as the quality of the supervisory system, the level of banks’ non-performing
loans, capital ratios, sectoral credit concentration and banks’ exposure to foreign exchange or in-
terest rate risk. In practice, however, such data are either not widely available or are systematically
distorted (eg low reported NPLs often reflect negligent supervision). It was therefore decided to
use five proxies for banking system vulnerability:
• the first is simply based on the rate of growth of domestic bank credit: very rapid growth has of-
ten gone hand in hand with declining loan standards/greater risk and the emergence of specula-
tive bubbles – see Borio and Lowe (2002);1

• the second is the growth of borrowing from international banks, which typically reflects in-
creased foreign currency borrowing by domestic residents (sometimes, as inmanyAsian econo-
mies, through local banks);

• a third, related, indicator measures the external borrowing by banks as a percentage to domestic
credit. This is a proxy (admittedly a highly imperfect one) for the extent to which local bank
lending is denominated in foreign currency: such lending leaves borrowers and their banks ex-
posed to significant exchange rate risks;

• the fourth indicator is the level of real interest rates; very high real ratesmean bankswill struggle
to have loans repaid while very negative rates mean they will struggle to attract deposits.

• the fifth indicator is domestic interest rates relative to US rates. A highly positive interest rate
differential provides an incentive for domestic corporations and banks to borrow abroad while
highly negative differential indicates that domestic credit is getting too cheap.

Evolution of the indices

The indices of pressure and vulnerability have been modified over time in the light of experience.
For example, reserves and borrowing from foreign banks were both initially included as percent-
age changes. However, this meant that marginal increments to very low reserves were being un-
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banks in meeting their external obligations.”
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positive indication that banks are sorting out problems in their loan portfolios.



duly rewarded and higher international borrowing off a low base was being unduly penalised. The
absolute increases are now expressed relative to the size of trade and GDP respectively.

Setting thresholds in the scoring process

A continuous, but complex, scoring system could be employed to combine the values of the indi-
vidual indicators into summary indices. However, the current arrangement of mapping values into
five bands (see the Annex), given the values –2, –1, 0, 1 and 2 respectively, has the virtue of sim-
plicity and makes it easier to see which indicators are leading to a deterioration in an index for a
country. However, realising the limitations of such an approach, undue emphasis is not placed on
single-point changes in index scores which may be the result of very small changes in indicators
that cross the threshold from one band to another.

Weighting

As mentioned above, each index is a weighted sum of the scores of individual indicators. To give
each index a maximum value of ten, the weights depend on the number of indicators used. The in-
dicators are generally equally weighted, although where certain key indicators reach extreme val-
ues they are given increased weight (see Annex). An alternative of weighting indicators in inverse
proportion to their volatility, although less arbitrary, was rejected because of the additional com-
plexity introduced.

4. Evaluating early warning systems

General

How well do these early warning systems work? There have been a few assessments. Berg and
Pattillo (1999) look at whether somemodelswould have predicted theAsian crisis. They conclude
“the results are mixed. Two of the models fail to provide useful forecasts. One model provides
forecasts that are somewhat informative although still not reliable.” A comparable study by
Furman and Stiglitz (1998) and informal surveys by The Economist (1998) and Starrels (2001)
reach similar conclusions. An analysis of their own early warning systems cited in IMF (2002)
concludes they are significant predictors of actual crises but they still generate a substantial num-
ber of false alarms and missed crises. In reflecting on their own work on early warning signals for
emerging economy crises, Goldstein, Kaminsky and Reinhart (2000) say “while we would not
place much confidence in the precise estimated ordering of vulnerability across countries, we
think the signals approach looks promising for making distinctions between the vulnerability of
countries near the top of the list and those near the bottom – that is, it may be useful as a ‘first
screen’ which can then be followed by more in-depth country analysis”.
Part of the reason for the modest performance is that the indicators that seem most relevant in

explaining one crisis are often not germane to the next crisis. Crises in themore openAsian econo-
mies are more likely to result from competitiveness problems while in Latin America internal
monetary problems or commodity prices are a more likely cause.Mexico’s was a crisis of govern-
ment finance, while east Asia’s was one of private sector finance.

The BIS indices

The behaviour of the BIS indices is shown inGraph 1. Those countries affected by the Asian crisis
show large rises in the pressure index at this time, and would have stood out as vulnerable on the
external front well before this. In mid-1996, Thailand and Korea were at the top of the list of
emerging economies with high scores. However, the index did not highlight Russia because its
troubles did not primarily stem from current account imbalances. The external vulnerability of
Latin America rose steadily from mid-1996 to end-1998.
Reflecting the data problemsmentioned above, the results for the banking systemvulnerability

index are less impressive, but the indexwaswarning ofweaknesses in theAsian economies before
they experienced the 1997 crisis.
Hawkins and Klau (2000) report an exercise to assess whether economies scored as “vulnera-

ble” have come under pressure later on. A simple econometric approach was employed where the
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exchangemarket pressure index is regressed on its own lagged value aswell as on the indices of ex-
ternal vulnerability and banking sector vulnerability using pooled quarterly data for the 24 emerg-
ing markets over the period 1993–98, allowing for lags of up to eight quarters and fixed effects.
While admittedly not a rigorous test1, it finds the risk assessment provided by the two vulnerability
indices seems to have some “predictive” power for the pressure index over and above the influence
of the (always highly significant) lagged pressure index. The results are therefore consistent with
the notion that prolonged fundamental disequilibria can trigger exchange rate pressure. In other
words, crises are not just random accidents.

Aswell as the total vulnerability indices, regressionswere run for individual variables. The real ef-
fective exchange rate had the most explanatory and leading power for the index of external
sustainability and the real interest rate for the index of banking vulnerability. These results are fully
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binge is likely to lead to both a deterioration in the current account and excessive credit growth. Both the exchange
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in line with other studies on early-warning indicators. In addition, countries with high ratios of ex-
ternal debt to GDP appear more prone to crises. As in many of the studies surveyed in Table 1, the
coefficient on the current account balance turned out to be statistically insignificant.

The way forward

Econometric exercises can still be further refined, both by better procedures and by gatheringmore
and better data. No doubt researchers are currently adding the current Latin American crises to
their data sets and finding new indicators to predict them. Possible directions for future research
would includemakingmore use of the international banking statistics compiled by theBIS, includ-
ing to capture common lender effects.1 Increasingly deep markets for financial derivatives offer
potentially useful information.Mulder, Perrelli and Rocha (2002) report some success with incor-
porating data on the balance sheet health of corporations. Also, some approximate quantification
could be attempted for relevant influences such as central bank independence, legal systems and
political stability. Somewould argue for greater attention to political variables, on the grounds that
market sentiment can be greatly influenced by them.2 Someof the ongoingwork onmacro-pruden-
tial indicators – see Craig (2002) – may enable improvements to indices of banking vulnerability.
Structural variables such as the degree of foreign and state ownership and assessments of the qual-
ity of legal enforcement, and the independence and quality of bank supervision, could be consid-
ered. Proxies for the quality of the loan book such as the proportion of loans to property developers,
or to state-owned enterprises, could be added. If information about the activities of large investors
could be compiled, this would make a further useful addition to the list of indicators. Large ship-
ments of currency to emerging economies may be another warning sign. The role of contagion
could be investigated further; see IMF (2002).
But it seems judging by published studies that the econometric search for earlywarningmodels

has been like the search for the philosopher’s stone. There seems to be a growing realisation that
the timing of crises is probably inherently unpredictable. This argues for greater use of relatively
simple guides to vulnerability and also the resilience of economies; their ability towithstand exter-
nal shocks.
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Annex: Indicator definitions and the scoring system

Exchange market pressure index

The indicators used are:

xrm Percentage appreciation of the domestic currency against the US dollar
over three months (against the euro for Central Europe)

xra Percentage appreciation of the domestic currency against the US dollar
over twelve months (against the euro for Central Europe)

r Three-month money-market interest rate minus the annualised percentage
change in consumer prices over the previous six months

res Change in reserves over three months (in US dollars) as a percentage of a
twelve-month moving average of imports (in US dollars)

The ranges and scores used were:

Indicator -2 -1 0 1 2

Code Weight

xrm W1 10<x 2<x�10 2�x>-3 -3�x>-8 x�-8

xra W2 20<x 5<x�20 5�x>-5 -5�x>-20 x�-20

r W3 x�2+rww
10 2 5� 	 � �r x rww ww x rww
 �5

res W4 8<x 4<x�8 4�x>-4 -4�x>-8 x�-8

The weighting system follows the algorithm::

• W1 = W2 = W3 = W4 = 1.25
• If the interest rate variable�8+rww, thenW3=2.5;W1=W2=0.625; andW4=1.25.

2 The reason
for doing this is that a country with such high real rates (relative to historical experience) is in
trouble even if the exchange rate is fixed.
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three-month Euro-area rate.

2 For 5+rww<r<8+rww , W3 increases proportionally, and the other weights are correspondingly reduced, so that the

sum of the weights remains constant.



External vulnerability index

The indicators used are:

reer Real effective exchange rate, as a percentage deviation from the
1990-1999 average level

cgdp Current account balance as a percentage of GDP

gx Growth of exports over past four quarters (US$ value) minus average
annual growth over past four years (in %)

debt “Quick” external debt as a percentage of current-year GDP

gdebt Growth in the “debt” variable over past eight quarters (in %)

stdebt Short-term debt as a percentage of foreign exchange reserves

Short-term debt defined as consolidated cross-border claims of all BIS
reporting banks on countries outside the reporting area with a maturity up
to and including one year plus international debt securities outstanding
with a maturity up to one year

The ranges and scores used were:

Indicator -2 -1 0 1 2

Code Weight

reer W1 -15�x -15<x�-7.5 -7.5<x�7.5 7.5<x�15 x>15

cgdp W2 x>4 2<x�4 -2<x�2 -4<x�-2 -4�x

gx W3 x>10 10�x<5 0<x�5 -5<x�0 -5�x

debt W4 x�20 20<x�30 30<x�40 x>40

gdebt W5 -10�x -10<x�0 0<x�10 10<x�15 x>15

stdebt W6 x�50 50<x�100 100<x�150 x>150

The weighting system follows the algorithm:

• W1 = W2 = W3 = W4 = W5 =W6 = 5/6
• If stdebt>200% then W6 = 10/6; W1 = W2 = W3 = W4 = W5 = 2/3

The reason for doing this is that countries are very vulnerable when short-term debt is very high
even when the values of other indicators are low.
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Banking system vulnerability index

The indicators used are:

dce Growth of domestic credit to the private sector deflated by consumer
price inflation over 4 quarters minus average real GDP growth over four
quarters (in %)

bis Increase in liabilities to BIS reporting banks over 8 quarters as a
percentage of GDP

bisdc Liabilities to BIS reporting banks (vis-à-vis the banking sector) as a
percentage of domestic credit to the private sector

r Three-month money-market interest rate minus the annualised percentage
change in consumer prices over the previous six months

spr Three-month domestic interest rate minus three-month US interest rate

The ranges and scores used were:

Indicator -2 -1 0 1 2

Code Weight

dce W1 x�5 5<x�10 x>10

bis W2 x�5 5<x�8 x>8

bisdc W3 x�10 10<x�25 x>25

r W4 � � 	 � �2 2r x rww ww 2 512� 	 � �r x rww ww

� � 	 � � �5 2r x rww ww

x rww
 �5

x rww� � �5

spr W5 x�2 2<x�4

-4<x�-2

x>4

x�-4

The weighting system follows the algorithm:

• W1 = W2 = W3 = W4 = W5 = 1.
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The statistical challenges in monitoring
Financial Stability

Celeste J. Wood (Central Bank of Barbados)

Abstract1

The paper is seeking to determine the types of statistical data that would be adequate for the moni-
toring of financial stability in a small open economy such as Barbados. It will examine the model
(for forecasting stability) being developed within the Bank to see how its performance can be en-
hanced by the availability of more detailed information.
The types of data currently being used will be examined and assessed on their usefulness. The

main focus will be on the data collection and compilation issues. Areas such as frequency of col-
lection, comprehensiveness of the data, methodology, accuracy, international comparability and
timeliness will be examined for thoroughness and possible improvements.
The Central Bank of Barbados currently collects data to generate liquidity, capital adequacy

and profitability ratios to satisfy theCAMELS framework.Data collected by other central banks in
the Caribbean and international arena will be examined to see how useful they are to situations
such as ours and the possibility of collection will be explored.
The paper will highlight the challenges that we face in collecting, compiling and producing

comparable, accurate and timely data for assessing financial stability. These will include the ac-
counting standards, data on impaired credit and other credit values, consolidation and off-balance
sheet items.

Celeste J. Wood
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The use of supervisory or other
micro-prudential information

Rangachary Ravikumar1 (Reserve Bank of India)

Background

At the time of Independence in 1947, India’s economy was dependent mainly on agriculture. The
policy thrust at that timewas to promote industrialization and to build infrastructure.While this re-
sulted in the creation of large infrastructure projects, the resulting development led to development
imbalances between different geographical regions as well as within regions between income
groups.
In 1950s and 60s banking system consisted of State Bank of India and its associate banks, the

only government owned banks, and other private banks. Few foreign bank branches, particularly
of those banks, which were incorporated in the United Kingdom, Europe and Australia, were also
functioning. Banks concentrated mainly on high-income groups and lending was security-ori-
ented rather than purpose-oriented, thus aggravating the already existing disparities. Banks did not
sufficiently encourage the widening of entrepreneurial base thereby stifling the growth of the
country. Hence, it was decided by the Government to nationalize 20 large private banks function-
ing in the country in two phases, once in 1969 and again in 1980, with an objective to promote
broader economic objectives, a better regional balance of economic activity and the diffusion of
economic power. Nationalization was also aimed at extending the reach of the banking services to
all parts of the country and to bring neglected sectors of society into the mainstream.
Nationalization has achieved its objectives in as much as the number of branches increased

eightfold between 1969 and 2001 from8,262 to 65,8002 branches. Bankswere hitherto concentrat-
ing on urban and metropolitan areas only for opening their branches. Post-nationalization banks
were encouraged to open branches in un-banked centres in rural and semi-urban areas where
infrastructural facilities have not been developed adequately. In the process average population (in
‘000s) per bank branch came down significantly from 64 in 1969 to 153 in 2001. Statutory
pre-emptions were generally very high during the period, and directed lending to neglected social
sectors also was enforced.
Nationalization also resulted in the banking sector being dominated by the public sector. Even

today, public sector banks hold around 80 percent of the assets of the banking system. Branch ex-
pansion during the post-nationalization period resulted in 50 percent and 22 percent of the com-
mercial bank branches being situated in rural areas and semi-urban areas where infrastructure fa-
cilities are not up to the desired level. As the focus was on the expansion of banks, prudential in-
come recognition and asset quality did not receive the attention they deserved.
In the light of the Balance of Payment crisis faced by the country in the year 1991, India em-

barked upon a sustained economic reforms program encompassing both the real and financial sec-
tors. The banking sector, being the predominant sector in the financial system, was the focus of the
financial sector reforms.4 It would be beneficial to dwell upon the pre-reform period to understand
the issues faced by the banking sector in particular and the financial system in general.
The system in the pre-reform period functioned in an environment of financial repression

driven primarily by fiscal compulsions with large preemption of banks’ resources (through high
cash reserve and statutory liquidity ratio requirements) and a large element of directed credit at
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concessional rates. Though the negative impact of financial repression was avoided largely due to
reasonably low inflation and generally positive interest rates for depositors in real terms, the inter-
est rates were tightly controlled and highly differentiated incorporating significant elements of
cross subsidy. The end result was a noncompetitive systemwith lowoperational efficiency charac-
terized by low profitability, large NPAs, a relatively low capital base, a low technology base, less
than satisfactory customer service and inadequate internal controls, a manifestation of which was
later the securities scam of 1992. The regulatory/supervisory framework also bordered on micro
management of banks.
The approach in the concerted program on banking reforms underway since 1992 is one of

gradual liberalization in tandem with phased strengthening of the regulatory/supervisory frame-
work. The important initiatives are: introduction of Income Recognition, Asset Classification and
Capital Adequacy (for Credit Risk andMarket Risk) norms; stricter disclosure norms, reduction in
preemption of banks’ resources, setting up of a Board for Financial Supervision for strengthening
the regulatory/supervisory framework; institutional strengthening for development and integra-
tion of securities, forex and money markets; increased emphasis on corporate governance and in-
ternal control systems in banks; and increased competition due to licensing of newbanks in the pri-
vate sector. This phase has also witnessed movement towards market-related interest rates and al-
most complete deregulation of interest rates with very limited controls from a situation in 1989-90
when there were 50 odd lending categories with a large number of stipulated interest rates depend-
ing on loan size, usage and type of borrowers. Interest rate deregulation, which is an important
component in any reform program and which influences both the real and financial sector, is a
risky proposition if the balance sheet of the financial intermediaries, particularly commercial
banks, are weak due to adverse selection and moral hazard problems. Accordingly, the deregula-
tion has been done through a gradual process consistentwith the needs ofmonetary policy and con-
dition of the banks. While following the reform process, prudential norms and principles adopted
in developed countries were not copied, instead were introduced in a phasedmanner to suit the In-
dian environment.
One of the important functions of central banks all over the world is to regulate the financial

system, ensure financial stability and thus help economic growth of the country. While in some
countries, central banks directly supervise the banking system and other financial institutions, oth-
ers have created separate regulatory organizations to carry out this function. Irrespective of the
regulatory set-up, on-site examinations coupled with off-site surveillance and monitoring are the
major tools of bank supervision.While in some countries, likeNewZealand, off-site supervision is
dominant, in others, including the USA, on-site inspection is an important tool for bank supervi-
sion. In India, on-site examination has traditionally been the main tool of bank supervision.

Need for Off-site data
Introduction of Off-site Surveillance and Monitoring System

Till the 1990s the only off-site data that was being collected was the published balance sheets and
profit and loss accounts of commercial banks. After the involvement of banks surfaced in the aber-
rations in the securities markets in 1992, a need was felt to enhance the focus on bank supervision
and hence a supervisory body to regulate the financial system, christened Board for Financial Su-
pervision (BFS)was set up in the year 1994 as a committee to the central board of theReserveBank
of India. The Governor of the Reserve Bank was designated as the chairman.
The reform agenda for the banking and financial sector has been driven mainly by the Reports

of two committees set up by the Government of India, the Committee on Financial Sector (1994)
and the Committee on Banking Sector (1998). The CFS and other committees, which examined
the supervisory practices followed by the Reserve Bank, recommended setting up of an Off-site
monitoring function to strengthen the financial sector supervision. Taking cue from these recom-
mendations, BFS in its first meeting held on 7th December 1994 directed that an Off-site supervi-
sion system be set up in the Reserve Bank of India to collect financial information from banks on a
quarterly basis so as to assess the financial health of the banks in between on-site inspections and to
create a memory on the supervised institutions. This function also was expected to help improve
focus of supervisory effort and to optimise resource allocation and for identification of banks
showing financial deterioration and to act as an EarlyWarning System (EWS) and as a trigger for
on-site Inspections.
Initially seven returns for Indian Banks and five returns for Foreign Banks were prescribed.

These returns were designed after studying the cross-country practices followed in collecting
off-site returns by various central banks includingBank of England,MonetaryAuthority of Singa-
pore and Hongkong Monetary Authority and by suitably customizing them to suit our environ-
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ment. Formatswere circulated among banks at the time of introduction and opinion of bankerswas
taken into account before finalizing them, in the process introducing these concepts to banks. Even
the due date1 for submission of these returns was finalized only after discussing with the reporting
banks.
Appreciating the need for monitoring the market risks faced by banks and financial institu-

tions, the Reserve Bank issued guidelines onAsset LiabilityManagement in the year 1999. Subse-
quently, a second set of returns were introduced in 1999 to capture liquidity and interest rate risk,
both in the domestic currency as well as in major foreign currencies2. The Reserve Bank con-
sciously chose the “Gap”method for both liquidity and interest rate risk given the then low level of
computerization in banks and the given geographical spread of Indian banking industry. To begin
with the market risk related returns were introduced on a quarterly basis even though banks were
encouraged to prepare these returns for internal use on a fortnightly basis. As levels of computeri-
sation improved and commercial banks started appreciating the utility of these returns, fromOcto-
ber 2001, these returns were required to be submitted by banks on a monthly basis so as to enable
close monitoring of these risks.
A fully computerised, state of the art systemwith a built-in data-warehouse capability has been

put in place to process the off-site data and enable bank analysts to use the information. The scope
and coverage of the off-site data has been enhanced over time to capture emerging concerns. The
data is mainly used for generating early warning signals on the basis of select parameters, arriving
at bank-specific supervisory concerns and preparing focused analysis on areas of supervisory in-
terest.

Changes in the supervisory returns

Banking regulation and supervision is driven by market dynamics and as new concerns emerge,
the data requirement and analysis thereof become necessary. The changes in the requirements are
handled first through an ad-hoc statement, and then the same after successful experimentation gets
integrated in to a regular supervisory return over a period of time. For instance, exposure to sensi-
tive sector was introduced as an ad-hoc report to be submitted on a quarterly basis with effect from
the quarter ended March 1999, but integrated with regular supervisory return in September 2000.
Similarly data on investments, data on credit card business etc. also have been integrated in the su-
pervisory returns.

Analysis of Data

The prudential supervisory data collected from banks is extensively used in carrying out
bank-wise analysis. Reserve Bank has adopted the CAMELS (Capital, Asset Quality, Manage-
ment, Earnings, Liquidity and Systems) model for supervision. Thus, while analysing the off-site
data also, the same model is used for analysis so as to align the output with the on-site model.

Early Warning System Report

Immediate use of supervisory data on receipt is to generate an early warning system report. Under
this report critical data pertaining to the supervised institution for four reporting periods are plotted
together as a trend series. The measures used are CRAR, Owned funds to outside liabilities (to as-
sess capital), Gross NPAs to total advances and net NPAs to net advances ratios (to assess asset
quality), coverage ratio, borrowings to total liabilities and liquid assets to total assets ratio (for as-
sessing liquidity and solvency), quarterly interest spread and operating profit to working funds ra-
tio (to assess profitability / efficiency), change ratio (%change in total assets during the quarter) (to
assess the growth trends) and share price movement (to assess the market perception).
This report is generated for all banks for all the periods to identify potential risk areas. In case of

any adverse features, the off-site analysis is further focused on the identified risk areas.
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Detailed analysis of Off-site data

Analysis of data is done on CAMELS model and each parameter as represented in the off-site re-
turns is analysed. Analysis focuses on critical levels and significant changes. Generally time series
of 4/5 quarters is taken and seen so as to understand the trend in respect of various parameters. A
bank’s performance is compared with another bank of same size belonging to the same type of
banks. A bank’s performance also is comparedwith the performance of the peer group and the per-
formance of the banking system as a whole.

Types of analysis

While scrutinising the supervisory returns, different types of analysis are carried out as follows:

Ratio Analysis

Analysis and interpretation of various ratios enables skilled analysts to gain better understanding
of the financial condition of the supervised institution. Some examples are Liquidity ratios, Sol-
vency ratios, Asset quality ratios, Profitability ratios, Efficiency ratios etc. Using ratios, a trend
analysis is carried out by plotting ratios of a bank, bank group or industry over a period of time.
Comparison with other banks, comparison with benchmarks / regulatory requirements, compari-
son of bank’s performance with bank group and industry averages is also carried out.

Common Size Analysis

Under this analysis, both balance sheet and income account are expressed as percentage to total as-
sets and total income respectively over a period of time. This analysis gives insight into the under-
lying improvement or deterioration in financial condition and performance of banks. This focuses
on relative share ofmajor components of assets and liabilitieswith reference to total assets and rel-
ative share of income and expenditure heads with reference to total income and hence helps in un-
derstanding the shifts in the balance sheets and profit and loss accounts over a period of time.

Index Analysis

Under this analysis, both balance sheet components and income and expenditure account compo-
nents are expressed as trends over a base year. All the items of assets or liabilities are taken as 100
for the base year (or quarter) and subsequently all these items are expressed as index relative to that
year (or quarter). Thus it helps to identify quickly those componentswhich show abnormal growth
or decline. Both Common size analysis and Index analysis gives us insights additional to those ob-
tained from analysis of financial ratios.

Fund Flow Analysis

Study of net funds flowbetween two points in time is carried out in this analysis. The analysis is di-
vided into four parts viz. increase in assets, decrease in liabilities and capital (both of these are con-
sidered as sources of funds), increase in liabilities and capital and decrease in assets (both of these
are considered as uses of funds). This analysis gives an idea about funds raised through various
sources by a bank and how they have been deployed during the period considered for analysis. This
analysis helps in identifying areas to be focused in the detailed analysis.

Sensitivity Analysis

Sensitivity Analysis is carried out on the basis of external shocks applied to certain parameters so
as to analyze the supervised institution’s strengths to withstand such shocks. Some of the parame-
ters used in this connection are increase in NPLs, falling interest spreads, change in provisioning
norms, revision in CRAR etc. This analysis gives an idea about theweak links in the system so that
necessary and timely corrective action could be taken.

Post analysis use of data

After completing the analysis for a bank, the same is seen by the General Manager responsible for
the bank (a parallel can be drawn to Central Point of Contact in other supervisory regime) where
the matter has to be taken up with the bank. If the concerns are very serious, at times proposals for
conducting a snap scrutiny on specific areas also are considered. A mechanism has been put in
place to discuss on a quarterly basis with the bank management the results of the analysis so that
necessary corrective action, if required, could be initiated by the supervised institutions at the ear-
liest.
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Off-site Analysis of Systemic Trends

With the introduction of prudential supervisory returns, it became possible to consolidate the data
in a meaningful manner so that inferences on the functioning of the banking system could be
drawn. Thus a possibility to look at the data from the system’s perspective was opened up.

Half-yearly / Annual banking sector reviews

On the direction of Board for Financial Supervision, a review of the system is placed before it ev-
ery half-year. Thus, half-Yearly/ annual banking sector reviews are prepared alongwith important
data on key financial indicators of banks. These reviews contain analysis of data from the system’s
perspective. Frequency distribution analysis of important ratios is made part of these reviews
alongwith the share in the assets of the outlier banks in the banking system. This helps in identify-
ing the weak links in the system and to optimally allocate the scarce supervisory resources.

Peer Group-wise Performance Indicators

Peer groups have been formed on the basis of asset size of banks and the ownership pattern of
banks.All banks have been grouped under six peer groups.NewPrivate banks established recently
are grouped as a single peer group.Among foreign banks (foreign bank branches functioning in In-
dia are considered as individual banks and are required to maintain capital locally) small foreign
banks are kept as a group and large foreign banks with significant assets and branch network are
kept as another group. Other Indian banks are grouped under three groups depending on the size of
the banks. The performance of banks are analysed in terms of their peer groups on a regular basis.
On select parameters, individual banks are advised their position, comparative position of the peer
group, comparative position of the banking system along with best performance in the peer group
on a quarterly basis. This helps the banks to understand their position vis-à-vis their peer group and
to take necessary steps to improve their performance.

Off-site Rating of Banks

In the on-site examination process, the banks are rated on CAMELS pattern. A composite rating is
arrived at after rating individual components. As the supervisory on-site examinations are con-
ducted once in a year, the ratings can be updated only once in a year. The rating process takes into
account quantitative parameters based on the data as well as certain qualitative parameters like the
effectiveness of management etc. Keeping in view the availability of supervisory data in the
off-site returns, an off-site rating has been in-built in the Off-site system.While objective parame-
ters would be computed and updated on a quarterly basis, in respect of the qualitative parameters
the ratings / marks given at the time of previous on-site examination would be taken into account,
thus arriving at a quarterly composite and component rating for all supervised institutions. This
would help in identifying significant deterioration in the financial health of the supervised institu-
tions in between two examination cycles.

Impact Analysis

This is typically carried out just before introducing any regulation or modifying an existing one.
When off-site data was not available then estimating the impact of potential changes was a time
consuming and resource-intensive exercise. With the availability of supervisory data, it has now
become possible to quickly and more reliably estimate the impact of changes that are envisaged.
Some examples in this connection are revision in CRAR, revision in exposure norms, capital mar-
ket exposure norms etc.

Prompt Corrective Action

The issue of regulatory forbearance has been attracting lot of attention these days. Given the finan-
cial condition of the supervised institutions, an objectivewayof taking prompt corrective action by
defining the standards and the penalty for deviation from the standards has been regarded as the
need of the hour and a prompt corrective action model has been developed. Three parameters viz
CRAR, Return on Assets and Net NPAs to net advances have been chosen for this model. Under
CRAR three levels have been defined viz. below 3 percent, between 3 and 6 percent and between 6
and 9 percent. Under Return onAssets level below 0.25 percent per annum has been considered as
critical. Under Net NPAs to net advances, level above 15 percent and level between 10 and 15 per-
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cent have been defined as critical. For different combination of these values, a set of action has
been suggested under the framework.
Off-site data enables the supervisors to put in place a proper Prompt Corrective Action frame-

work at more frequent intervals.

Macro-prudential Indicators

After the crisis in certainAsian economies in the 1990s, there has been a growing realization that it
would not be sufficient just tomonitor the financial institutions to achieve financial stability. It was
felt that at the macro level, the financial sector soundness could be assessed by aggregating micro
indicators and looking at them in conjunction with macro economic indicators. In the former ap-
proach, it was felt that if every institution supervised is in good financial condition, the financial
system in turn would be in good condition and followed a bottom-up approach. In view of the in-
creasing competition and diversification of operations in the Indian banking sector as well as the
increasing globalisation of the financial sector, it was deemed fit to expand the supervisory ap-
proach to include identification and monitoring of macro prudential indicators. Under the
macro-prudential indicators analysis a top-down approach is followed. Aggregated micro-indica-
tors (select indicators as outlined in the IMF’s paper1, generally) are compiled and looked at along
side macro-economic indicators. Vulnerabilities to the financial system are assessed and are used
to decide on the appropriate intervention as evident from the policy initiatives by our bank during
last couple of years on the issues such as banks’ exposure to capital markets, norms governing in-
vestments in securities, private placement of debt, etc.
Macro-prudential indicators based reviews are prepared on a half-yearly basis and placed be-

fore the Board for Financial Supervision, the apex supervisory and regulatory body in the country.
Generally, sensitivity analysis or impact analysis on some parameters are also made part of these
reviews. Currently it is being examined to cover the expanded encouraged set of financial sound-
ness indicators (FSIs) discussed in the IMFpaper in the ensuingmacro-prudential indicators based
review.

Risk based supervision

A strong off-site monitoring and surveillance system would help the bank in moving towards
risk-based supervision. Under the Risk Based Supervision, it has been planned to prepare risk pro-
files of banks to formulate suitable supervisory strategy. It has been estimated that around 75 per-
cent of the data would be directly picked up from the Off-site data in preparing the risk profile. As
theOff-site data has the geographical reach and technical capacity, it is envisaged that thework re-
lating to preparation of risk profileswould be greatly facilitated.With the ongoing review of finan-
cial health, it will be possible to detect when an individual institution shows first sign of weakness
and assess the potential impact on the system in the event the situation becomesworse. By heeding
to these “early warning signals” the concerned entity with appropriate advice from regulators can
take timely action.

Data quality

In any data collection process, two important aspects would be timely receipt of data and receipt of
good quality data. The introduction of prudential supervisory returns has added significantly to the
ability of data collection at commercial banks. Those banks, which could build properMIS in tune
with the requirements, have succeeded in submitting the returns on time. Those banks, which are
lagging in building proper MIS, have difficulty in meeting the deadlines and data quality require-
ments. In the early stages during 1997, the focus was therefore on improving the data quality. Sev-
eral seminars were held during that time. Banks were required to submit the returns in person so
that the nuances could be explained to them. Even outstation banks were called for one to one
meetings. Examiners were required to assess the MIS of commercial banks and comment on the
data quality aspects. When the up-gradation was carried out, all the banks were given training in
using the new software at Bankers TrainingCollege,Mumbai. Later, OSMOS teamvisited various
regional offices and invited respective area banks for a seminar so that a close interaction with
bankers could take place.
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Studies conducted by the division on basis of audited and un-audited data pertaining toMarch
2000 andMarch 2001 indicated that the data quality has improved vastly over a period of time.
Delays in submission of returns were noticeable in the initial years with average delay of about

45 days. Continuous pressure on themanagement of banks and growing awareness created among
the banks has helped in reducing the average delay to around 15–20 days now. It is expected that
the delays in future would come down further.

Data-warehousing

Supervisory authorities all over theworld collect supervisory data in some form or the other. How-
ever, the data collected from supervised institutions are often not stored in such a manner so as to
exploit the data. In India, the supervisory data collected is stored in data-warehouse which enables
viewing of the data from multi-dimensions with facility to drill-down and roll-up the data from a
higher level to lower level or vice versa. Under thismodel, the clean data is arranged in a pre-deter-
mined dimensional model so as to facilitate extensive analysis of data. For instance, bank dimen-
sion could contain bank groups, banks with CRAR below or above a particular level, banks incor-
porated in particular countries, banks with more than 500 employees, banks with given level of
profitability, bankswith very highNPA levels (above a given percentage) etc. Another possible di-
mension could be the borrower names reported under “Top impaired credits” or “Top large credits”
etc. This facilitates in looking at the systemic exposure of individual borrowers or borrower groups
quickly.

Conclusion

In order to supervise financial institutions, supervisory authorities collect enormous data from the
supervised institutions. It is essential to use these data optimally to not only analyse the financial
health of the supervised institutions but also to understand the financial system as a whole. Using
right types of analysis would bring out the supervisory concerns both effectively and efficiently.
Technology can add value to these supervisory data as it would facilitate the analysts to exploit the
data efficiently.
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UK Bank exposures: data sources and
financial stability analysis

Andrew Gracie and Andrew Logan (Bank of England)

In recent years there has been an increasing effort – in the UK and elsewhere – to assess financial
stability risks at the level of the system as a whole. A crucial element is the analysis of banking ex-
posures and the robustness of banks to adverse shocks. In the UK, as in other countries, there is no
single source of data explicitly designed for financial stability analysis at the level of the system.
This article reviews the data sources that are available and how they are employed in the Bank’s
analysis to help the reader of the Financial Stability Review understand the data underlying the
Bank’s published assessments of the UK banking sector.
The Bank relies on three main sources of information on on-balance-sheet exposures: the

money and banking statistics, the data on cross-border exposures published by the Bank for Inter-
national Settlements, and regulatory data. Each can be used to explore particular aspects of UK
banks’ exposures and, taken together, to assess the risks facing the UK banking system. Their dis-
tinctive provenance does, however, give rise to substantial practical problems in bringing them to-
gether.

Data sources

The origins of the threemain sources of balance sheet data for the UK banking sector are quite dis-
tinct:
a money and banking statistics: collected by the Bank and used to produce the monetary aggre-
gates and to feed into UKNational Accounts (for convenience, hereafter referred to as ‘mone-
tary data’);
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Table 1 – Relationship between sources of balance sheet data for UK banks(a)(b)(c)

Reporting
population
(banks)

Expsoures to
:

Total
consolidated
balance sheetOK residents Non-residents

Monetary

UK-owned banks 98 1,262 348 –

Foreign banks 294 652 1,165 –

BIS – locational

UK-owned banks 45 – 333 –

Foreign banks 246 – 1,157 –

Regulatory

UK-owned banks 55 n/a(d) n/a 2,057

Foreign banks 89 n/a(d) n/a 332

BIS – consolidated

UK-owned banks 21 – 791 –

Sources: Bank of England and FSA regulatory returns.

(a) Amounts are shown is £ billions at end-December 2001 (except for regulatory data at 2001 H2).

(b) Data above the dotted line show the assets of UK-resident banks on an unconsolidated basis.

(c) Data below the dotted line show the assets of UK-owned banks and the UK-incorporated subsidiaries of foreign

banks on a consolidated basis.

(d) No breakdown available.



b data on international liabilities and claims: ‘BIS’ data collected by the Bank and published in
the International Banking Statistics compiled by the Bank for International Settlements (BIS),
and originally to monitor international capital flows; and

c regulatory data: collected by the Bank on behalf of the Financial ServicesAuthority (FSA) and
used by the FSA for prudential regulation and to assess the capital adequacy of individual UK
banks.

The relationship between these different sources can, nevertheless, be laid out clearly (Table 1).

Themost important differences are scope and consolidation. In terms of scope, only the regulatory
data include the entire global balance sheet of UK-owned banks; the monetary data include only
assets booked in UK offices and the BIS data capture only lending overseas. Similarly, the regula-
tory data are consolidated, covering not only overseas offices of the UK banks but all group com-
panies and netting out intra-group transactions, whereas the monetary data are unconsolidated,
with data reported individually for each bank within a group, including lending to other group
companies1. The BIS data are compiled and published on both a consolidated and an unconsoli-
dated basis (see Table 2)

The monetary data measure banking activity in the UK. The breakdown of assets by National Ac-
counts sectors can be used to trace sectoral concentrations in lending and so to assess the impact on
banks of changes in the financial position of, say, the household and corporate sectors. For this pur-
pose, the inclusion of the UK branches and subsidiaries of foreign banks is important, given the
contribution they make (53%) to total UK-resident banking system assets. Foreign banks are ac-
tive participants in theLondon interbankmarket, and themonetary data reveal the scale of their ex-
posures. Because the data are unconsolidated, however, exposures are inflated by intra-group
transactions. In some contexts, it is useful to see these transactions, for example, in looking at the
degree to which foreign banks use the London market for funding. The regulatory data, on the
other hand, provide a consolidated picture. This has clear advantages in netting off intra-group
transactions and including exposures booked overseas as well as in theUK; but less detailed infor-
mation is available on sectoral exposures. The regulatory balance sheet return is designed mainly
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Non-resident

Households PNFCs OFCs Public sector Other MFIs Non-resident Total assets
510 170 214 10 62 295 348 1.610
32% 11% 13% 1% 4% 18% 22%
40 115 179 7 74 236 1.165 1.817
2% 6% 10% 0% 4% 13% 64%

(c) Currency

1.610

1.817

(d) Instrument

1.610

1.81774

66
4%

Foreign-owned
1.479

Foreign-owned

UK-owned

UK-resident
Split by:
(a) Residence

(b) Sector

UK-owned

Foreign-owned

UK-owned
223
14%
264
15%

1.321
82%

Monetary Data

Sterling Foreign currency
1.166 444

4%81%

Other

72%
429
24% 76%

1.387
28%

SecuritiesLoans

Source: Bank of England.

(a) Figures show the assets of UK-resident banks’ in £ billions at end-December 2001.

Table 2 – Information available on the balance sheet assets of UK-resident banks
from monetary data at end-December 2001(a)

1 Regulatory data are also collected on an unconsolidated basis for individual banks.



to allow the FSA to calculate the capital adequacy of individual institutions and as such the data are
not always well adapted to providing information relevant to analysis of the stability of the system
as a whole. The BIS data offer some information on UK banks’ exposures overseas. In unconsoli-
dated form this is consistent with the monetary data, showing lending overseas by UK-resident
banks; in consolidated form it is comparable to the regulatory data but a number of issues arise in
the reconciliation.

Monetary data

In order to compile themonetary data, balance sheet information is collected from all UK-resident
monetary and financial institutions (MFIs), inmost casesmonthly but quarterly for smaller institu-
tions (which account for 1% of total assets)1. Data are broken down according to the National Ac-
counts sectors (Table 2). Thus assets and liabilities are sub-divided between UK-residents and
non-residents; within UK-residents, between MFIs, public and private sectors; and within the
non-bank private sector, amonghouseholds, private non-financial corporations (PNFCs) and other
financial corporations (OFCs). A more detailed breakdown of lending by industrial sector is pro-
vided quarterly2. No similar sectoral breakdowns are available for lending to non-residents given
that, in the context of the National Accounts, there is no requirement for any such sub-division.
The traditional purpose of themonetary data has been themonitoring of growth in a number of

monetary and credit aggregates – for example M4, which represents MFIs’ sterling deposits from
the UK private sector3, and its counterparts, notably ‘M4 lending’ (sterling lending byMFIs to the
UK private sector). M4 andM4 lending each represent, however, only about a third ofMFIs’ total
liabilities and assets respectively (Chart 1)4. The difference is accounted for by foreign currency
business withUKnon-banks, butmore importantly by inter-bank and cross-border business, all of
which are included in the full MFI balance sheet5. While exposures within the banking sector to
non-residents or in foreign currency are of less relevance for monetary policy, this version of the
UK-resident banking system balance sheet, including the breakdowns by sector, currency and in-
strument, is the most useful for financial stability analysis.

Chart 1 – Relationship between M4 lending and the UK-resident
monetary system’s total assets

Source: Bank of England
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1 MFIs comprise the Banking Department and Issue Department of the Bank of England, all other banks resident in the

UK and building societies. Monetary data for building societies are collected by the FSA and sent, in aggregate, to the

Bank. The FSA also collects data from building societies for regulatory purposes, requesting a slightly different lending

breakdown.

2 The British Bankers’ Association also publish monthly data for the Major British Banking Groups (MBBG) on their

balance sheets, sterling lending (including by industrial sector) and deposits, and their lending to individuals.

3 Bank of England (1987) introduces the monetary aggregate, M4.

4 See Tables A2.1 to A4.6 of Monetary and Financial Statistics.

5 Docker and Willoughby (1999) describe the construction of the MFI balance sheets and their relationship with M4.



The scale of lending to non-residents and the other MFIs, and of lending in foreign currency,
emphasise the importance of London as an international financial centre and the need to monitor
links between the UK and overseas financial systems. UK-owned banks account for under half of
UK-resident banks’ total assets (47%). Foreign-owned banks –mainly those from countrieswhich
themselves havemajor financial centres, including Germany (13%), United States (9%), Switzer-
land (8%), France (4%), Japan (4%) and theNetherlands (4%) – account for the rest.Many of them
are part of so-called large and complex financial institutions (LCFIs), which given the scale of
their business and their involvement in a wide range of different markets, are a particular focus for
system surveillance (see Section VI of the Financial Stability Conjuncture and Outlook). Most of
the foreign banks’ exposures (around 75%) are concentrated in wholesale markets, especially in
lending to non-residents or other MFIs.
The breakdown by instrument provides another way of looking at the composition of banks’

assets and liabilities, illustrating, for example, the degree to which banks lend secured via the repo
market or unsecured, the degree to which banks are reliant for funding on retail or wholesale de-
posits or longer-term instruments, and the degree to which banks lend to companies directly or by
holding securities.
Using the monetary data in aggregate will show overall lending growth and identify sectors

where lending is growing particularly strongly. However, in monitoring financial stability it is of-
ten not enough to look at average or aggregate data but to look at the distribution as a whole (to
identify banks that stand out from the rest of the population) or at groups of banks with common
characteristics. An obvious distinction is betweenUK-owned and foreign banks, but beyond this it
is useful to allocate banks to peer groups, foreign banks according to their country of origin and
UK-owned banks according to balance sheet size and the nature of their business. The Bank’s use
of peer groups is described on 84 of the December 2000 Review. Peer group analysis helps not
only to identify the banks underlying changes in the aggregate balance sheet but also to guard
against overlooking trends among smaller institutions thatwouldmake little contribution to aggre-
gate growth1. Peer groups also provide a useful tool to analyse the degree towhich different groups
of banks have interbank exposures.
Peer group analysis using the monetary statistics data helps to identify sectoral concentrations

in lending for particular types of banks. Table 3 shows the distribution of UK-resident banks’ as-
sets by peer group and by sector and Table 4 shows each component as a percentage of the row and
column totals. As Table 4 makes clear, UK banks remain dominant in lending to households (over
90%of total) and PNFCs (over 60%of total)2, while lending to these sectors still represents a large
proportion of these banks’ assets. Peer group analysis can be especially usefulwhen applied to data
on the industrial breakdown of lending (showing lending to OFCs and PNFCs by sub-sector) and
the breakdown of household lending betweenmortgages, credit cards and other unsecured lending
(Table 5)3. The industrial sub-sectors are broadly the same as those used in the National Accounts,
whichmeans that the pattern of lending can be tracked against sectoral economic variables4. Anal-
ysis at this level of disaggregation is important inmonitoring exposures to sectors such as commer-
cial real estate, which have historically represented a particular risk to financial stability in the
United Kingdom and elsewhere (see Section VII of the Conjuncture and Outlook).

Finally, the different breakdowns in combination allow a deeper analysis of the balance sheet data,
although this falls short of providing a full multi-factor decomposition. For example, while lend-
ing to OFCs represents 11% of the balance sheet assets of UK-resident banks at end-December
2001, the industrial breakdown of lending shows that 40% of their loans to OFCs are to securities
dealers (or, as Chart 2 shows, 11% of their domestic loan book). The instrument breakdown shows
that most are via repo; the currency breakdown that most are in foreign currency; and the peer
groups that most of the lending is through German, Swiss, US and UK commercial banks.
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1 A significant threat to UK financial stability originated within this sector on two previous occasions (the secondary

banking crisis in 1973-75 and the small banks crisis of the early 1990s – see Logan (2000)).

2 Although in terms of assessing overall gearing in these sectors, lending by finance houses and other non-bank lenders

would need to be taken into account.

3 See Tables A5.1 to A5.6 of Monetary and Financial Statistics.

4 See Table C1.2 of Monetary and Financial Statistics.



(a) In £ billions.

(b) UK private sector.

(c) Other includes public sector and other unallocated assets (eg fixed assets).

(a) Upper (left) figures in each cell: share of lending to each sector from each peer group.

(b) Lower (right) figures in each cell: share of each peer group’s lending to each sector.

(c) UK private sector.

(d) Households.

(e) Other includes public sector and other unallocated assets (eg fixed assets).
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Table 3 – UK-resident banks’ assets by sector at end-December 2001(a)

Peer Group UKPS(b) MFI Non-resi-
dents

Other(c) Total Peer Group to-
tal as a share
of total assets
(%)

House-
holds

OFCs PNFCs

Commercial banks 237 154 124 170 235 56 977 29
Mortgage banks 253 57 40 117 108 15 590 17
Other UK-owned banks 19 3 5 9 5 2 43 1
US 14 27 15 46 181 12 294 9
German 0 60 31 60 283 18 452 13
Swiss 0 42 7 26 204 8 288 8
Other foreign-owned banks 26 50 62 104 497 44 783 23

Total 550 393 185 532 1513 154 3427 100

Sector total as a share of
total assets (%)

16 11 8 16 44 4 100

Table 4 – Distribution of total assets by peer group and sector at end-December 2001(a)(b)

Percentages

Peer Group UKPS(c) MFIs Non-
residents

Other(e)

HH(d) OFCs PNFCs

Commercial banks 43 39 44 32 16 37
24 16 13 17 24 6 100

Mortgage banks 46 15 14 22 7 10
43 10 7 20 18 3 100

Other UK-owned banks 3 1 2 2 0 1
44 7 13 21 11 4 100

US 3 7 5 9 12 8
5 9 5 16 61 4 100

Germany 0 15 11 11 19 12
0 13 7 13 63 4 100

Swiss 0 11 2 5 13 5
0 15 2 9 71 3 100

Other foreign-owned banks 5 13 22 19 33 28
3 6 8 13 64 6 100

Total 100 100 100 100 100 100

Source: Bank of England.



Table 5 – Distribution of lending by peer group to selected sub-sectors
at end-December 2001(a)

Source: Bank of England.

(a) Percentage by peer group of total sub-sector lending. Final row shows total sub-sector lending in £ billions at end-De-

cember 2001. Definitions of sub-sectors are based on the ONS Standard Industrial Classification (SIC) of 1992 (see notes

to Table C1.2 of Monetary and Financial Statistics).

(b) Insurance companies and pension funds.

(c) Real estate combines the commercial property and construction sub-sectors.

(d) Transport, storage and communication.

The monetary data do, however, have a number of limitations. The industrial breakdown includes
only lending and not holdings of securities. While some data on undrawn commitments and facil-
ity utilisation are included, other contingent liabilities such as guarantees are not. This applies to
the monetary data more generally, which include little information on off-balance-sheet instru-
ments, for example on counterparty exposures under derivative contracts. The most significant
problemswith themonetary data from a financial stability point of view arise, however, from their
being unconsolidated. Individual banks’ assets include lending to other group companies: to other
UK-resident group banks in the data for lending to banks; to branches and subsidiaries overseas in
data for non-resident lending; and to related non-banks in data for lending to OFCs and PNFCs.
For larger, more complex, groups and those with significant operations overseas, intra–group
lending can represent a significant share of reported assets. Most fundamentally, the (unconsoli-
dated) monetary data only include the UK-based business of UK banks. A number of UK-owned
banks have a significant proportion of their operations in foreign branches or subsidiaries and are
thus asmuch vulnerable to shocks overseas as in theUnitedKingdom. BIS data on external claims
are particularly useful for measuring these exposures, especially the consolidated data, which in
contrast to the monetary data capture all overseas claims of UK-owned banks, whether booked in
the United Kingdom or in offices overseas.
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Mortgage

Credit

card

Other

unsecured

Security

dealers ICPFS
(b)

Leasing Other

Real

estate
(c)

Manu-

facturing

Wholesale

and retail TSC
(d)

Other

Commercial
banks 39 55 57 20 27 54 42 45 42 55 34 52
Mortgage
banks 55 12 21 5 6 27 17 26 8 9 10 11
Other UK-
owned
banks 2 13 6 0 1 2 0 1 1 1 1 2
US 0 17 10 12 16 2 5 1 10 9 11 5
German 0 0 0 22 21 5 16 11 9 4 14 8

Swiss 0 0 0 21 18 0 8 1 2 1 2 1
Other
overseas-
owned
banks 4 2 5 20 11 10 12 16 28 22 29 22
Total
(£ billions) 407 36 73 125 16 36 137 85 58 36 23 57

Peer

Groups

Households OFCs PNFCs



Chart 2 – Sectoral breakdown of UK-resident banks’ domestic lending
at tend-December 2001

Source: Bank of England.

(a) Real estate combines the commercial property and construction sub-sectors.

BIS data

For the analysis of overseas exposures, the most useful data are probably those collected by the
Bank for the BIS international banking statistics1. Data on overseas assets and liabilities are col-
lected quarterly both on an unconsolidated basis from all UK-resident banks (‘locational’ data)
and on a consolidated basis from UK-owned banks (consolidated data).
The locational data show the cross-border assets and liabilities with non-residents booked in

UK-resident bank offices (Table 6). The reporting population is therefore essentially the same as
for the monetary data (although 101 banks whose non-resident assets and liabilities fall below a
minimum threshold are excluded). Given the primary purpose of the locational data has been the
measurement of international capital flows, the main breakdown of the data is by country of resi-
dence of the borrower or depositor. 216 countries are recognised in all plus several multilateral fi-
nancial institutions2. In addition, the data are also split by currency and, in a limited way, by
counterparty between banks and non-banks3. Data are separately available on the split between
connected and other banks. The counterparty breakdown reveals that not only is most of the lend-
ing to banks, but that over two thirds is to connected banks. The locational data can be used to show
the geographical distribution of external claims and the degree towhich banks fromdifferent coun-
tries are exposed to their home banking systems (Chart 3). Almost all the lending is in foreign cur-
rency (44% in US dollars, 31% in euro), with only 11% in sterling.

The BIS publishes locational data for 30 countries besides the UK (known collectively as the BIS
reporting area). Comparison with other countries shows the relative importance of London’s role
as an international financial centre. At end-December 2001, UK-resident banks held about 20%of
total reported external claims, almost double the figure for banks resident in Japan (10%) andGer-
many (9%),which had the second and third largest shares. The extent of these exposures has impli-
cations for UK financial stability and partly explains the attention paid in the Bank’s analysis to
identifying disturbances in overseas financial systems and the routes bywhich theymight be trans-
mitted to the UK.
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36%

10%
11%

7%

5%

5%

3%

3%

19%

Individuals and individual trusts: lending secured on dwellings
Individual and individual trusts: other loans and advances
Securities dealers
Real estate(a)
Manufacturing
Other financial intermediaries
Finance & leasing
Wholesale and retail
Other

1 For detailed information on the construction of the BIS statistics see BIS (2000) and Committee on the Global Financial

System (CGFS) (2000). Wharmby (2000) provides an overview. Box 2 in the Financial Stability Conjuncture and Out-

look of the December Review and Wooldridge (2001) show how the BIS statistics can be used for financial stability

analysis.

2 See Tables C3.1 to C3.4 of Monetary and Financial Statistics.

3 Claims on Central Monetary Institutions (CMIs) also identified but are not material.



Chart 3 – External claims of UK-resident bank offices
by country of residence of borrower at end-December 2001

Source: Bank of England.
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assets

8 333
2%
16 1.157
1%

(b) Borrower type

333

1.157

(c) Currency US dollar Sterling Yen Other
164 38 15 15 333
49% 12% 5% 5%
495 120 85 90 1.157
43% 10% 7% 8%32%

762 395
66% 34%

Euro
101
30%

982 106
85%

367

47%

Developed Developing
271 19
81%

Non-bank

Foreign-owned

UK-owned

Foreign-owned

UK-owned
156

Banks
177

6%
54

BIS - locational
Split by:
(a) Borrower country

Foreign-owned

UK-owned

9% 5%

Offshore
35
10%

53%

Source: Bank of England.

(a) Figures show the external claims of UK-resident banks in £ billions at end-December 2001.

Table 6 – Information available on the external claims of UK-resident banks
from BIS locational data at end-December 2001(a)



The BIS consolidated banking statistics are designed to measure the international liabilities and
credit exposures of banks by home country of the group parent rather than location of the particular
borrowing or lending entity1. The data therefore include not only lending by UK offices but also
branches and subsidiaries overseas, consolidated to exclude intra-group transactions. Given the
scale of UK-owned banks’ operations overseas, the consolidated data give a better measure of the
risk represented by overseas exposures.
As with the locational data, one purpose of the consolidated data is to show the distribution of

exposures according to the country of the borrower. Exposures are broken down between
cross-border claims including the claims of local offices in foreign currency, and claims by local
offices in local currency2. The distinction is intended to provide some measure of the borrower’s
vulnerability to a capital account crisis.A further breakdown (Table 7) is available for cross-border
claims by type of asset (between loans and investments), by counterparty (between banks, public
sector and non-bank private sector) and by residual maturity.

Table 7 – Information available on the external claims of UK-owned bank groups
from BIS consolidated data at end-December 2001(a)

Source: Bank of England.

(a) Figures show the external claims of UK-owned bank groups in £ billions at end-December 2001.

(b) Cross-border includes local claims in foreign currency.

(c) Local shows local claims in local currency.

The BIS consolidated data also provide information on ‘risk transfers’ either in reallocating
cross-border claims on branches from the country of location of the branch to the country of loca-
tion of the parent bank, or, where claims are explicitly guaranteed, to the country of the guarantor3.
The range of risk transfer instruments included is not, however, comprehensive and varies across
the BIS reporting area. For example, in many countries, including the UK, new instruments like
credit derivatives are not included.
For UK-owned banks, developed countries account for 68% of total overseas claims (at

end-December 2001), with United States, Hong Kong, France and Germany representing more
than 50% between them (see Box 10 in the December 2001 Review). Much of this is local-cur-
rency-denominated lending, which has expanded rapidly during the past decade, often through ac-
quisitions, and nowmakes up the majority of overseas exposures (see Box 11 in the Financial Sta-
bility Conjuncture and Outlook). There is, however, wide variation from country to country: for
example, local currency claims represent over 80% of UK-owned banks’ exposures to Hong
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Developing Other Total assets
89 12 791
11% 2%

791

Banks
164
42%

Public
Non-bank

private sector
62 166

237 154
61% 39%

49% 51%

Loans Portfolio

Cross-border(b) Local(c)

391 400

541 150
68% 19%

16% 42%

Gross risk transfers
135

BIS - consolidated

Developed OFCs

1 See Table C4.1 of Monetary and Financial Statistics.

2 Data are also reported on local currency liabilities in local offices.

3 This applies equally to lending to the subsidiaries of banks. Unless an explicit guarantee is provided by the parent bank,

exposures to subsidiaries are reported according to the country of the subsidiary, not of the parent.



Kong, but only 16% of exposures to Germany. The financial stability implications will differ
somewhat depending onwhether claims are cross-border, local in foreign currency or local in local
currency (see Section V of the Financial Stability Conjuncture and Outlook). For example,
cross-border claims may be vulnerable to capital controls and, where they are to non-banks, are
likely to be to larger corporate borrowers with access to international wholesale markets. By con-
trast, local assets are likely to include exposures to smaller corporate and retail customers, al-
though no counterparty breakdown is provided for local currency lending.
The breakdown of cross-border claims shows that exposures to banks and non-banks are of a

similar magnitude (42% each), the remainder being exposures to the public sector (largely hold-
ings of government securities) (Table 7). Again proportions vary between countries. For example,
while 71% of UK-owned banks’ cross-border claims on Germany are exposures to banks, 56% of
exposures to the United States are to non-banks.
Risk transfer can have a significant influence on the pattern of international exposures. One ef-

fect is to increase exposures to countries that have large international banks with extensive over-
seas branch networks (Chart 4). For example, after risk transfer, UK-owned banks’ exposures to
Germany rise byUS$47 billions and the proportion represented by exposures toGerman banks in-
creased from 71% to 82%.

Chart 4– UK-owned bank groups’ cross-border claims on banks including
risk transfers at end-December 2001

Source: Bank of England

While the BIS consolidated international banking statistics provide the best source of data on
UK-owned banks’ international exposures, there are nevertheless a number of drawbacks. The
consolidation does not extend to non-bank subsidiaries. Overseas exposuresmay thus, after all, in-
clude some intra-group lending. The lack of a counterparty breakdown for local lending in local
currency makes it impossible to build up a comprehensive measure of overseas exposures by
counterparty. Similarly, risk transfer is only captured for cross-border and foreign-currency-de-
nominated local lending but not local currency local lending and, as pointed out above, is in any
case incomplete in terms of the instruments that are recognised. In 2004, procedures will be en-
hanced to address some these shortcomings, following the recommendations of a Committee on
theGlobal Financial Systemworking group on international banking statistics (seeCGFS (2000)).
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FSA regulatory returns

A third source of data is the regulatory returns collected by theBank on behalf of the FSA. Balance
sheet data to monitor capital adequacy are collected from UK-incorporated banks with de-
posit-taking permission under Financial Services and Markets Act 2001.
Given the primary purpose of the balance sheet return is to calculate capital ratios, the structure

of the data is heavily influenced by the requirements of the 1988 Basel Accord and the 1996Mar-
ket Risk Amendment. Thus assets are broken down between the so-called ‘banking book’ and
‘trading book’ (overall 81% and 19% of assets respectively) and, within them, by broad
risk-weighting categories according to the type of counterparty or obligor risk (Table 8). Similarly,
on the liabilities side, themain focus is on capital-type instruments, broken down into Tier 1, 2 and
3 and their constituent parts. Assets and capital are then combined in the risk asset ratio (capital rel-
ative to risk-weighted assets). Additional information is included in appendices on provisions
against bad and doubtful debts, capital requirements for market risk and for counterparty claims
under derivative contracts.

Table 8 – Information available on the balance sheets of UK-owned bank groups
from regulatory data at 2001 H2(a)

Source: FSA regulatory returns.

(a) Figures show UK-owned bank groups’ assets in £ billions at 2001 H2.

(b) Figures between the dashed lines are for banking book only, including off-balance sheet items.

In contrast to themonetary andBIS locational statistics, the data cover the entire balance sheet and
include assets and liabilities booked in offices both in theUnitedKingdomand overseas. Froma fi-
nancial stability perspective, this should in principle provide the best picture of aggregate balance
sheet developments for UK-owned banks. Extensive information is also provided on off-bal-
ance-sheet positions, commitments and contingent liabilities.Given the focus on capital adequacy,
however, only a limited breakdown of the data is provided between different instruments,
counterparties and sectors (and usually only where these are subject to different risk weights), and
none by country or currency. In addition, aggregation1 of the regulatory data is often difficult,
partly because they were not designed for aggregation. Individual banks have different reporting
cycles and, where appropriate and bilaterally agreed with their regulator, had been given various
reporting concessions prior to the FSMA2001 that are grandfathered under that legislation. This in
particular applies to the treatment of subsidiaries and other related companies in consolidated re-
turns.While bank subsidiaries will generally be fully consolidated, the treatment of non-bank sub-
sidiaries will depend on the nature of the subsidiary and on any regulatory capital regime to which
it is subject, andmay in some cases differ from the consolidation treatment for published accounts.
For example, investments in insurance and non-financial subsidiaries are deducted from capital,
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rather than being consolidated into group assets and liabilities line by line. This can be seen by
comparing total assets for UK commercial banks in regulatory returns with published accounts1

(Chart 5). Total assets based on published accounts are larger where assets for non-financial sub-
sidiaries have been consolidated. While in aggregate the difference is small (3% in 2000 H2), the
difference is larger in groupswhere insurance subsidiariesmake up a significant part of the consol-
idated balance sheet.

Chart 5 – Total assets of UK-commercial banks using published accounts, regu-
latory and monetary data

Sources: Bank of England, FSA regulatory returns and published accounts.

Reconciliation of the data sources

As this article has indicated, the individual data sources have a number of shortcomings, but these
can be overcome to some extent by judicious use of the sources in combination. This is not straight-
forward, however, given differences in consolidation and coverage.
Easiest to combine are the regulatory and BIS consolidated data. While not identical, the con-

solidation is sufficiently similar to use the data to derive a split between UK and overseas expo-
sures (Chart 6). Overseas exposures represent around 45% of UK commercial banks’ total global
on-balance-sheet assets, reinforcing the importance of monitoring overseas vulnerabilities in the
Bank’s financial stability analysis. It is also possible to analyse the geographical distribution of ex-
posures in terms of the balance sheet as awhole. For example, exposures to emergingmarket econ-
omies are only 6%of the total assets ofUKcommercial banks (though obviously this varieswidely
between banks).

Chart 6 – UK commercial banks’ UK and overseas assets using regulatory
and BIS consolidated data

Sources: Bank of England and FSA regulatory returns.

(a) UK assets derived from difference between total assets in regulatory data and overseas assets in BIS consolidated data.
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Similar analysis is, perhaps surprisingly, more difficult for UK exposures, given that themonetary
data are unconsolidated. This is more of a problem for intra-group lending to other banks, and so
for interpreting interbank exposures data, than for other sectors. Intra-group transactions have no
impact on household lending and minimal impact on lending to PNFCs. However the impact of
intra-group transactions on lending to bothOFCs (to the extent that UK commercial banks provide
funding for securities, leasing and trading subsidiaries) and to banks is likely to be significant.
Even including lending to OFCs and MFIs, however, and contrary to what might have been ex-
pected, total claims on UK residents frommonetary data are less than total UK exposures inferred
from regulatory returns and BIS consolidated returns (Table 9). The difference may relate to lend-
ing to UK-residents by UK commercial banks from offices overseas, for example from offshore
centres. But further analysis is impossible from the data available.

Table 9 – Reconciliation between regulatory, monetary and
BIS consolidated data at 2001 H2(a)

Sources: Bank of England and FSA regulatory returns.

(a) Figures are shown in £ billions at end- December 2001 (except fore regulatory data at 2001 H2).

Starting from the consolidated balance sheet data in regulatory returns, it is nonetheless possible to
make some use of BIS and monetary data to provide a more detailed breakdown of geographical
and sectoral exposures for financial stability analysis, even if the numbers do not reconcile com-
pletely. However, there are a number of caveats:

• the split of lending between UK and overseas offices can only be inferred;
• relying on monetary data to analyse the sectoral breakdown of lending within the UK can only
be done on the assumption that lending from UK-resident banks’ overseas operations to
UK-resident borrowers is not material;

• at the same time, using unconsolidated monetary data for sectoral analysis may exaggerate ex-
posures to particular sectors, in particular to OFCs and MFIs (though using a combination of
regulatory and BIS consolidated data, UK interbank lending can be inferred);

• BIS consolidated data provide only a limited sector breakdown for cross-border lending and
currently none for local lending in local currency;
exposures to individual borrowers are not consolidated in either monetary data or BIS consoli-
dated data; and

• beyond disclosures by individual banks in published accounts, there is no means to assess sec-
toral exposures in the balance sheet as a whole.

It would be difficult to address these shortcomings without the development of a new source of
data for financial stability analysis thatmeasured banks’ consolidated exposures on both the lender
and the borrower side. Unconsolidated data would still, however, be relevant for banks in terms of
monitoring intra-group flows and the activity of UK-resident foreign banks and for borrowing
companies in terms of monitoring the geographical distribution of exposures.
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Conclusion

Without a data source designed specifically for financial stability analysis, there are unsurprisingly
a number of questions that cannot be satisfactorily answered using the data that are available. But
some reasonable approximations are possible in many cases. In assessing system resilience, the
primary focus is on consolidated data that exclude intra-group transactions and allow an overall
comparison of the scale and distribution of the UK banking sector’s exposures against its capital.
But unconsolidated data in theUKmonetary sector statistics are also useful, for sectoral loan expo-
sures, and for the analysis of foreign banks’ activity in the United Kingdom and the resulting links
to financial systems overseas. The Bank has therefore developed an approach that combines con-
solidated BIS and regulatory data with unconsolidated monetary data. The relationship between
the different bodies of data is complex and, even where they can to some extent be combined, dif-
ferencesmake detailed analysis of consolidated exposures difficult. This is a particular problem in
assessing sectoral exposureswhere borrowers are part of international groups active in several dif-
ferent countries or sectors. The data available for financial stability analysis are a subject of inter-
national debate, particularly in the context of the IMF’s work on Financial Soundness Indicators
(FSIs)1. This article has indicated, that, within that debate, questions of how to combine data from
existing sources, or even whether to develop new sources, might be as important as the specifica-
tion of the FSIs themselves.

References

1: Bank of England (1987), “Measures of broad money”, Bank of England Quarterly Bulletin, Bank of Eng-
land, Vol. 27, No. 2, May, pp 212-219.

2: BIS (2000), “Guide to international banking statistics”, Basel, July.

3: Committee on the Global Financial System (2000), “Report of the working group on the BIS international
banking statistics”, BIS, September.

4: Dixon, L. (2001), “Financial flows via offshore financial centres as part of the international financial sys-
tem”, Financial Stability Review, Bank of England, No. 10, June, pp 105-116.

5:Docker, S. andWilloughby,D. (1999), “Monetary statistics and themonetary financial institutions consoli-
dated balance sheet”, Monetary and Financial Statistics, Bank of England, Vol. 3, No. 7, July, pp 7-12.

6: IMF (2002), “Financial soundness indicators: analytical aspects and country practices” IMF Occasional
Papers 212.

7: Logan, A. (2000), “The early 1990s small banks crisis: leading indicators”, Financial Stability Review,
Bank of England, No. 9, December, pp 130-145.

8: Wharmby, S. (2000), “Developments in international banking statistics in 1999”, Monetary and Financial
Statistics, Bank of England, Vol. 4, No. 8, August, pp. 1-4.

9: Wharmby, S. (2001), “Recent developments in statistical requirements for financial stability, and in their
use – the perspective of a central bank of a developed country”, Monetary and Financial Statistics, Bank
of England,Vol. 5, August, pp 2-4.

10: Wooldridge, P. D. (2001), “Uses of the BIS statistics: an introduction”, BIS Quarterly Review, BIS,
March, pp 75-92

Andrew Gracie

andrew.gracie@bankofengland. co.uk

Andrew Logan

198 IFC Bulletin 12 — October 2002

PROCEEDINGS IFC CONFERENCE – SESSION 2

1 : FSIs are aggregate measures of financial fragility developed by the IMF. See IMF(2002).



Role of financial soundness indicators
in surveillance:

data sources, uses and limitations

R. Sean Craig (IMF)1

I. Introduction

The growing recognition of the importance of surveillance of the financial system to theirmandate
has led a number of central banks and the IMF to develop Financial Soundness Indicators (FSIs).
These are generally constructed by aggregating data from individual institutions to produce mea-
sure that can be used to assess the financial strength and vulnerabilities of themain sectors of the fi-
nancial system, such as banking or insurance. However, FSIs cannot measure all aspects of finan-
cial system relevant to stability due, in part, to gaps in data and the qualitative nature of some infor-
mation. This paper assesses from the users perspective how these data limitation can reduce the ef-
fectiveness of the surveillance of financial sector strength and vulnerabilities usingFSIs. It also ex-
plores the ways in which other sources of information and surveillance tools can compensate for
these limitations. It does not provide a detailed analysis of FSIs and how they are used, as this is
provided elsewhere.2 The next section of the paper defines the different FSIs and describes the spe-
cific aspects of the financial system that they monitor. It also explains the criteria used by the IMF
to prioritize FSIs into a core set and less essential encouraged set (Table 1). Section III explores
howFSIs are used in surveillance, partly to provide context for later sections. It briefly outlines dif-
ferent dimensions of financial surveillance and the role played byFSIs in them. Section IV reviews
the sources of data for FSIs and their limitations, including: inconsistencies in definitions; gaps in
the data covering certain sources of risk; and, the qualitative nature of some information. SectionV
outlines approaches that canmitigate these data limitations, such as an FSI compilation guide, un-
der preparation by the IMF, and, reliance on other surveillance tools. The latter include stress test-
ing, early warning indicators and the analysis of the supervisory system and financial infrastruc-
ture using the core principles and codes and standards assessments done by the IMFonFSAPs.

II. Definition and uses of Financial Soundness Indicators

FSIs generally are created by aggregating data (or indicators) for individual institutions’ balance
sheets and income statements to produce a measure covering the financial sector as a whole. They
can also be produced for peer groups by aggregating data for a sub-set of institutions within a sec-
tor. This aggregation is a feature that differentiates FSIs from other financial indicators that can be
used tomonitor the financial system (e.g. asset prices). This surveillance of the financial sector as a
whole—macro-prudential analysis—parallels that of individual financial institutions by supervi-
sors—micro-prudential analysis.Macro-prudential analysis derives from the need to identify risks
to the system resulting from the collective impact of the activities ofmany institutions that are hard
to detect through the monitoring of individual institutions alone.
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Table 1 – Financial Soundness Indicators

Core Set

Deposit-taking institutions

Capital adequacy Regulatory capital to risk-weighted assets
Regulatory Tier I capital to risk-weighted assets

Asset quality Nonperforming loans to total gross loans
Nonperforming loans net of provisions to capital
Sectoral distribution of loans to total loans
Large exposures to capital

Earnings and profitability Return on assets
Return on equity
Interest margin to gross income
Noninterest expenses to gross income

Liquidity Liquid assets to total assets (liquid asset ratio)
Liquid assets to short-term liabilities

Sensitivity to market risk Duration of assets
Duration of liabilities
Net open position in foreign exchange to capital

Encouraged Set

Deposit-taking institutions Capital to assets
Geographical distribution of loans to total loans
Gross asset position in financial derivatives to capital
Gross liability position in financial derivatives to capital
Trading income to total income
Personnel expenses to noninterest expenses
Spread between reference lending and deposit rates
Spread between highest and lowest interbank rate
Customer deposits to total (non-interbank) loans
Foreign currency-denominated loans to total loans
Foreign currency-denominated liabilities to total liabilities
Net open position in equities to capital

Market liquidity Average bid-ask spread in the securities market 1/
Average daily turnover ratio in the securities market 1/

Nonbank financial institutions Assets to total financial system assets
Assets to GDP

Corporate sector Total debt to equity
Return on equity
Earnings to interest and principal expenses
Corporate net foreign exchange exposure to equity
Number of applications for protection from creditors

Households Household debt to GDP
Household debt service and principal payments to income

Real estate markets Real estate prices
Residential real estate loans to total loans
Commercial real estate loans to total loans

1/ Or in other markets that are most relevant to bank liquidity, such as foreign exchange markets.

FSIs are selected for their capacity to monitor different aspects of a financial system relevant to fi-
nancial stability. The specialized information provided by each FSI need to be combined to pro-
vide a comprehensive picture of the condition of the financial sector. To describe how FSIs can be
used, it is helpful to present FSIs for the financial and non-financial sectors separately; and, within
the former, discuss FSIs that measure financial strength separately from those used for monitoring
vulnerabilities.
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Financial Sector FSIs

The choice of FSIs tomonitor the financial sector, and the inferences that can be drawn from them,
depend to some extent on the structure of the financial system and the characteristics of the institu-
tions making up the system. Key considerations include the extent to which the system is
bank-dominated and the importance of complex groups. For example, in bank dominated systems
it is usually possible to rely on the capital adequacy ratio and profitabilitymeasures for the banking
system alone. In contrast, in systems where insurance companies and/or securities firms are sys-
temically important, FSIs for these sectors also need to be monitored. In systems where complex
financial groups are important, it is desirable to also monitor FSIs for the peer group of these con-
glomerates (where banking, insurance and securities activities are consolidated), because the
scope for cross subsidization and pooling of capital within such groups can affect the risk to the
system.

FSIs measuring financial strength

The financial strength of the financial sector is monitored using a range of information including
FSIs that assess capital adequacy, such as the risk weighted capital ratios and the leverage ratio,
and FSIs of earnings and profitability, such as Return On Equity (ROE) and Return On Assets
(ROA). These FSIs indicate the capacity of the sector to absorb adverse shocks. It is also desirable
to compute these (and other) FSIs for different peer groups within a sector and to look at measures
of dispersion for the FSI to help determine the extent to which financial sector weakness may be
concentrated in a few institutions.1

EachFSImeasures different aspects of the financial strength of a sector. The riskweighted cap-

ital adequacy ratio is derived by aggregating regulatory capital ratios for individual banks col-
lected by supervisors. Capital in this FSI is composed not only of equity but also of reserves and li-
abilitieswith equity-like properties such as subordinated debt depending on the country. The lever-

age ratio is used for non-bank sectors not subject to capital adequacy regulation and uses balance
sheet data based on standard accounting concepts. It measures the size of the debt relative to the
capital base supporting it and plays an analogous role to the capital adequacy ratio in the
macro-prudential analysis of non-bank sectors. ROE and ROA measure the earnings or profits
available to help absorb losses. Other FSIs such as the interest margin and non-interest income rel-

ative to gross income assess the stability of earning and therefore its availability to help absorb
losses.
To properly assess financial strength, attentionmust be paid to the specific concepts and defini-

tions used for the FSIs. For example, to establish the capacity of themeasure of capital used in FSIs
to provide protection against shocks, account needs to be taken of accounting rules. These include
valuation methods for assets and liabilities and the regulatory rules on which the underlying mea-
sure of capital is based, especially the accounting treatment of provisioning and the consolidation
rules.2 Also relevant are features of the financial infrastructure, such asmarket liquidity, which af-
fect the accuracywithwhich assets, liabilities and capital can be valued. These feature vary signifi-
cantly across financial systems and somust be taken into account when international comparisons
are made. Core principles and codes and standards assessments are a valuable source of informa-
tion on themeasurement and accounting treatment of capital that can be used, as discussed below.

FSIs of financial sector vulnerability

The role of FSIs of financial sector vulnerability is to assess a sector’s vulnerability to shocks. The
FSIs measure asset quality, the capacity of the banking sector to access liquidity in a crisis, sensi-
tivity tomarket risk andmarket liquidity. FSIs of asset quality provide an indication of the extent to
which the vulnerabilities of the financial system pose a risk to financial stability. Specifically,
NPLs relative to total loans provide information on the quality of the loan portfolio of the financial
sector. Alternatively, NPLs net of provisions relative to capital give an indication of the potential
impact on capital of credit problems in the loan portfolio. The reliability of an assessment of vul-
nerabilities based on these FSIs depends on knowledge of provisioning policies and recovery rates
on loans (i.e. loss-given-default). Such information can typically be provided by supervisors and
may be reported in core principles assessments.
A potential limitation of FSIs that rely on NPL data is that they tend to be lagging indicators of

asset quality. The reason is that NPLs are reported only when banks decide to recognize assets as
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impaired, which typically occur after a significant lag fromwhen banks suspect they are impaired.
The lag derives partly from the criteria for impairment, which is that a loanmust be in arrears on in-
terest payments for a period of time before being declared non-performing. Themost common pe-
riod is 90-days, but practices vary widely across countries, making cross-country comparisons
problematic. Another source of reporting delay is the incentives of banks to delay reporting or to
hide NPLs by, for example, evergreening loans. Nevertheless, NPLs are relied on as a measure of
asset quality partly because of the lack of other satisfactory measures.1 Partly because of these
shortcomings, FSIs for the non-financial sector may be particularly helpful because they can pro-
vide an early indication of likely trends in NPL-based FSIs.
FSIs of the sectoral distribution of loans relative to total loans and of large exposures relative

to capital also serve as indicators of asset quality.However, theymonitor a slightly different source
of financial sector vulnerability that arises when relatively high proportion of exposures are con-
centrated in particular sectors or countries. They serve primarily as indicators of the risk to the
banking sector deriving from a lack of diversification in individual lending portfolios. They are in-
tended to capture situationswhere the banking sector as awhole has an exposure concentration to a
particular source of risk.
One sectoral-exposure measure of particular interest is the gross value of loans of the banking

sector to the banking sector (which are not netted-out in aggregation). This FSI provides an indica-
tion of the relative size of interbank exposures and, thus, of the potential for contagion in a sys-
temic banking crisis. However, at best, it can provide only a rough indication of this source of sys-
temic risk, which depends largely on the distribution of interbank exposures within the sector. As
noted below, a more accurate assessment of this risk can be derived from using stress tests as a
complementary surveillance tool.
FSIs of liquid asset to total assets and liquid assets to short-term liabilities, measure the extent

to which the banking system is vulnerable to a loss of access to liquidity. They complement other
FSIs by giving an indication of the risk that an event, such as a rise in NPLs or write-off of capital
(captured by the FSIs covering these indicators), could trigger a banking crisis by provoking a loss
of access to funding sources or a run on deposits. These FSIs are primarily relevant to the banking
sector because banks are inherently illiquid institutions due to theirmaturity transformation role in
financial intermediation where loans are illiquid and liabilities are short-term. In contrast, securi-
ties and insurance firms typically have highly liquid asset portfolios. And, in addition, insurance
companies have mostly long-term liabilities.
Another factor relevant to the liquidity of banks’ balance sheets is market liquidity, which in-

fluences the size of the discount, or market loss, that could result if institutions are forced to liqui-
date financial asset in a crisis. This source of vulnerability is measures by two FSIs of market li-
quidity, the bid-ask spread and market turnover (gross average daily value of securities traded rel-
ative to the stock). These FSIs, however, measure liquidity under normal conditions and so may
not give a particularly accurate indication of how market liquidity will hold up in a crisis. In this
case, information on the robustness of market liquidity, derived from an assessment of the market
infrastructure based on the core principles and codes and standards assessments, can help compen-
sate for this limitation.
FSIs of sensitivity tomarket risk, the net open FX position relative to capital, duration of assets

and liabilities and net open position in equities to capitalmeasure the vulnerability of the financial
sector arising from exchange rate, interest rate and equity price exposures. These FSIs do not by
themselves give a direct indication of loss incurred by the financial sector that could result fromex-
change rate, interest rate or equity price changes. For this reason, they are often used in combina-
tionwith stress testing, which does provide an estimate of loss, in the assessment ofmarket vulner-
abilities.

FSIs for the non-financial sector

The usefulness of FSIs for the non financial sector derives from their capacity to detectweaknesses
in the financial sector at a relatively early stage, often before they are reflected in FSIs of the finan-
cial sector that measures them more directly (e.g. NPLs/loans). FSIs are proposed for the corpo-
rate, household and real estate sectors that are typically significant sources of credit risk through
their credit linkages with the financial sector. Also, since they are constructed by aggregating data
from the financial statements of individual entities, they are broadmeasures that capture the cumu-
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lative effect of the activities of all entities in a country.1 This broad coverage and the relatively tight
credit linkages, helps make these measures more useful indicators of vulnerabilities in the finan-
cial sector than the wide range of other potential indicators.
In using non-financial FSIs, it is desirable to establish the extent to which the risks to the finan-

cial sector that they detect pose a threat to the sector. A source of data that is useful in this regard is
the relative size the financial sector’s credit exposure to the different non-financial sectors using
FSIs on the distribution of exposures.
There are twoFSIs for the household sector: household debt to GDP, which serves as ameasure

of leverage; and, the ratio ofhousehold debt service and principal payments to income,whichmea-
sures the burden of the debt and provides an indication of the risk of default. There are also FSIs for
the real estate sector, reflecting the sectors proven importance as a source of risk to the financial
sector. They include the real estate price index (preferably for household and corporate real estate
separately) and residential and commercial real estate loans to total loans. The latter are closely
related to the FSIs of the sectoral distribution of loans, discussed above, covering the banking sec-
tor’s real estate exposure.
There is a relatively broad range of FSIs for the corporate sector reflecting, in part, the wide

range of indicators used to assess the condition of individual companies that can be aggregated to
construct corporate sector FSIs. The leverage ratio, defined at corporate debt to equity, which
serves as anmeasure of default risk.ROE andROA give an indication the extend towhich earnings
are available to cushion losses. Corporate sector earnings relative to interest and principal pay-

ments indicates firms’ capacity to repay debt or, alternatively, the earnings left over to cover losses
after debt payments. The net FX open position to equity gives an indication of the vulnerability of
the sector to exchange rate movements. Finally, the number of bankruptcy applications serves as
an index of financial distress.

Criteria to prioritize development efforts: core versus encouraged FSIs

FSIs are divided into two categories—a core and an extended set (Table 1). The core set contains
those FSIs that the IMFBoard decided are essential to surveillance, are relevant in all financial sys-
tems and can be produced use existing data. It contains only FSIs for the banking sector, reflecting
the central role of banks in all financial systems. The extended set comprises FSIs for bank and
non-bank institutionswhose importance is likely to vary by country andwheremore conceptual or
statistical workmay be needed. In particular, it includes FSIs for the corporate, household and real
estate sectors that are regarded as particularly useful to policymakers because they allow them to
detect vulnerabilities at an earlier stage. For this reason, they have been singled out by the IMF
board as other FSIs where developmental efforts should also be focused.

III. The role of FSIs in surveillance

As background for assessing the significance of limitations in the data used for FSIs, it is useful to
briefly review several key issues relating to the role of FSIs inmacro-prudential surveillance. First,
surveillance involvesmonitoring a number of dimensions of risk to financial stability acrosswhich
the uses of FSIs differ. Second, FSIs are only one of a number of surveillance tools, which play dif-
ferent, but complementary, roles in the surveillance process. Finally, the role of FSIs depends to
some extent on the mandates of institutions using them for surveillance.

Dimensions of surveillance

A comprehensive assessment of the risk to the real economy from financial instability depends on
the surveillance of a number of dimensions of risk to the financial system. The first dimension in-
volves assessing the collective financial strength and vulnerabilities of financial institutions
within a sector, including their access to liquidity under stressful conditions. FSIs canmake an im-
portant contribution to this aspect of surveillance, as described above.
The second dimension involves surveillance to assess the fragility of non-financial sectors. Its

relevance derives from the information it provides on the risks to the financial sector resulting from
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banks’ exposures to non-financial institutions. In this dimension also, FSIs can play an important
role, especially with respect to the corporate sector for which the data are relatively good.

A third dimension of surveillance involves assessing the potential for contagion within the fi-
nancial system. This risk is most pronounced in the banking sector due to the size of interbank ex-
posures and banks’ dependence on short term market funding. However, it can also be significant
across financial sectors in financial systems where complex financial groups are important. Since
it depend largely on the distribution of exposures within the sector, aggregated measures such as
FSIs can only give a rough indication of this risk. Thus, the assessment of this risk needs to rely on
other surveillance tools, especially stress testing, although data on the aggregate size of these ex-
posures provides by FSIs can be useful.
The fourth dimension is concerned with the potential impact on the real economy of problems

in the financial sector. This surveillance relies largely onmacroeconomic analysis to assess the ef-
fects of financial developments onmacroeconomic activity. FSIs can support this analysis by indi-
cating the risk that such problems could develop. Also, FSIs for the non-financial sector can play a
useful, complementary role in this analysis by providing data on the exposure of real economy
(e.g. corporations and households) to the financial sector.
In addition to FSIs, there are a number of other surveillance tools that can be used in each of

these dimensions to complement FSIs.While an analysis of the role of these other tools in surveil-
lance is beyond the scope of this paper, they can help compensate for the data limitations of FSIs, as
discussed below. These other tools include stress testing, Early Warning Indicators (EWIs),
broadly defined to include financial market data, core principles and codes and standards assess-
ments, and analysis of the legal and policy framework.

Uses of FSIs for surveillance by different types of institutions

FSIs can help meet the bilateral surveillance needs of range of different types of institutions, in-
cluding the private sector, central banks and international organizations. The private sector (finan-
cial institutions, corporations and households) need FSIs to assess financial risks to their domestic
and foreign investments and operations. Since these risks can originate domestically and abroad,
they must rely on FSIs covering both their home and foreign financial systems.
For central banks, FSIs can play a role in evaluating the monetary transmission mechanism,

which depends on conditions in the financial sector. They can also help assess risks to their infla-
tion objectives deriving from the macroeconomic impact of financial instability. Thus, they need
tomonitor FSIs in parallel withmonetary and financialmarket data used to assessmonetary condi-
tions, and with macroeconomic data used to monitor inflationary pressures and developments in
the real economy. For these reasons, a number of central banks have introduced systems to compile
and monitor FSIs. Similarly, supervisory authorities, whether within or outside the central bank,
need tomonitor FSIs of the financial sector as awhole because of its impact on the conditions of the
institutions they supervise.
International organizations increasingly use FSIs to meet their surveillance responsibilities.

The IMF, in particular, uses FSIs in surveillance on FSAPs and Article IV consultations. Surveil-
lance on FSAPs is focused on the financial sector and typically use a number of surveillance tools
in tandem, including FSIs, stress testing and core principles and standards and codes assessments.
FSIs togetherwith stress testing assess the strengths and vulnerabilities of this sector and the risk of
a financial crisis. The core principles and codes and standards assess the effectiveness of the super-
visory system and the robustness of the financial infrastructure. Article IV surveillance is focused
on the broader macroeconomic situation, in which the financial sector plays an important role.
In this surveillance, FSIs complement a broad range of other macroeconomic and financial

market indicators. For Article IV surveillance, FSIs can be used for continuous surveillance of the
financial sector, reflecting the fact that Article VIs are typically conducted on annual cycle. More-
over, FSAP surveillance using FSIs, which is done on roughly a five or six year cycle, plays an im-
portant supporting role to Article IV surveillance by providing a more in-depth assessment of fi-
nancial sector strengths and vulnerabilities than is possible on themore broadly-focusedArticle IV
mission.
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IV. Sources and limitations of the data used for FSIs

FSIs are based on existing data sources that are produced for a range of other purposes such as su-
pervision and corporate governance. They are typically constructed by aggregating data for indi-
vidual institutionswithin a sector so as to generate ameasures for the sector as awhole. Inevitably,
reliance on a variety of different data sources and adapting them to new uses will contribute to
some limitations in the resulting measures. In some cases, for example, the data may imperfectly
measure the risk that an FSI is intended to measure. In others, data definitions may differ across
countries or sectors, limiting the comparability of FSIs. To assess the significance of these data
limitations, it is useful to first briefly review the data sources for FSIs and then describe how limita-
tions in these data affect the resulting FSIs.

Different FSIs data sources

FSIs use data from a number of sources (Table 2 shows the main ones). One source is supervisory
returns, used by supervisors to assess the condition of financial institutions. Another is the finan-
cial statements disclosed by financial institutions and corporations, which play an essential role in
corporate governance. These are typically prepared according to IAS or GAAP accounting princi-
ples. A third are the BIS consolidated banking data, which show the cross-border exposure for
around 20 countries on a consolidated basis. Finally, the residence-basedmonetary, NIA, andBOP
data,1 are used tomonitor financial flows between sectors in a country and across borders between
residents and non-residents. Many FSIs can be compiled frommore than one data source with the
result that these FSIswill have different interpretations depending on the data used. In this case, the
choice of data source should be determined by the intended use of the FSI. A key consideration in
this regard is whether the source data are consolidated or not, for the reasons noted below.
Table 2 indicate for the FSIs in each cell the data sources used to construct them and whether

they are consolidated on a cross-border basis or not. The use of consolidated data as the basis for
many FSIs is appropriate because financial riskmust typically be assessed on a consolidated basis.
Consolidationmakes it possible to capture risk incurred by institutions through their branches and
subsidiaries located outside the home country.2 In addition, it may be desirable to construct FSIs
using data that are consolidated on both a cross-border and cross-sector basis. This is the casewhen
complex groups or financial conglomerates are an important feature of a financial system because
of the potential for risks incurred in one sector (e.g. insurance) to pose a threat to another sector
(e.g. banking). The table also indicates in the bottom-right cell that unconsolidated monetary or
NIA data are most useful for non-financial sector FSIs (of course, there are aspects of surveillance
where financial sector FSIs based on unconsolidated data are relevant).

Table 2 – Data sources and data consolidation for selected FSIs
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Main data sources for FSIs

Supervisory data
(including BIS data)

Financial statements Monetary, NIA and BOP
data

Consolidated data Capital ratios
NPLs/loans

(NPLs-provisions)/capit
al

large exposures/capital

open FX position/capital

Capital/assets (leverage)

Return on equity

Return on assets

Interest margin/income

Liquid assets/assets

Liquid asset/ST
liabilities

Unconsolidated
(residence-based) data

Same data for

subsidiaries

Same data for

subsidiaries

Household debt/GDP

Household debt
service/GDP

Corporate sector data

1 Included with these data are the BIS locational banking statistics.

2 This is one reason for the reliance by supervisors on the principle of consolidated supervision, which a key feature of

the Basel Accord.



Limitations of data used to construct FSIs

These data sources have a number of limitations that affect usage of FSIs, reflecting, in part, the
fact that they were typically designed to serve different purposes. Most were mentioned above in
the context of the discussion of individual FSIs. Drawing on this discussion, it is possible to iden-
tify four types of data limitations. The first arise from the fact that data definitions or concepts dif-
fer across countries, and sometimes across-sector within a country, making comparisons difficult.
An example of this is the variety of definitions of capital and treatment of provisions and NPLs in
different countries.
The second derives from the different reporting and disclosures requirement for institutions

within a country, which limits our capacity to aggregate the data they provide. An example of this
is the widespread use of reporting exemptions for banks in some supervisory systems. This can re-
sults in situations where a number of banks do not report some data needed for FSIs, undermining
their reliability.
A third derives from the fact that the someof the available data sources used for anFSI provides

an imperfect measure of the risks that the FSI is intended to capture. For example, the NPLs/loans
FSI serve as a useful indicator of asset quality but it measures the loans banks choose to declare as
impaired, not their actual assessment of the credit quality of their portfolio. Another example are
the FSIs of market liquidity, which only measure liquidity under normal conditions but may not
give a particularly accurate indication of how market liquidity will hold up in a crisis. A third ex-
ample is contagion risk arising from interbank exposures, which is not particularly well captured
by the FSI on the distribution of lending exposures. Thus, as discussed above, while this FSI is a
useful indicator, stress tests will probably be needed to adequately assess this risk.
Finally, some information necessary to assess financial sector risks is qualitative and thus can-

not be captured by a quantitative measure such as an FSI. To some extent, this information can be
obtained from sources such as core principles and codes and standards assessments done on
FSAPs. The challenge is to develop procedures for using this information in combination with
FSIs to enhances the effectiveness of surveillance, as outlined below.

V. Approaches to mitigate the effects of data limitations

There are a range of approaches available to mitigate the adverse effects of these data limitations
on financial system surveillance. They fall into two categories: efforts to improve the quality and
availability of underlying data used to produce FSIs; and, reliance on other, complementary sur-
veillance tools that can compensate for these limitations. The IMF is undertaking efforts in both ar-
eas, each of which require extensive cooperation with national authorities, standard setting bodies
and other international organizations. The effort in the first area is centered around the develop-
ment of an FSI compilation guide, while the second is being implemented in the context of the
FSAP. In addition to these tools, non-financial FSIs and EWIs can help compensate for limitations
of financial sector FSIs, as outlined above. In particular, indicators of financial fragility in the cor-
porate sector, such as the leverage ratio, can help detect asset quality problems at an early stage in
the banking sector.

Role of the FSI compilation guide

AnFSI compilation guide is being prepared by the IMFStatisticsDepartment and is to be reviewed
by the IMFBoard in the context of an IMFBoard paper on FSIs around the end of 2002. This work
involves extensive consultation with experts frommany countries, standard setting bodies and in-
ternational organizations.1

The primary purpose of the guide is to provide guidance to compilers and users of FSIs on the
concepts and definitions, and data sources and compilation techniques for the core and extended
set of FSIs. The guide is based on the presumption that FSIs are to be based on existing data sources
to the extent possible. It clarifies and formalizing the definitions and concepts on which these data
are based and, by relating them to established balance sheet and income statements, shows how
they derive from existing statistical system.Moreover, these definitions are formulated so as to be
flexible enough to accommodate the variety of different types of data identified above.
In addition to providing definitions of FSIs and clarifying their relationship to established sta-

tistical systems, the guide offers guidance in a number of other areas. These include: methods for
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aggregating and consolidating data; defining the types of information on financial structure that
could be disseminated to provide background for FSIs; and, providing methodological guidance
on a range of measurement issues.
The guide should helpmitigate some of the limitations of FSI data in several ways. First, it pro-

vides a conceptual framework that will make it possible document differences across countries in
the definitions of the data used to construct FSIs. Specifically, if the compilers of FSIs indicate how
the definitions of the FSIs they produce differ from that proposed in the guide, this would make it
possible for users of the FSIs to knowmore precisely what is beingmeasured. This, in turn, would
make it easier for them to compare FSIs across countries evenwhen they aremeasured differently.
Second, by providing standard definitions for FSIs, the guide can help achieve comparability

between FSIs used in different countries by facilitating a convergence to a common definition for
each FSI. The incentive for compilers to adjust the definitions of the FSIs they produce to match
those in the guide derives from the rigorous conceptual basis for the guide definitions. This reflects
the fact, noted above, that the definitions in the guide are firmly rooted in established statistical
concepts and frameworks (NIA, prudential and for commercial accounting). Another factor en-
couraging this convergence is the need for data providers (e.g. individual banks and corporations)
to comply with the reporting and disclosure requirements of standard setters such as the Basel
Committee and the IASB. Also, providers (or their supervisors) may consider it advantageous to
disclosure data according to a common standard because this enhances transparency.
Third, the guide could help encourage compilers to collect additional data that are needed to

improve FSIs or produce newones.One reason is that the guide, by providingwidely accepted def-
initions and clear compilationmethodologies,makes the process easier.Outreach and technical as-
sistance by the IMF and FSAPs should help in this regard. In addition, the incentives for disclosure
outlined in the previous paragraph could also encourage reporting of additional data needed for
FSIs. Finally, a factor that could lead to the provision of additional data for FSIs is the strengthen-
ing of disclosure requirements by standard setters. Of particular importance in this regard are the
proposals under Pillar III of revised Basel Accord. In sum, a long term objective of the guide is to
encourage the rapid and widespread production and dissemination of FSIs in the ways outlined
above.
Use of other surveillance tools in combination with FSIs
There are a number of different surveillance tools used by central banks, the IMF and others

that used in combination with FSIs can compensate for many FSI data limitations. These tools in-
clude EWIs, financialmarket data, analysis of the policy framework, stress testing and core princi-
ples and codes and standards assessments. Since the use EWIs and market data in surveillance is
well covered in other research papers, the analysis below will focus on the latter two surveillance
tools.

The complementary role of stress testing

The relationship between FSIs and stress testing derives from the fact that FSIs are typically the
output of stress tests. For example, the impact of a macroeconomic shock is usually measured as
the impact on the capital ratio FSIs. Moreover, since the shock impacts NPLs, it provides a mea-
sure of the linkage between changes in the NPL-based FSIs and the capital ratio FSI.
Stress testing and FSIs are complementary approaches to assessing financial strength and vul-

nerabilities, where a stress test can give information in additional to that provided by an FSI. Spe-
cifically, an FSI provides a quantitative measure to assess a particular vulnerability, while the
stress test, which is a shock to the relevantmacroeconomic risk factor, yields an estimate the losses
associated with this vulnerability (often reported as a change in the value of an FSI). This measure
of loss from the stress test can be used as a surveillance indicator alongwith, or even in place of, the
FSI itself. This is most common in the case of market risk where the shock takes the form of a
change in an asset price such as an exchange rate or interest rate. For example, the FSI of the net
open FX position measures the exchange rate exposure while the stress test estimates the losses
that result from a plausible but large exchange rate change given the exposure.
A casewhere stress testing can play a particularly valuable complementary role is in the assess-

ment of systemic risk arising from interbank exposures. The FSImeasure provides an indication of
the scale of interbank relative to other exposures, as described above. In contrast, the stress test
uses information on the distribution of interbank exposures within the banking sector to assess the
risk of a systemic crisis. It reveals towhat extent a shock to the banking sector causing the failure of
individual banks could precipitate the failure of other banks via their interbank exposures to the
banks’ whose failure was triggered by the shock.
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Using core principles assessments to complements FSI surveillance

The core principles assessments, which serves as an another tool for strengthening the soundness
of financial systems, provides information that can be used in combination with FSIs to enhance
the quality of the surveillance. The objective is to identify the specific information provided by the
different core principles that is relevant, and characterize how it can be used with FSIs. This in-
volves identifying the information from the assessments relevant to the risk factor beingmonitored
by a particular FSI and providing it in a form that can be used effectively for surveillance. Spe-
cifically, it is necessary to first determine what types of information relevant to financial stability
needs to be extracted from the assessments; and, second, establish how it can be used in combina-
tion with FSIs. This analysis is beyond the scope of this paper and is reported elsewhere,1 rather,
this section will outline how the assessments can help mitigate FSI data limitations.
The focus of core principles assessments is on the effectiveness of financial system oversight

rather than on providing a direct assessment of the condition of the financial sector. The core prin-
ciples assess supervisory procedures and systems to see if they are effective in limiting the risks to
financial institutions. Despite this focus on individual institutions, they contribute to the stability
of the system as awhole, since they apply to all institutions in a sector. This contribution, however,
is more indirect than that provided by surveillance using FSIs since the assessments are concerned
with whether surveillance is being done effectively by supervisors.
The nature of the information provide by the assessments determines how the results for spe-

cific core principles can support surveillance using FSIs. It can help interpret FSIs in a number of
ways. first, it indicates whether data being provided by institutions used to compute FSIs are the
appropriate data. Second, it can help establish the underlying cause of observedmovement in FSIs
when there may be competing explanations. Third, it provides information on the effectiveness of
financial institutions’ risk management, which helps assess how effectively the banking system
can respond to the risk associated with particular values for FSIs. And, fourth, it indicates the re-
sponsiveness of the supervisory system to emerging financial sector problems, which reveals how
quickly they are likely to be corrected.

Role of Codes and standards assessments

The robustness of the financial system infrastructure can have an important influence on the finan-
cial strength and vulnerabilities monitored by specific FSIs. Thus, information on this infrastruc-
ture can contribute to the quality of FSIs surveillance. It can be derived from codes and standards
assessments and, in the area of market functioning, also from the IOSCO core principles assess-
ment. There are several features of the financial infrastructure that are particularly relevant to the
assessment of financial soundness using FSIs: the liquidity infrastructure; the insolvency regime;
and the disclosure and corporate governance regime. This sectionwill only briefly outline how the
assessments can help mitigate FSI data limitations since a more detailed analysis is provided else-
where.2

The liquidity infrastructure refers to those structural features of the financial system that deter-
mine financial institutions’ capacity to access liquidity, especially under stressful market condi-
tions. Its relevance derives from the fact that banking crises are often triggered by loss of access to
market sources of funding.3 It includes factors such as howwell the interbankmarket functions and
whether banks have large enough, and sufficiently diversified funding sources to be able to absorb
the loss of access to any particular funding source or large scale deposit withdrawals. Also impor-
tant is the robustness or market liquidity in securities markets, as this determines how rapidly and
atwhat discount financial institutions can liquidate their securities holdings in a crisis. A final con-
sideration is the effectiveness of the central bank operating procedures in terms of their capacity to
distribute liquidity to the financial sector in a crisis. The surveillance of these sources of vulnera-
bility using FSIs that measure banks’ access to liquidity and market liquidity should benefit di-
rectly from the information derived from the assessments on the robustness of these sources of li-
quidity under stressful market conditions.
The insolvency regime influences the banking system’s capacity to limit losses in the event of

counterparty or customer default by seizing assets or collateral. For example, in a regime that fa-
vors creditors (e.g. the UK), banks, losses in the event of default should, in principle, be smaller
than in a more debtor-friendly regime (e.g. the US). This information is relevant to the interpreta-
tion of FSIs of financial sector vulnerability because, for example, it implies that, in such a regime,
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the impact on capital of a deterioration NPLs would be less than in a debtor-friendly regime (as
loss-given-default could be expected to be lower).
Information on the disclosure and corporate governance regimes is important because it allows

an assessment of the effectiveness of market discipline.Whenmarket discipline is more effective,
this creates pressures for the financial system to behave more prudently, which should reduce the
risk associated by vulnerabilities identified using FSIs.

VI. Conclusion

The paper outlines a number of approaches tomitigate some of the limitations of FSIs arising from
shortcoming in data and the qualitative nature of some information. This work on FSIs has pro-
ceeded on two complementary tracks aimed at strengthening their statistical and conceptual foun-
dations. The first track is centered around the preparation of an FSI compilation guide by the IMF
Statistics Department. The primary purpose of the guide is to provide guidance to compilers and
users of FSIs on the concepts and definitions, and data sources and compilation techniques for the
core and extended set of FSIs. The objective is to encourage the widespread compilation, use and
dissemination of FSIs, and to improve comparability of FSIs across countries.
The analytic work that constitutes the second track focuses on how the role of FSIs in

macro-prudential surveillance can be strengthened by taking into account the relationships among
FSIs and by using them in combination with other surveillance tools. Specifically, an analysis of
accounting relationships, stress test results and the results of econometric analysis can help clarify
the linkages between different FSIs. Stress testing complements the ongoing surveillance using
FSIs by providing point-in-time estimates of the potential loss associatedwith a particular vulnera-
bility. The core principles assessments provide information that enhances users’ capacity to assess
the risk to financial stability associated with developments in particular FSIs. For example, they
also indicate how rapidly and effectively supervisors and financial institutions’ risk management
are likely to address vulnerabilities identified by FSIs. Information on the robustness of the finan-
cial system infrastructure derived fromcodes and standards assessments complements FSIs cover-
ing current liquidity and market liquidity conditions. They help assess the extent to which banks
will be able to maintain access to different sources of liquidity or to liquidate their asset portfolios
to raise liquidity under conditions of stress.
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Macro-prudential indicators
A pilot compilation exercise for

the Netherlands

Kees Elfferich and Marjo de Jong (De Nederlandsche

Bank)

1. Introduction

Macro-prudential risks have increased in recent periods. The unprecedented terrorist attacks in
September 2001 have resulted not only in huge human losses, but also in problems for the financial
industry. Banks have increased their loan provisions following crises in Turkey and Argentina.
More recently, financial scandals involving Enron and WorldCom revealed that some banks and
other financial corporations have large exposures on these former giant companies.
Therefore, the need for adequate information on financial markets and economies has further

increased. The IMF introduced some years ago the Special DataDissemination Standard, towhich
the Netherlands subscribed from the very start. This was followed by discussions about
macro-prudential indicators1. Theoretical foundations for these indicators have been thoroughly
investigated by the IMF, BIS and ECB and the availability of potential indicators has been sur-
veyed.
The IMF encourages national authorities to compile this type of indicators in order to start sys-

tematic monitoring of financial soundness and improve the possibilities to execute
macroprudential analysis at country level. To increase insight into thismatter, it seemsuseful to ex-
plore the practicalities of the compilation of these indicators, which have been renamed financial

soundness indicators (FSI).What data are already available; how canwe dealwith the aggregation
problem of availablemicro-data? These issues have already been investigated by some countries.2

This is the first attempt for theNetherlands to compile a comprehensive data set of FSIs. This paper
will mainly focus on compilation and aggregation issues.

2. Core set of financial soundness indicators

Following discussions about macro-prudential analysis, the IMF has proposed to distinguish be-
tween a core set of indicators for the banking industry and an encouraged set, which includes addi-
tional indicators for deposit-taking institutions as well as data on other financial institutions and
markets. Taking into account data availability and compilation issues, this pilot exercise focuses
on the IMF core set. In the framework of this pilot exercise, only data for 2000 and 2001 are calcu-
lated. The greater part of these data has not been published up till now.
A few remarks have to be made before entering into a compilation exercise. At this stage a

workable data set is only partly available. To a large extent prudential supervision data can be used.
Further, these supervision data can be supplemented bymoney and banking statistics data, but the
latter refer to a different population and are sometimes based on different accounting rules. Im-
provement of data availability would require reporting of additional data, which is not yet fore-
seen.

2.1. Capital adequacy

The solvency ratio or Basel capital adequacy ratio is, because of its widespread use, probably the
indicator best suited for making international comparisons of the capacity of financial institutions
to cope with economic shocks. The use of the weighted average ratio for all banks in the Nether-
lands – and of the Tier 1 capital ratio – as a Financial soundness indicator raises two issues. The
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first one is the reference population.As usual in the framework of supervision this includes foreign
subsidiaries and branches of Dutch banks as the activities of these entities could impair the finan-
cial position of the parent substantially. Also included are banks resident in the Netherlands that
are owned by foreign parents. From the perspective of financial stability of theDutch banking sys-
tem it is, however, the question whether these foreign owned banks should be included. In case a
foreign owned bank gets into problems it is the responsibility of the foreign parent to solve these.
This is also reflected in the EU home country rule by which solvency supervision is the responsi-
bility of the supervisor authority of the homeMember State. Therefore, it is proposed to restrict the
reference population to domestically owned banks. For all subsequent indicators this reference
population will be used.

Table 1 – Capital adequacy

The second issue is the aggregation and the presentation of the Basel ratio. The weighted average
ratio, which is usually presented, gives a quick overview of the financial soundness of a national
banking system. This weighted number, however, conceals a weaker bank, as its small amount of
capital or large riskweighted assetswill be evened out by better performing other banks. In order to
reduce this disguising effect it is recommended to use an unweighted average, which takes into ac-
count the Basel ratios of the banks as such separately. This will be done for all subsequent indica-
tors. As this is still an average, additional information about the dispersion, in particular on the low
side, is necessary. For that matter, this need is – and this is a more general observation – limited by
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IMF core set of FSIs

Capital adequacy Regulatory capital to risk-weighted assets

Regulatory Tier 1 capital to risk-weighted assets

Asset quality Nonperforming loans to total gross loans

Nonperforming loans net of provisions to capital

Sectoral distribution of loans to total loans

Large exposures to capital

Earnings and profitability Returns on assets

Return on equity

Interest margin to gross income

Noninterest expenses to gross income

Liquidity Liquid assets to total assets (liquid asset ratio)

Liquid assets to short-term liabilities

Sensitivity to market risk Duration of assets

Duration of liabilities

Net open position in foreign exchange to capital

2000 2001
Regulatory capital to risk-weighted assets

All banks
Average rate (weighted) 11.3 11.5
Average rate (unweighted) 59.3 59.6
Standard deviation 98.1 101.7
Domestically owned banks
Average rate (unweighted) 35.6 22.8
Standard deviation 70.2 22.6
Skewness 4.7 2.1
Kurtosis 23.9 3.9

Regulatory tier 1 capital to risk-weighted assets
Average rate (unweighted) 35.6 22.8
Standard deviation 70.5 23.3
Skewness 4.7 2.1
Kurtosis 23.8 3.9



the fact that data on individual banks are not to be disclosed as this informationmight be confiden-
tial and publicationmight cause potential problems becoming real ones. Statisticalmeasures as the
standard deviation and skewness might help to get the required insight, but not in this case. The
standard deviation, whichwas 23 for domestically owned banks in 2001, indicates awide variabil-
ity. This was influenced by a particular outlier for the NederlandseWaterschapsbank, which had a
Basel ratio of 81%.1 2, A skewness3 of 2.1 reveals that there is an asymmetrical tail on the right side
– reflecting the fact that there are several bankswith such a highBasel ratio – but it indicates in this
case nothing about the left side, the financially weak spots. However, a large kurtosis of 3.9 indi-
cates that a high number of banks have a Basel ratio near the mean.

2.2 Asset quality

The core set mentions several indicators for measuring the quality of the assets. The amount of
nonperforming loans is one of them. Data on that subject, which are published by one bank only in
its annual report, are not reported to the supervisory authority in theNetherlands. Given the lack of
data an alternative would be the amount of provisions for loan losses. In case a bank perceives a
risk of non-repayment, the amount of the loan is adjusted downwards; this allowance,which could
be lower than the amount of the loan involved, is determined on a statistical basis or per item taking
into account collateral. As a percentage of total loans extended to government and the private sec-
tor the loan loss provisions by the domestically owned banks amounted in 2001 to 0.6 % with a
very small standard deviation.

Table 2 – Asset quality

A data limitation also exists with respect to the sectoral distribution of loans. Supervisory data
give only one important breakdown by activity or subsector of the private sector, namely those on
residential mortgages. About a third of the loans has been extended for house purchases. For some
banks this percentage is even higher. This large exposurewas indeed reason for theNederlandsche
Bank to investigate more in particular the mortgage loan procedures and the real estate market. In
Money and banking statistics, data are further broken down by, for instance, non-financial private
corporations and households. The reporting population formoney and banking statistics, however,
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2000 2001
Loan losses provisions to total gross loans

Average rate (unweighted) 0.5 0.6
Standard deviation 0.7 0.8
Skewness 1.5 1.9
Kurtosis 1.5 3.8

Sectoral distribution of loans to total loans
Average rate (unweighted) *) 29.6 33.0
Standard deviation 30.5 29.5
Skewness 0.8 0.5
Kurtosis -0.6 -1.1
All reporting banks **)
Residential mortgages
Average rate (unweighted) 31.8 37.6
Standard deviation 26.8 30.3
Skewness 0.3 0.0
Kurtosis -1.0 -1.2
Loans to nonfinancial corporations
Average rate 30.3 30.8
Standard deviation 30.3 30.9
Skewness 1.3 1.2
Kurtosis 1.2 0.9

Large exposure to capital N.A. N.A.

1 Nederlandse Waterschapsbank, Jaarverslag 2001, pg. 58.

2 For the whole Dutch banking system the standard deviation amounted to 100% as some of the foreign owned banks

have very high ratios (up to 475%), mainly because of their relatively low risk weighted assets.

3 In case a measurement of skewness is used it should be made clear which coefficient – even by formula -, as there are a

large number of them with different result which will be difficult to judge otherwise. The formula used is:



is different from the reporting population for supervisory data, because nonbank subsidiaries are
not included in the former. As this informationmight be very relevant it has to be accepted that this
data set is inconsistentwith the one used for other indicators. For thatmatter, in this population res-
idential mortgages also make up a large part.
For large exposures to capital an aggregate number does not seemvery useful.A lowaggregate

for thewhole banking systemconcealswhether a single bank has a large exposure.Another issue is
what is to be considered a large exposure. In theNetherlands, the banks have to report in general all
individual claims above 10% of its actual own funds. However, a bank only needs to provide for
additional capital requirement – the exposure considered really relevant – in case the item is more
than 25%1 after taking into account for instance the availability of collateral and the status of the
counterparty (is it a bank or not?) and where it is located (inside or outside EC/G10?). This mea-
surement results in a very lownumber of large exposures,which can not be presented because it in-
volves individual banks. To follow a tougher approach for this indicator would implicitly entail a
tightening of prudential supervisory rules, which might complicate things even more..

2.3 Earnings and profitability

As for net income,which is used for calculating return on assets and return on equity, variousmea-
sures are possible. For reasons of international comparability, it would seem preferable to focus on
normal business, that is before tax,which is subject to national laws, and before (net) extraordinary
expenses. However, these items also influence to what extent capital and reserves are strength-
ened. So, it is not an easy choice. In line with the traditional presentation in the Annual Report of
DeNederlandscheBank, net income after provisions and after tax is used. For domestically owned
banks awide range of return on equity, as indicated by the standard deviation, shows that the profit-
ability differs quite a lot between banks, of which several ones with very low figures.

Table 3 – Earnings and profitability

To interpret the interest margin to gross income it is important to know the composition of the
banking system. The percentage differs quite substantially per bank depending on its activities
(standard deviation of 29). Therefore, itmightmake sense for a good judgement of this indicator to
distinguish between various types of banks. The same applies to noninterest expenses to gross in-

come, as this is almost a complement of the former.
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2000 2001
Return on assets

Average rate (unweighted) 1.5 0.7
Standard deviation 1.7 1.0
Skewness 2.2 1.5
Kurtosis 4.7 3.2

Return on equity
Average rate (unweighted) 14.8 8.5
Standard deviation 9.5 7.7
Skewness 1.1 -0.2
Kurtosis 0.4 0.3

Interest margin to gross income
Average rate (unweighted) 59.7 63.0
Standard deviation 31.6 29.2
Skewness -0.3 -0.6
Kurtosis -1.2 -0.6

Noninterest expenses to gross income
Average rate (unweighted) 55.0 57.9
Standard deviation 25.3 29.6
Skewness -0.3 -0.1
Kurtosis -0.7 -1.1

1 Also in the case all items smaller than 25% add up to an amount over 800% of its actual own funds the bank has to pro-

vide for additional capital requirement.



2.4 Liquidity

Data on liquidity of assets and of liabilities are reported. The Dutch banks have to do this for their
domestic entities only, which is in linewith the division of labour to the effect that the host supervi-
sor deals with liquidity supervision.
If we accept that the indicator Liquid assets to total assets (liquid assets ratio) is derived from

another data set than is used for the other indicators the calculation as such is no problem. In the
Dutch case, however, a choice has to bemade between broad liquidity and cash liquidity.As for the
Liquid assets to short-term liabilities the problem is that not for all liabilities, for instance savings
deposits, a residual maturity is given. The Dutch supervisor assumes for this particular item a risk
of withdrawal of 10%; for some other items a similar assumption is made. Taken this into account
an amount of short-term liabilities can be derived. Againwe have a choice between broad liquidity
and cash liquidity.

Table 4 – Liquidity

2.5 Sensitivity to market risk

Banks in the Netherlands have to report on their interest rate risk with respect to their trading book
as well as the nontrading book and off-balance items. Available data, however, do not make it pos-
sible to calculate duration of assets and duration of liabilities.

Table 5 – Sensitivity to market risk

With respect to Net open position in foreign exchange to capital, an aggregate number does not
seem to be a useful indicator either. It is the position of individual banks that is relevant, not only

that of the whole system. Therefore, again in addition to the unweighted average, standard devia-
tion and other statistical dispersion measures are indispensable to gain further insight. For that
matter, it seems necessary to distinguish between a short and a long position.
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2000 2001
Liquid assets to total assets 3)

Average rate (unweighted) 27.1 21.7
Standard deviation 18.6 15.8
Skewness 0.9 1.2
Kurtosis -0.4 -0.2

Liquid assets to short-term liabilities *
Average rate (unweighted) 448.9 160.0
Standard deviation 1079.0 173.9
Skewness 3.7 2.1
Kurtosis 14.7 4.4

2000 2001
Net open position in FX to capital

Long
Average rate (unweighted) 1.4 1.1
Standard deviation 1.9 1.3
Skewness 1.5 2.2
Kurtosis 1.2 5.2
Short
Average rate (unweighted) 1.2 1.2
Standard deviation 1.8 1.9
Skewness 1.7 2.0
Kurtosis 1.8 3.0



3. Concluding remarks

This pilot exercise for theNetherlandsmakes clear thatmethodological and practical choices have
to bemade. For instance, which reference population to take and, given the limitations, which data
to use. Currently, the available data sets in the Netherlands for compilation of financial soundness
indicators and macroprudential analysis are not consistent. In addition, the data sets might not
meet in full the requirements of international comparability, which for that matter still have to be
agreed upon. To get a harmonised and ideal data setwould imply an additional reporting burden for
financial institutions, but public disclosure requirements might help.
Further, this exercise confirms that for proper analysis of FSIs a wide range of descriptive sta-

tistics have to be used.A simple use ofmeasures of position, such asmean, could disguise financial
soundness problems.Measures of variability and in addition skewness and kurtosis are indispens-
able.

Kees Elfferich

l.c.elfferich@dnb.nl

Marjo de Jong

m.j.de.jong@dnb.nl
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Are data sources adequate for
the Federal Reserve?

Richard D. Porter (Board of Governors of the Federal Reserve System) 1‘ 2

Most central banks represented in this session view financial stability from the supervisory prism.
Without question this perspective has relevance for theUnited States aswell; here, however, I con-
sider the functioning of assetmarkets and skirt issues of banking supervision. A key question is the
following: What can we learn from financial market quotes about financial stability in the United
States? In particular, howwell are suchmarkets performing their basicmarket functions including
perceptions and willingness to bear risk?
The question is not one of some esoteric notion of market efficiency but rather one of basic

function—performing the basic operations one associates with being a financial entity of a certain
type, say, for example, hedging, investment banking, market making—that the institution or col-
lection of institutions is expected to perform.When bad things happen in financialmarkets and im-
portant players loose large sums, do they retreat to the sidelines in the face of large losses that have
occurred or continue to function in about the same way as before. 3 Presumably, large losses that
create such market disruptions also create market opportunities for new entrants and with suffi-
cient time the market place will resolve the problem and return to something akin to more normal
market functioning.But over some time interval, the difficulties createdmay force the central bank
to act to stabilize the situation; it may also have to act in its capacity as the lender of last resort.

Such an emphasis makes sense for a number of reasons. In the United States the basic policy
rate for the monetary authority is the short-term interest rate on federal funds, the lendingmedium
between depository institutions. The target funds rate anchors the short-term end of the maturity
spectrum for all rates. Moreover, perceptions of its future level, future rates on federal funds, an-
chors rates going out the maturity spectrum. Since other interest rates in the economy have been
largely deregulated for nearly a quarter of a century, differentials between the targeted funds rate
(or future expectations of it) and other rates of comparable maturity typically represent risk
spreads.
Although the interest-rate channel is important in a well-developed financial environment like

that of the United States, if the Federal Reserve changes its policy interest rate and financial mar-
kets are strained, the monetary authority may need to supplement its usual information about the
interest rate channel with more detailed information on how well financial markets are working
themselves. Examples of this phenomenon are easy to come by: (a) in the late 1980s and early
1990s during the Savings and Loan/ Banking crisis when depositories were sufficiently con-
strained by regulatory and market forces to restrict credit issue in a way that appeared to impact
spending, or (b) in 1998 after the Russian default and the subsequent difficulties with the Long
Term Capital hedge fund, (c) in the immediate aftermath of the 9/11 terrorist attacks on theWorld
Trade Centers and the Pentagon when the infrastructure for the payments system was severely
damaged in New York city.
In such circumstances, an additional set of indicators of such strains may be helpful in guiding

monetary policy responses depending on the situation being faced. In the Savings and Loan/
Banking crisis, in which concerns about an impending credit crunch were heightened, detailed in-
formation frombanksmade it clear that weakness in demandwas amore crucial factor than supply
restraint. The evidence for demand being relatively more important came from the following ob-
servation: Although under-capitalized banks were shrinking their balance sheets in the face of a
high-level of loan loss provisioning and rising capital (Basel) standards during this period,
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well-capitalized banks were tending to invest in securities rather than to lend to businesses. But
there was also some evidence that the supply side was a contributing factor to some degree. The
survey of terms of bank lending showed that non-price terms on banks’ lending to businesses had
become more stringent. As another example, in the fall of 1998, the possibility arose that the pro-
spective financial losses by some important financial firms could become sufficiently large so as to
impair market functioning for a time and lead potentially to more widespread financial contagion
without somemonetary policy easing, which, in the event, did occur as the strains in the bondmar-
ket became evermore conspicuous. At that time, the seizing up of the bondmarketwas reflected in
both bid-ask and risk spreads, and in implied volatilities, among other measures routinely moni-
tored. Finally, monitoring bubble or bubble-like phenomena that may engender a financial market
collapse requires a comprehensive theory of asset pricing.
From this perspective, Paul Tucker’s question about the adequacy of existing data sources can

generally be answered in the positive. The Federal Reserve does have access to financial market
quotes, which are generally of extremely high frequency. High-frequency information on most fi-
nancialmarkets is available from screens, such as Bloomberg, Telerate andReuters, which display
instant-by-instant price quotes together with other newsworthy stories and publicly available re-
leases. This information is routinely supplemented by direct contacts with market participants
themselves through theMarketsGroup at the FederalReserveBank ofNewYork,which facilitates
routine calls about market conditions twice daily and special surveys on market conditions when
unusual market conditions justify them. On the quantity side, our information sources are less fre-
quent but sufficient to give us a sense of balance sheets and impending stresses, though, of course,
to the extent that only micro information can truly convey the particular stresses in play, our infor-
mation is limited. In addition, we are able to draw upon survey information to assess non-price
lending terms facing households and firms and household balance sheets.

Typically,we look at an array of interest rate quotes over awide spectrumof instruments,matu-
rities, and credit qualities for both longer-term corporate bonds and commercial paper and public
issues (Treasury and Agency) including indexed debt covering both domestic and international
markets. The term structure information for these instruments is massaged to reveal implied for-
ward rates and to closely examine the shape of the term structure and its relationship to ongoing
economic developments. These data are supplementedwith pertinent information on subordinated
debt rate spreads for banks and other depositories, as well credit default swap spreads for a wide
variety of financial and non-financial institutions. Shifts in these variousmeasures alongwith esti-
mates of liquidity (bid-asked spreads, liquidity premiums, transaction volumes) can be used to re-
view market functioning. Also, with Fedwire, we can back out a good deal of information on ag-
gregate volumes aswell as somemore limitedmicro information.Whilemuch of the focus is natu-
rally on the interest-rate side of financial markets, equities and relevant commodity markets such
as that for oil and other basic commodities, also enter into an overall assessment of market func-
tioning.
Typically, we can gauge market uncertainty by looking at volatility (implied using options on

futures quotes or realized day-to-day outcomes) and risk appetites on a variety of instruments by
comparing various tiers (risk ratings, liquidity) and considering anomalies in the term structure.
Against this backdrop, it is also necessary to parse out changes in benchmark interest rates such as
Treasuries, agencies or swaps according to that due to new information either in the form of (a)
economic surprises, or (b) policy surprises if andwhen they occur, and that due to other unusual in-
fluences, including changes in volatility.1 For example, by regressing rate surprises, the change in
an interest rate registered immediately after an economic announcement, on the economic surprise
in the announcement, the difference between the announcement and the expected announcement
by experts in financial markets, we can determine whether there is an unusual component in a
given economic announcement. Policy chatter is more difficult to gauge but one can usually per-
form a kind of event study around the time a new piece of information regarding the policy process
hits the airwaves. Given the relatively more transparent environment in which monetary policy is
now conducted, separating policy developments from other developments has probably become
easier. Futures rates on the basic policy rate of the Federal Reserve, the federal funds rate and on
Eurodollar futuresmake it possible to back out themarket’s perception of relatively near-term pol-
icy moves with some accuracy.
Beyond these direct more measurable features of related financial markets, there are also

multivariate patterns that are helpful in sorting out how financial markets are functioning. For ex-
ample, there are cross linkages between financialmarkets either geographically between advanced
or emerging economies or between substitutes such as bonds and equities that often follow recog-
nizable patterns such as flights to liquidity or the reverse.
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Discussion Comments

Ivan Alves 1 (ECB)

Comments on the first part of the session

One of the difficult challenges confronting statisticians and practitioners in the field of financial
stability is the elaboration and effective implementation of monitoring tools and indicators. The
three papers presented in the first part of this first session highlight progress made in bridging the
gap betweenmicro-based indicators andmacroprudential analysis. However, they also serve us as
a reminder of further challenges that await us beyond these initial steps.
In particular, the papers provide a good overviewof the key issues, touching on the broad scope

for the use of the soundness indicators, ranging from a very micro-oriented approach (Calvo) to a
wider macro/international implementation (Hawkins). They also illustrate in turn inherent diffi-
culties of each type of approach. Whereas working at the institutional level require defining crite-
ria for the performance assessment (for instance calibrating optimality ranges), working at the
macro level raises the conundrum of selecting relevant sets of indicators that are sufficiently focal
but still cover broad issues. In presenting the different approaches, the papers also highlight diffi-
culties in reaching a consensus on the relevant set, as some of the well know CAMELS mi-
cro-based indicators are difficult or impossible to translate to the more macro-based set proposed
in work by the IMF which one could coin as “CAELS”. Another difficulty uncovered by the pre-
sentations involves the extent to which monitoring the soundness of financial sectors can be used
to address early warning needs stemming from the policy making process.
The papers also allude to important shortcomings that shine because of their absent coverage,

and these precisely embody the more challenging tasks that lie ahead. The first one of these is the
difficulty of arriving at a stable set of criteria for the assessment of financial fragility (more on this
below). Then there is the issue of interlinkages in and between financial markets. On this one,
while we have somewhat addressed the macro-micro and international relations, we have so far
shied-away from constructing a working model of interactions between the different economic
sectors and actors that are so relevant for systemic stability. Finally, there is the ever present role of
investors’ perceptions, and our only superficial understanding of the triggers of confidence crisis
or of the role of information transmission channels in this process.We furthermore need to do fur-
therwork in fully accounting for howchanges in our indicators themselves can precipitate a crisis.
There are, naturally, specific issues that could enhance the content of the papers.Mr. Calvo’s

paper could usefully elaborate on howcalibration is decided upon and revised, and illustratewhere
possible the evolution of the CAMELS set prior and during a crisis.Mr. Caliço could be less mod-
est about the usefulness of the Central Credit Registry, as it provides unique high frequency data
(as far as lending information is concerned), has awide coverage of sectors, could in principle help
in deriving consolidated information, and can be usefully exploited in the context of sectoral
stress-testing. Mr. Hawkings could further elaborate on the motives and goals of revisions to the
BISmethodology he presented, especially regarding the banking sector (incorporation of ratings).
He could also usefully illustrate the performance of the scoring model in the recent Argentine and
Turkish crises.

Comments on the second part of the session

The second set of presentation are closer to the “bread and butter” of the financial stabilitywork to-
day, in particular that related to macroprudential indicators developed at the ESCB’s Banking Su-
pervision Committee. The work can be grouped in two camps, with the papers elaborating on the
IMF’s framework on the one side, and those based on more autochthonous methodologies on the
other. Both approaches have in common the issue of the extent to which micro-based CAELS are
useful and the growing need to combine these with additional sources of information discussed in
the first part of the session.
Regarding the financial soundness indicators (FSIs) currently under elaboration at the IMF, the

papers byCraig, Elfferich and De Jong, andWood, provide a good overview of both the criteria for
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selecting a core surveillance set, and the problems involved in arriving at a stable and lasting one.
The three criteria that seem to emerge from their presentation can be roughly grouped into indica-
tors on financial strength, those uncovering the vulnerability of financial systems, and those point-
ing at the risks thatmay lie ahead. Problems on the consistency, relevance and comparability of the
indicators are raised explicitly or implicitly in the papers, and are a painful reminder of our own
difficulties. In addition to these, one can always add the issue of information availability, which
quickly becomes an important bottleneck. Of course, the relative importance of the different com-
ponents, and the difficulties involved are different across countries, or group of countries, as the
characteristics of their financial sectors can vary widely.
Thework of theBank of England andReserveBank of India illustrates howheterogeneous and

issue-specific approaches provide a lot of insight andmake use of alternative sources of statistical
information. More specifically,Mr. Gracie elaborated on the use of money and banking statistics,
information from regulatory activities and BIS data, which combined cover a broad range of is-
sues. These include analysis of consolidated and non-consolidated flows of funds, issues of inter-
nationalisation of financial activities, as well as sectoral flows of funds. If one may underline one
important pattern to remember, it is the gradual progression from a national to a supra-national
sphere of financial activities that we have been witnessing. The more diverse approach presented
by the authors highlights the key role of statisticians in developing the information infrastructure
supporting the breadth and depth needed in financial stability monitoring. It also stresses some
painful issues concerning the confidentiality of data and the growing need for a common regula-
tory and accounting framework for the collection of information.Mr. Ravikumar also highlighted
another important aspect of the strategy for the future, namely the importance of an appropriate in-
formation infrastructure. While only stressing the preventive supervisory context currently en-
compassing the use of a sophisticated multidimensional database environment, the additional in-
sight obtained with the use of such multidimensional framework was also keenly illustrated.

Summary comments

As awhole, the presentations have touched on both the important progress achieved and the obsta-
cles still standing in the way of developing a working framework for macroprudential indicators.
Indeed, we are gradually coping with disparate and only broadly complementary sources of infor-
mation emanating from supervisory authorities, unconsolidated central banks’ money and bank-
ing statistics, and BIS consolidated statistics.
I can think of three key areas that have been identified as deserving particular attention. The

first is the wider and deeper co-operation both between statisticians and practitioners and across
countries. On both groundswe are confrontedwith urgent needs, as an appropriate set of indicators
necessarily requires a proper understanding of the economic and financial issues involved, the
physical, economic and institutional limitations to detailed information sharing, and the ever
growing interconnection of global financialmarkets. The second key issue, and possibly the thorn-
iest, is the need for greater harmonisation of the regulatory framework for collecting statistics, and
making these available to a wider audience in multilateral bodies such as the BIS. It is undeniable
that in our dailyworkwe are confrontedwith the need tomake comparisons and to set benchmarks,
and that both are difficult or outright impossible in an environment of incoherent definitions across
countries. The final area concerns the development of appropriatemodelling techniques that allow
policy makers to have a broader, deeper and timely understanding of relevant developments in the
financial markets. And “broader”, “deeper” and “timely” are here essential, as all are fundamen-
tally tied to further progress achieved in our statistical frameworks.

Ivan Alves
ivan.alves@ecb.int
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R. Sean Craig (IMF)

The second discussant in Session 2, Mr. R. Sean Craig (IMF), focused on several key themes that
each were common to a number of the papers:
1 the importance of using consolidated data to assess risks to financial stability;
2 the analysis of financial strength and vulnerabilities of a financial sector using FSIs should in-
volve disaggregating the FSIs into peer group; and

3 financial market data and early warning indicators intended to indicate the risk of a financial
crisis needs to be used in combinations with information on the condition of the financial sec-
tor, such as FSIs.

The first theme arose in the context of a discussion of the paper by the Bank of England combining
publicly available UK monetary data, which is on a residence basis, with BIS consolidated bank-
ing data to estimate the domestic and foreign credit exposures of UK banks.Mr. Craig commented
that this approach misses credit exposures to UK entities by the foreign branches and subsidiaries
of UKbanks and that, while this gap in the datamay not be that significant for theUKbanking sys-
tem as a whole, it is important for peer groups, such as UK Large Complex Financial Institutions.
He also pointed out that similar problems arise when using a credit register to measure banking
sector exposures, as described in the paper by the Bank of Portugal. Mr. Craig addressed the sec-
ond theme by highlighting a common lesson of the papers by the Netherlands Bank, the Bank of

Costa Rica and the Reserve Bank of India, which all report and analyze indicators of the financial
sector – that information on financial structure is needed to identify peer groups and interpret the
indicators. With respect to the third theme, the description of how the Federal Reserve Board uses
market data to assess financial risks byMr. Richard Porter prompted the comment that the useful-
ness of market data will depend on the importance of markets versus banks as a source of finance
and that FSIs created by aggregating supervisory data are needed to assess risks to the latter.

(Résumé)

R. Sean Craig

rcraig@imf.org
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Richard D. Porter1 (Board of Governors of the Federal Reserve System)

I am pleased to act as a discussant in this second session. I think each of the papers in its own way
makes a useful contribution to the session. In total, they indicate the variety of ways that different
central banks approach the problemof financial stability, depending in part on their history and ex-
periences and their stage of economic and financial development.
But I do sense that in these papers there is, perhaps, too much measurement without theory in

TjallingKoopman’smemorable phrase. It is not that one shouldn’t approach the issue empirically.
Of course, one should. But the economic framework in which the empirical effort is embedded
matters as well and should not be overlooked. One typically thinks about financial stability from a
quality control perspective: if all of the appropriate financial ratioswere to fall within the appropri-
ate bands, then, at least according to the information in hand, the systemwould appear to be finan-
cial stable. While such an outcome might represent some “reduced-form” wisdom of the past, it
need not be appropriate any more. If the financial ratios fall out of some general equilibrium pro-
cess in which in some key conditioning variables have changed, and if we haven’t taken those new
linkages into account, the benchmarks for the ratiosmaynot embed thewisdom that they once did.
Partly, the argument is the same type of argument that Koopmans wasmaking in his critique of

Burn’s andMitchell’s business cyclemethodology. Theirworkwent against the grain of the empir-
ical approach that theCowles Commission, whichKoopmans headed, was touting at the end of the
1940s. The Cowles Commission demonstrated to the profession how to take the structural ap-
proach to economic modeling.2 The message of the Cowles Commission was that, absent some
Wold causal ordering, reduced forms, or correlations, were not the right framework for doing pol-
icy analysis. Theywere insufficient for doing policy analysiswith orwithout the Lucas critique in-
fluencing the subtleties of how to undertake the analysis.
Similarly, analyzing financial stability without an understanding of the economic forces that

gave rise to it may be a fruitless exercise. Typically in an economic crisis, something occurs that
has not been well anticipated – not properly discounted or priced into the analysis.When financial
markets wake up to this mispricing, asset prices will move sharply by large amounts. Quotes in fi-
nancial markets do not embody the correct price until the crisis reveals it. If the mispricing is large
enough, then some of the economic rules of thumb that worked before the crisis, including those
relevant for keeping track of financial stability, may need to be rethought.
An example of this phenomenonmay fix ideas.When in the latter part of the 1990s price earn-

ings ratios rose sharply in the United States was that necessarily foreshadowing a period of finan-
cial instability?We can’t answer that without more of a context. The fact that price earnings ratios
were at stratospheric heights did not by themselves make them unsustainable if a new chapter in
the economy were being written, which, say, entailed much higher productivity growth for the in-
definite future under a very rosy new economy scenario. Alternatively, the high ratios might sim-
ply represent temporary bubble phenomena, which often occur when influential new technologies
come forward.My point is simply that that thinking needs to be done in the context of an economic
framework, an economicmodel of some sort, not just an empirical one that can only identify a ratio
as being unprecedented statistically.

Richard D. Porter

rporter@frb.gov
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FISHER’S SHORT STORIES

Fisher’s Short Stories on Wealth 71-74:
Prevention of economic waste

Arthur Vogt

Irving Fisher was noted for his scientific
contributions in the world of economic sci-
ence, but hewas alsowell-known to theUS
public at large for his dedication to the ad-
vancement of health, the propagation of
prohibition and the creation of the League
of Nations – quite generally: for his pursuit
of the betterment of mankind. Already in
1890, long before the League of Nations
had come into existence, Fisher proposed
such a league (Allen 1993:16). With his
many crusades (Allen 1993) Fisher “lost”
about half of his working time. If he had
contributed all of his working time to eco-
nomic theory, he would have become even
more famous as an economist. His scien-
tific “pillars and arches”, as Schumpeter
called his contributions to theoretical eco-
nomics, would have grown to a kind of
temple of economics (Vogt and Barta
1997:8).
In the present batch of Short Stories,

Irving Fisher deals with the economic
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Fisher’s Short Stories on Wealth, 1926-1933

Dr. Arthur Vogt has drawn our attention to a series of simple explanations of elementary prin-

ciples of economics which Fisher wrote in an agreement with the Worker’s Education Bureau.

Fisher called them “Short Stories of Wealth”. The bureau issued them monthly for publication

in any union newspaper that desired to print them. They appeared in the “Brotherhood of Lo-

comotive Firemen and Enginemen’s Magazine”, “Trade Union News”, “Labor Herald” etc.

The stories had never been reprinted and had not been included in “The Works of Irving

Fisher” (General Editor W.J. Bates, Consulting Editor J. Tobin), which was published in

1997. However, the Stories are worth to be read up to the present day. Besides the scientific

and historical interest they are of didactical use as they are models of explaining economic

phenomena to the public. The IFC Bulletin decided to publish all these “Short Stories of

Wealth”



waste caused by war, disease and destruction of natural resources. Our introductory remarks will
highlight some aspects of Fisher's crusades to promote peace, health and ecology.

War and Peace
Interesting is Fisher’s view thatwars are largely due to international trade: “The idea that tradewill
promote peace is all wrong; it promotes quarrels.” In this field, Fisher did not see much scope for
actions of individuals. But hewas a strong advocate of peacefulmethods to settle disputes between
nations: general agreements to keep peace (in his time: theKellogg Pact), theWorldCourt for arbi-
trage between countries, the League of Nations as a forum to discuss problems and formulate rem-
edies, and disarmament agreements (the Disarmament Conference was about to be held in
Geneva). Sadly, the prevention of war has not verymuch progressed since Fisher chose it as a sub-
ject for his Stories. In this prelude, we restrict ourselves to presenting a few cartoons Fisher pub-
lished during the interbellum period to demonstrate the waste by war.

Free medical check-ups

In this prelude, we will mainly give our attention to Fisher’s treatment of the waste caused by dis-
ease. Otherwise than in the case of war, individuals are often in a position to do something against
disease. During his whole life, Fisher took many initiatives to prevent disease and to discourage
bad habits. One of themany organisations he foundedwas the “Committee ofOneHundred onNa-
tional Health”, which unitedmany prominent Americanswho felt dedicated to improving sanitary
conditions. Early in the century, Fisher recommended life insurance companies to reimburse the
cost of voluntary periodical medical check-ups to its policy holders. This recommendation was
based on the maxim of life insurance companies: “Good health means good business.” Good
health is a common interest of the policy holder and the insurance company.Nearly everybodywill
agree that the policy holder’s health is of more value than any sum of money, however great. Even
the joke of the Scottish widow rather confirms than refutes this proposition, just because it is a
joke. That lady, when being paid out the capital on her late husband’s policy, said with tears in her
eyes to the agent of the insurance company: “Believe it or not, but I would give you back at least
half of this money if you could bring my good old Mac back to life again” (Linsmayer 1950).
To help putting his idea into practice, Irving Fisher founded, together with Harald A. Ley, the

Life Extension Institute (Story 73). In America the first insurance company offering free medical
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check-ups was the Metropolitan in 1909. Others followed. The success was great in terms of the
health improvement of the policy holderswho used the offer of freemedical check-ups. It was esti-
mated that 1 dollar spent in these free medical check-ups saved 2 dollars of insurance benefits.
However, the success was not great in terms of the number of policy holders using the offer to un-
dergo a periodical medical examination at the company’s expense. Less than 8% of the qualified
policy holders took advantage of it. The reason for this weak participation was that the insurance
company put itself between doctor and policy holder:Metropolitan Life charged Fisher’s Life Ex-
tension Institute with this, other American companies charged doctors of their choice to do the
check-ups (Linsmayer 1950).
In Europe the Swiss life insurance company VITA started the practice of free check-ups in

1925. In contrast to theAmerican practice, the policy holder could choose any doctor, also his fam-
ily doctor. The doctor was mandated by the policy holder and directly paid by the insurance com-
pany (Linsmayer 1950). That is why the quota of the policy holders who used the health examina-
tion facility was substantially higher than in America. Initially it was 30% and later even 60%.

71. Peace and prosperity

In this Story, Fisher enters upon the question of “wealth and poverty”. He discusses three ap-
proaches in the field of income and wealth to achieve an improvement (the numbers between
brackets refer to the Stories where these approaches are treated):
• raising the average (56-78),
• raising the lowest level (80),
• lessening inequalities (79, 84).

Fisher sees the first of these – raising the average – as equivalent to saving waste. He lists seven
waste-saving movements:
1. eradication of war (71, 72),
2. reduction of disease (73),
3. conservation of natural resources (74),
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4. promotion of scientific research and invention (75),
5. promotion of scientific management (76),
6. stabilization of monetary units (56-70),
7. reform of the tax system (77, 78).

Number 6, the stabilization of monetary units, was treated in earlier Stories.

72. The economic importance of world peace and disarmament

In addition to the “economic importance” of peace, Fisher, in a letter dated July 12, 1924 to his
wife, very personally expressed also the subjective importance of peace: “… in this battle for a
warless world I feel that I am needed. The danger of a world war is still with us. We lost our first
born through the lastwar andwemay lose our baby (grandson) through the next. Isn’t it worth a big
effort to prevent such tragedies, not simply for you and me but for millions of others.” (Fisher
1947:214).
In his battle for a warless world Fisher wrote books and pamphlets, e.g. Fisher (1923) and –

which is its résumé – Fisher (1924).
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73. Disease as economic waste

Fisher (1909) treats the subject of hygiene in detail. In common with the present Story, Fisher dis-
tinguishes public hygiene, semi-public hygiene and personal hygiene. Public hygiene is provided
at the municipal, the state and the federal level. Semi-public hygiene, in his definition, comprises
medical research, medical doctors’ practices, institutions, insurance companies, voluntary and
business organizations. An example of semi-public hygiene in the last-mentioned category is the
Life Extension Institute founded by Fisher himself. Categorized as personal hygiene, Fisher treats
subjects on which we will come back in the next batch.

Enjoyment constitutes, in Fisher’s view, a key economic concept. It is not astonishing to place en-
joyment in the rank of key concepts. However, it is typical of Fisher to consider it as a key eco-

nomic concept. Thus, in his Story, he notes that it is themost important end of health to get themax-
imum of enjoyment with theminimum of effort. Fisher (1906:326) summarized a kind of “algebra
formental experiences” as he did laterwith respect to price indices.He distinguished objective and
subjective magnitudes as well as flows and funds, e.g.:

Flows
(corresponding to a period of

time)

Funds
(corresponding to an instant of time)

Objective The objective income and outgo The objective mass of capital

(Objective capital stands for anticipated

services)

Subjective Efforts and satisfaction, being
subjective outgo and income

Desirability or utility, being subjective
capital, or the subjective esteem in
which the capital is held

(Desirability stands for anticipated

efforts and satisfactions)

Fisher (1906) closes this section with a comparison of the objective economic world with the mi-
crocosm of the mind of man. This comparison is similar to the one Fisher made in his last, 86th,
Story, where he equated the contents of the entire series of Stories with four stages of medicine of
the body of man – Anatomy, Physiology, Pathology and Therapeutics (cf. comment to Story 1).

74. Conservation

Conservation, or, in a more modern term, ecology, is another of the many fields in which Fisher
was pioneer and crusader. In the present story, Fisher treats four natural resources: water, forest,
soil andminerals. He compares their renewal times. The renewal time of water is short, that of for-
est long and that of soil very long; the renewal time of minerals is infinite.
In an address, Fisher (1911) stated: “As I understand it, the idea of conservation has its center of

gravity in our love for posterity”.A few lines later, he put in a nutshell the problemof ecology: “We
are cutting up our oxen of today, and eating up our seed without much regard for future genera-
tions.” Fisher (1907:108) applies themotto “After us the deluge” for times that leave little or noth-
ing to offspring and that are characterized by a high rate of time-preference and a high rate of inter-
est.
Fisher thus mentions in the context of conservation the “love for posteriority”. In story 28, in

the context of interest theory, Fisher mentioned the “love for one’s children” as an influence tend-
ing to reduce the rate of interest. These two trains of thought are united in the conclusion that a low
interest rate favours ecological practice: When interest rates are high, the owner of natural re-
sources tends to exploit them to be able to sell them and to invest the proceeds in interest-bearing
assets.When interest rates are low, the owner of natural resourceswill leave themuntouched, to the
benefit of posterity.
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Short Stories onWealth

Irving Fisher

71. Peace and Prosperity1

OURnext problem is that of “wealth and poverty.”What can be done byway of improving the situ-
ation?
We may divide the subject into three heads:
Raising the average of wealth and income.
Raising the lowest levels.
Lessening the inequalities.

First, as to the average: Anything we can do to raise the average economic well-being, we may
count as economic gain. This is equivalent to saving waste. So this first problem is the problem of
“How to save waste.” I have listed here seven great waste-saving movements. We may save eco-
nomic waste:
• By reducing or abolishing war;
• By reducing or abolishing disease;
• By the conservation of natural resources;
• By the promotion of scientific research and invention;
• By the promotion of scientific management;
• By stabilizing monetary units;
• By reforming our tax systems.

One of these, the stabilization of monetary units, has already been discussed. Let us next take up
the problem of how to reduce or abolish war.War is very wasteful economically, to say nothing of
its other evils; practically everyone today is agreed that war not only ought to be reduced or abol-
ished, but can be.
To my mind there are two wrong ways proposed. One is that of the pacifist, who wants to get

people to agree never to bear arms – never to fight.
This is a religious tenet on the part of orthodoxQuakers and some other sects; whenwar comes

it is often a matter of individual, conscientious objection and very often such people are excused
from going to war, or are given something else to do than actually fighting – some service behind
the lines.
In other cases these people resist any kind of service that would help win a war, and accept im-

prisonment instead, so that everywar results in a certain number of high grade, conscientious, even
courageous, people being put in jail, because they have this pacifist dogmabywhich they swear.
I think pacifism as a doctrine is quite admirable – something to be respected – not laughed at or

despised or twisted into an accusation of cowardice. But it is not a very practical solution of this
problem of war, for two reasons:
In the first place, you can’t get enough people to agree on that solution.
In the second place, to be even more practical, to the extent that any one country should get a

pacifist philosophy, to that extent that country is apt to be taken advantage of by other countries.
In a sense of course we are all pacifists – but someone said, “I am a pacifist – with the emphasis

on the ‘fist’.”
This leads us at once to the opposite alleged solution – and that is the solution of “prepared-

ness.” I believe in adding to armament if you can’t get an agreement not to. Especially I believe in it
for the United States, because the United States is so powerful, and so rich, that if we have got to
have competition in armaments – if we have got to have a showdown as to the biggest, most fearful
navy and army, to make other nations afraid – we have already the strongest potential position in
the world.
But preparedness of one nation leads to the preparedness of others, and in the end this competi-
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tion invites war and makes the war bigger when it comes. There is simply more ammunition to
shoot off.
The World War was largely caused by that very thing – rivalry between France and Germany

with respect to armies, and rivalry between England and Germany with respect to navies.
That’s what made the World War so fearful. And yet such competition can’t be avoided if you

have complete individualism among the nations.As long as you don’t have agreement, each nation
has got to be individualistic, just as in cut-throat.

72. The Economic Importance of World Peace and
Disarmament1

INmy last “Short Story” I spoke of the economic importance ofWorld Peace and Disarmament. I
pointed out that: “Either we must compete with other nations in armaments or combine with them
in disarmament.”
Such combined action takes on several forms, of which the following four are proving to be the

most important.
The first is a general agreement to keep peace. This is the Kellogg Peace Pact by which every

nation renounces war. It is of psychological value in binding each nation, as a matter of honor, to
keep the peace.
But it will not solve the whole problem. Quarrels are sure to arise and these have to bet settled

by somemethod. If no peaceful method is supplied theywill be settled bywar.When a dispute be-
comes acute there are just ways to settle it. The two nationsmay fight it out or theymay refer it to a
third disinterested body. This last is the Court method.
So the second important way of abolishing or abating war is the establishment of a World

Court. War comes from the fact that the economic contacts between nations are increased without
any corresponding political or judicial relations to take care of the resulting inevitable quarrels.
If you have trade between nations you are going to have quarrels – you can’t help that – the only

other way would be not to have contacts at all.
The idea that trade will promote peace is all wrong; it promotes quarrels. It may increase the

need for peace, but it doesn’t, of itself, increase the probability of peace.
Thewarswe have had – even the greatwars – are largely due to trade. The trouble inManchuria

today is primarily a matter of railways, the soy bean, trade, and other trade interests.
When you have trade develop, you have need of some kind of peaceable methods to settle dis-

putes that insure peace, and the court is the best method. So we are just following old traditions
when we establish the World Court. America should join this court at once.
It is the institution of courts that is always developed as civilization demands larger and larger

areas under peace.
When people say you can’t abolish war, I say we have already done it to some extent. We have

abolished inter-family war, inter-city war, and inter-State war. We simply haven’t yet abolished
inter-nationalwar. There is just this one kind ofwar left as an institution – and that can be abolished
by the institution of the court in the same way. When we have done that we have reached the end.
For there is no group left to fight. The whole world is in one group. We have a court now to cover
the whole world. Unless we are to fight with Mars or some other planet!
But the Pact and the Court aren’t enough. You need also some kind of a legislative or confer-

ence body – a forum for discussing problems and formulating remedies. The League of Nations
provides that. It gets the disputes before they need to go to court – and often settles them out of
court. It also helps lay down new rules. It is thus somewhat analogous to a legislative assembly –
but it is chiefly important as a forum for discussion. Sowe see,we need a pact, a court, and a forum,
or league.
The fourthmethod is by agreements to disarm andwe are soon to have aDisarmament Confer-

ence at Geneva.
So there are at least four sorts of combined action as exemplified by theKelloggPact, theWorld

Court, the League of Nations, and a Disarmament Agreement.
A very slight degree of combination will often effect a marvellous prevention of armament. It

FISHER’S SHORT STORIES

IFC Bulletin 12 — October 2002 229

1) The Lather, Cleveland, Vol. XXXII, No. 6, February 1932, pp. 21, 25.



was a very simple agreement that Sweden and Norway avoided fortifying their boundary. The
same was true as between Chile and the Argentine (as the statue of the Christ of the Andes so elo-
quently testifies), and as between Canada and the United States – with not a single fortification on
3,000 miles of boundary.
The agreement betweenCanada and theUnited Stateswasmade in PresidentMonroe’s admin-

istration by his Secretary of State without even the formality of a treaty, but has endured uninter-
rupted for over a century. It reads in part as follows:
“The naval force to be maintained upon the American lakes by his Majesty and the Govern-

ment of the United States shall henceforth be confined to the following vessels:
“On Lake Ontario, to one vessel not exceeding 100 tons burden and armed with one 18-pound

cannon.
“On the upper lakes, to twovessels not exceeding like burden each and armedwith like force.
“On thewaters of LakeChamplain, to one vessel not exceeding like burden and armedwith like

force.
“All other vessels on these lakes shall be forthwith dismantled, and no other vessels ofwar shall

be there built or armed.”
Though no explicit arrangement was made as to destruction of forts, these were presently dis-

mantled and nomore built. This understanding (partly tacit only) has saved untoldmillions of dol-
lars to both Canada and the United States, to say nothing of possibly saving human life.
When war as an institution is wholly abolished by the fourfold method of Pact, Court, League

and Disarmament agreement, one of the world’s greatest curses and sources of economic waste
will have practically disappeared and its disappearance will increase the average wealth and wel-
fare of mankind. We shall no longer fear another world war with its destruction of billions of dol-
lars worth of wealth to say nothing of its destruction of human beings.

73. Disease as Economy Waste1

LAST month I spoke of War as an Economic Waste.
Waste. We are all hoping that the Disarmament Conference may result in reducing this waste.

This month I shall speak of Disease as another great waste which can likewise be reduced.
Wemaydivide themethods of improving health into three parts: Public hygiene, or the hygiene

of the public officers, who provide for sewage disposal, sanitary housing, clean streets, pure air,
pure milk and other food, who provide for vaccination, isolation, and so on.
Whenever the hand of the government is felt to help our health, we call that public hygiene.
Then there is semi-public hygiene – the hygiene of large institutions and organizations like

hospitals, public schools, business concerns, tuberculosis associations, and themedical profession
– added to what the government does.
In particular semi-public hygiene includes the industrial concerns which protect the health of

their employees in various ways.
Finally we have personal, private, or individual hygiene, which I regard the most important of

the three. In fact, from a practical point of view, I think individual hygiene is the most important
matter I can bring to your personal attention, from the standpoint of raising the average well-being
of yourself and of society.
When you consider that income is really for enjoyment, the most important thing a person can

do is to keep his nervous system in such a condition that he can actually get themaximumof enjoy-
ment with the minimum of effort and get it through the maximum length of time instead of for a
short time only.
The average person dulls his nervous system, partly through ignorance, and partly through in-

temperance and lack of self-control, and therefore is usuallymiserablewhenhemight be happy.
It is often true of rich people that while they have tremendous incomes on paper, yet in terms of

actual enjoyment they get less out of life than the average working man who lives more normally,
has physical exercise, not so many narcotics and other evil influences or the unwise utilization or
misuse of wealth.
If we were to have a correct analysis of what income is, in terms of enjoyment, and then have a

correct understanding of how to obtain that enjoyment we would see that the greatest folly is the
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lack of attention to health. As Emerson is quoted saying, “Health is the best wealth.”
From the strictly economic point of view, health is fundamental. I wouldn’t give up my own

health for all the billions of dollars in the world. Even from the standpoint of productive power it
has been estimated by Dr. Dublin of theMetropolitan Life Insurance Company that human beings
are worth as producing machines five times all other capital put together.
In my National Vitality I estimated in 1908 that at least one and a half billion dollars worth of

human life could be saved annually.
A very little investment in health will often produce a vast return. The Rockefeller work in cur-

ing hookworm in the South cost less than one dollar per patient and probably added over a dollar a
day to his earning power. Here is a return of over 100 per cent per day on the investment. Every one
could add to his health and so to his power to produce and consume.
But it is human nature to need a stimulus or prod to do anything; and it is only after personal ex-

perience when one finds he is in danger of losing his health that he wakes up a little bit. This is one
reasonwhy the greatest step toward inducing individual hygiene is the practice of periodicalmedi-
cal examinations.
I was one of the twomenwho started the Life Extension Institute for that purpose. The idea has

now spread and thewholemedical profession nowpromotes periodical examinations in general.
There are a large number of people, especially inNewYork, who are getting checked up once a

year and gradually change their habits. Practically 100 per cent of the people examined find that
there is somethingwrong, even if very slight.Many take this discovery seriously enough to correct
the error in some degree.
We found this to be true. The second annual examination of the Life Extension Institute usually

shows that 50 per cent of the defects found in the first year’s examination have been corrected. I
will say that I have little doubt that if a healthy young man or woman should become enthusiastic
(but without first having impaired his or her health in any serious way), he or she ought to double
the number of years they can earn and enjoy their earnings. Moreover old age need not mean a pe-
riod of senility. It should be the happiest part of life. The ordinary person begins to fail along about
40, is an oldman at 60, and dead before 70, and during the last 10 or 15 years doesn’t enjoy life very
much; for he isn’t able to produce verymuch, and has lost his usefulness and capacity for pleasure.
Many people think of life extension as meaning merely to prolong the agony. That is unfortu-

nately often done because so many persons get interested in health only after it is too late. They
lock the barn after the horse is stolen. But true life extension means not only increased length, but
increased breadth and depth of life. It means that they “live more abundantly.”
Some day, let us hope, themajority of people will come to see the emptiness of physical wealth

without vital wealth.When that time comeswe shall be able to reformhuman life, drop unhygienic
habits, live a balanced life as to work, play, rest and sleep and have a heightened enjoyment which
now is known only to a few of us beyond childhood.And health includesmoral, aswell as physical
and mental health.
Anywealth at the expense of health is a delusion and a snare. “What profiteth aman if he gains

the whole world and loses his own soul?”

74. Conservation1

WE come now to the subject of conservation of natural resources. Under the Roosevelt Conserva-
tion Commission there were four subdivisions: forests, soils, minerals and waters.
The point of viewof the conservationist is a long-time point of view. Private initiative is always

apt to be short-sighted. You can’t depend on private initiative altogether. The average man who
owns a forest andwho is hard upwill cut it down even though hemaybe sorry for it later.Of course,
a far-sighted self-interest will sometimes lead to preserving a forest. The owner may say, “I will
make more money if I wait, and cultivate,” But it is always a temptation to cut and, unfortunately,
through our foolish forest tax laws, we encourage early cutting. We put a penalty on waiting, be-
cause we tax a man before he gets any results.
It is a case of confusing capital and income – where we tax a man when there is no income.

Ideally taxes should be levied on a forest when there is a cut and not until then – but the Govern-
ment doesn’t like to wait, so it assesses the property and charges a property tax.
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But the problemofwaiting can often be solved by an equalization fund bywhich part of a State,
such as a county,where forests are allowed to growwithout being taxed, is “carried” by the State as
a whole, the State being repaid later when the forest is cut and taxed. It is a matter of financing or
tiding over. But forestry is an example of the need of far-sightedness, andwhere the individual has-
n’t got the far-sighted view it ought to be put into him by education, or he ought, in the interest of
the general public, to be prevented from destroying the forest.
In this, as in many other ways, self-interest leads sometimes to disaster. It reacts on the soils

also; the preservation of soil by growth of some kind – either forests or crops or grass – is neces-
sary. Soils will wash away if there is no growth.
If there is a forest, or crops, or grass, or plants of any kind, the water seeps through the soil

slowly, but if there is a plowed field on a slope you may, if you are not careful, lose all the arable
value there by thewash. The late Professor Shaler ofHarvard in his book “Man and theEarth,” said
that one torrential storm on a plowed field will do as much damage as 1,000 years without the
plowing. Plowing, by taking away this vegetation, makes it very easily hurt by the rain. It is stated
that in China there are great spaces which have become practically desert through devastation or
deforestation and the failure to conserve.
Of course, there are various ways of treating the soil surface to help that – terracing, planting,

holding flood waters by dams, etc. Largely throughMr. Pinchot and President Roosevelt we have
developed big projects of conservation of the soil in all these and other ways.
The minerals are different from the forests and the soils, in that minerals are not replaced. For-

ests are replaceable. Forestry conservation consists very largely in seeing that replacement is equal
to the consumption. Likewise soils are replaceable, and the same thought applies to soil conserva-
tion – but minerals are not. Quarries and mines simply take the product away once for all. When a
mine is mined, that is the end of it.
Therefore the problem ofmineral conservation consists of three parts: first, be sure that there is

as little waste as possible in the process of mining or quarrying; second, to see that the mining and
quarrying is not too rapid – that you leave something for future generations – do not eat it up faster
than you need it; and third, that substitutes are sought and found.
We are using up our petroleum fast, and our natural gas sti11 faster, our coal less fast, and iron

still less fast; but sooner or later, of course, we shall use them all up, and the question arises, what
arewe going to do then?We should be preparing all the time for that rainy day in the history of civi-
lization.
For instance, oil, it is supposed, can be gotten from shales, ifwe once find a cheap process. This

andmany others are technical problems constantly arising, and specialists are working on them all
the time. So, although it looks as thoughwe are going to be absolutely without fuel in future centu-
ries it may not be so at all.
Unlike forests, soils andminerals, water is automatically renewed.Nature seems to take care of

that unaided. Rainfall and evaporation go on in a circle. None is used up. So in this case it isn’t a
question of making a balance of inflow and outflow, but a question of utilization. Forestry conser-
vation and water conservation fit into each other, because the forest makes the water flow more
uniformly. If you take away the forest rain runs off instantly. It maymake a torrent and do damage,
instead of being harnessed up and doing good. The problem of water conservation is the problem
of fitting it in with forest conservation and soil conservation and connecting it up with electric
transmission so as best to utilize every part of it. Probably, ultimately we shall get from our water
power in this country a tremendously large system of “giant power,” connected together by elec-
tricity. The problem of water power is already one of the great political problems affecting New
York State and many other regions.
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